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A result of Madivanane on "quasianticommuting" complex square matrices, which are roots of the identity matrix, is generalized to linear operators on infinite-dimensional complex vector spaces. A constant which appears in the result is shown to be nonzero by giving a simple formula for its absolute value. Also, a simple formula for the constant itself is given, which is valid for some cases.

## I. INTRODUCTION

It was shown by Madivanane ${ }^{1}$ that an $n \times n$ complex matrix $T$, which is defined in terms of two $n \times n$ complex matrices $A$ and $B$ having certain properties, has the property $T^{n}=c I$. The two principal objectives of this paper are to show (1) that $T, A$, and $B$ need not be $n \times n$ matrices and (2) that $c \neq 0$. In addition, $|c|$ will be evaluated.

The generalization can be formulated either in terms of associative algebras, or in terms of linear operators on arbitrary (possibly infinite-dimensional) complex vector spaces. The latter course will be followed here.

## II. A SEQUENCE OF "GAUSS-TYPE" SUMS

It will be shown that certain "Gauss-type" sums are not equal to zero. In addition, the absolute values of the "Gausstype" sums will be evaluated.

Definition 1: Let $n$ be a positive integer, let $\omega$ be any primitive $n$th root of 1 , and let $\widetilde{\omega}$ be any primitive $2 n$th root of 1. Then

$$
S_{n}= \begin{cases}\sum_{j=0}^{n-1} \omega^{-j(j-1) / 2}, & \text { if } n \text { is odd } \\ \sum_{j=0}^{n-1} \widetilde{\omega}^{-j^{2}}, & \text { if } n \text { is even }\end{cases}
$$

The dependence of $S_{n}$ on $\omega$ or $\tilde{\omega}$ will be suppressed. Thus,

| $n$ | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $S_{n}$ | 1 | $1-\widetilde{\omega}$ | $1-\omega$ | $-2 \widetilde{\omega}^{3}$ | $-2 \omega-\omega^{2}-2 \omega^{3}$ |
| $n$ | 6 |  |  |  |  |
| $S_{n}$ | $1+2 \widetilde{\omega}-2 \widetilde{\omega}^{2}-\widetilde{\omega}^{3}$. |  |  |  |  |

Lemma 1: Let $n$ be a positive odd integer $\geqslant 3$, and let $\omega$ be any primitive $n$th root of 1 . Then
(1) $S_{n}=\prod_{k=1}^{(n-1) / 2}\left(1-\omega^{2 k-1}\right) \neq 0$,
(2) $\left|S_{n}\right|=\sqrt{n}$.

Proof: (1) This is a simple consequence of p. 86 of Ref. 2. To prove (2), we have

$$
S_{n}=(1-\omega)\left(1-\omega^{3}\right) \cdots\left(1-\omega^{n-2}\right)
$$

Define

$$
t_{n}=\left(1-\omega^{2}\right)\left(1-\omega^{4}\right) \cdots\left(1-\omega^{n-1}\right) .
$$

By p. 87 of Ref. 2,

$$
S_{n} t_{n}=\prod_{j=1}^{n-1}\left(1-\omega^{j}\right)=n
$$

Since

$$
\begin{aligned}
\bar{S}_{n} & =\left(1-\omega^{-1}\right)\left(1-\omega^{-3}\right) \cdots\left(1-\omega^{-n+2}\right) \\
& =\left(1-\omega^{n-1}\right)\left(1-\omega^{n-3}\right) \cdots\left(1-\omega^{2}\right) \\
& =t_{n} \\
\mid S_{n} & \left.\right|^{2}=S_{n} t_{n}=n .
\end{aligned}
$$

Lemma 2: Let $n$ be a positive even integer, let $\widetilde{\omega}$ be any primitive $2 n$th root of 1 , and let $\hat{\omega}$ be any primitive $8 n$th root of 1 such that $\widehat{\omega}^{4}=\widetilde{\omega}$. Then
(1) $S_{n}= \pm \hat{\omega}^{-n} \sqrt{n} \neq 0$,
(2) $\left|S_{n}\right|=\sqrt{n}$.

Proof: Clearly it suffices to prove that $S_{n}= \pm \hat{\omega}^{-n} \sqrt{n}$.
(a) To prove that $S_{n}=\frac{1}{2} \Sigma_{j=0}^{2 n-1} \widetilde{\omega}^{\mu^{2}}$, let $m=n / 2$. Then

$$
\begin{aligned}
\sum_{j=n}^{2 n-1} \widetilde{\omega}^{J^{2}} & =\sum_{j=0}^{n-1} \widetilde{\omega}^{\left(n+\hbar^{2}\right.}=\sum_{j=0}^{n-1} \widetilde{\omega}^{n^{2}+2 n j+j^{2}} \\
& =\sum_{j=0}^{n-1}\left(\widetilde{\omega}^{2 n}\right)^{m+j} \widetilde{\omega}^{\mathscr{J}}=\sum_{j=0}^{n-1} \widetilde{\omega}^{J^{2}}=\bar{S}_{n}
\end{aligned}
$$

(b) To prove that $S_{n}= \pm \hat{\omega}^{-n} \sqrt{n}$ if $\widetilde{\omega}=\exp (r \pi i / n)$, $r \in\{1,2, \ldots, 2 n-1\}, r$ and $n$ are relatively prime, and $\widehat{\omega}$ $=\exp (r \pi i / 4 n)$, let $\widetilde{\omega}$ be any primitive $2 n$th root of 1 . There is a positive integer $r \in\{1,2, \ldots, n-1\}$ such that $r$ and $n$ are relatively prime, and $\widetilde{\omega}=\exp (r \pi i / n)$. By part (a),

$$
2 \bar{S}_{n}=\sum_{j=0}^{2 n-1} \exp \left(\frac{j^{2} r \pi i}{n}\right)
$$

In the notation of Ref. 3 , the last sum is $\phi(r, 2 n)$, so $2 \bar{S}_{n}=\phi(r, 2 n)$. By p. 178 of Ref. 3,

$$
\phi(r, 2 n)=\phi(1,2 r n) / \phi(2 n, r),
$$

if $\phi(2 n, r) \neq 0$. By p. 187 of Ref. 3.

$$
\phi(2 n, r)= \pm i^{(r-1)^{2} / 4} \sqrt{r} \quad(\neq 0)
$$

and by p. 177 of Ref. 3,

$$
\phi(1,2 r n)=(1+i) \sqrt{2 r n} .
$$

Therefore

$$
2 \bar{S}_{n}=\phi(r, 2 n)= \pm(1+i) i^{-(r-1)^{2} / 4} \sqrt{2 n}
$$

Now let $\widehat{\omega}=\exp (n \pi i / n)$ (so $\left.\hat{\omega}^{4}=\widetilde{\omega}\right)$, and $m=n / 2$. Since $r^{8} \equiv 1(\bmod 16)$,

$$
\begin{aligned}
& \widehat{\omega}^{r^{7} n}=e^{r^{8} \pi / 4}=e^{\pi i / 4}=(1 / \sqrt{2})(1+i) \\
& \hat{\omega}^{\left(r^{7}+r-2\right) m}=e^{\left(r^{8}+r^{2}-2 r \pi / 8\right.}=e^{\left(r^{(2)}-2 r+1\right) \pi / 8} \\
& \quad=e^{(r-1)^{2} \pi i / 8}=e^{(\pi i / 2) r-1)^{2} / 2}=i^{(r-1)^{2} / 4} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\bar{S}_{n} & = \pm \hat{\omega}^{r^{\top}} \hat{\omega}^{-\left(r^{\prime}+r-2\right) m} \sqrt{n} \\
& = \pm \widehat{\omega}^{\left(r^{\prime}-r+2\right) m} \sqrt{n} .
\end{aligned}
$$

Since $r^{2} \equiv 1(\bmod 8)$,

$$
r^{7}-r=r\left(r^{2}-1\right)\left(r^{4}+r^{2}+1\right) \equiv 0(\bmod 8) .
$$

Define

$$
t=\frac{1}{8}\left(r^{7}-r\right), \quad \omega=\widetilde{\omega}^{2} .
$$

Then

$$
\hat{\omega}^{r^{7}-r}=\hat{\omega}^{8 t}=\omega^{t},
$$

so

$$
\hat{\omega}^{\left(r^{7}-r \mid m\right.}=\left(\omega^{m}\right)^{t}=(-1)^{t} .
$$

$$
\begin{array}{llllllll}
n & 1 & 2 & 3 & 4 & 5 & 6 & 8 \\
\gamma_{n} & 1 & \widetilde{\omega} & \omega & \widetilde{\omega}^{6}=-\widetilde{\omega}^{2} & 1 & \widetilde{\omega}^{7}=-\widetilde{\omega} & \widetilde{\omega}^{12}=-\widetilde{\omega}^{4}
\end{array}{ }^{9} \omega^{3} .
$$

The following result is elementary.
Lemma 3: Let $n$ be a positive integer, let $\omega$ be a primitive $n$th root of 1 , and let $\widetilde{\omega}$ be a primitive $2 n$th root of 1 . Then,

$$
\gamma_{n}= \begin{cases}\omega^{n\left(n^{2}-1\right) / 6}, & \text { if } n \text { is odd, } \\ \widetilde{\omega}^{n(n-1) / 2 n-1 / 1 / 6}, & \text { if } n \text { is even. }\end{cases}
$$

Remark 1: Let $n$ be a positive odd integer, and let $\omega$ be a primitive $n$th root of 1 .
(i) If $n$ and 3 are relatively prime, then $\gamma_{n}=1$.
(ii) If $n \equiv 0(\bmod 3)$, and $m=n / 3$, then $\gamma_{n}=\omega^{m}$.

Proof: (i) Since $n$ is odd, $n$ and 3 are relatively prime, and $n\left(n^{2}-1\right) / 6$ is an integer, it follows that $\left(n^{2}-1\right) / 6$ is an integer. By Lemma 3,

$$
\gamma_{n}=\omega^{n\left(n^{2}-1\right) / 6}=\left(\omega^{n}\right)^{\left(n^{2}-1\right) / 6}=1 .
$$

(ii) Define $q=\left(3 m^{2}-1\right) / 2$, so
$n\left(n^{2}-1\right) / 6=m+q n$.
By Lemma 3,

$$
\gamma_{n}=\omega^{m+q n}=\omega^{m}\left(\omega^{n}\right)^{q}=\omega^{m} .
$$

Definition 3: Let $n$ be a positive integer, let $\omega$ be a primitive $n$th root of 1 , and let $\widetilde{\omega}$ be a primitive 2 nth root of 1 such that $\widetilde{\omega}^{2}=\omega$. Then

$$
c_{n}=\gamma_{n}\left(S_{n}\right)^{n} .
$$

Thus,

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $c_{n}$ | 1 | 2 | $6+3 \omega$ | $16 \omega$ | $25\left(1+2 \omega^{2}+2 \omega^{3}\right)$ | $-216 \omega^{2}$ |
|  | Lemma 4: |  |  |  |  |  |.

(i) $c_{n} \neq 0, \quad n=1,2,3,4, \ldots$.

Therefore
$\bar{S}_{n}= \pm \widehat{\omega}^{\left(r^{r}-r+2\right) m} \sqrt{n}= \pm \widehat{\omega}^{2 m} \sqrt{n}= \pm \widehat{\omega}^{n} \sqrt{n}$.
(c) To prove that $s_{n}= \pm \hat{\omega}^{-n} \sqrt{n}$ for any fourth root $\hat{\omega}$ of $\widetilde{\omega}$, let $\widehat{\omega}_{0}=\exp (r \pi i / n)$, so by part (b), $S_{n}= \pm \widehat{\omega}_{0}-\sqrt[n]{n}$. Since $\hat{\omega}= \pm \hat{\omega}_{0}$, or $\widehat{\omega}= \pm \hat{\omega}_{0}$,

$$
\hat{\omega}^{n}= \pm \hat{\omega}_{0}{ }^{n}
$$

so

$$
S_{n}= \pm \hat{\omega}^{-n} \sqrt{n} .
$$

## III. TWO SEQUENCES OF COMPLEX NUMBERS

Definition 2: Let $n$ be a positive integer, let $\omega$ be a primitive $n$th root of 1 , and let $\widetilde{\omega}$ be a primitive $2 n$th root of 1 . Then

$$
\gamma_{n}= \begin{cases}\prod_{k=0}^{n-1} \omega^{k(k+1 / 2}, & \text { if } n \text { is odd } \\ \prod_{k=0}^{n-1} \widetilde{\omega}^{k^{2}}, & \text { if } n \text { is even. }\end{cases}
$$

The dependence of $\gamma_{n}$ on $\omega$ or $\widetilde{\omega}$ is suppressed. Thus,
(ii) $\left|c_{n}\right|=n^{n / 2}, \quad n=1,2,3,4, \ldots$.
(iii) $\quad c_{n}=\omega^{n(n-2) / 4 n-1 / 24} n^{n / 2}, \quad$ if $n$ is even.

Proof: (ii) By Definition 3, $\left|c_{n}\right|=\left|\gamma_{n}\right|\left|S_{n}\right|^{n}$. By Definition 2, $\left|\gamma_{n}\right|=1$, so $\left|c_{n}\right|\left|S_{n}\right|^{n}$. By Lemmas 1 and 2, $\left|S_{n}\right|$ $=\sqrt{n}$, so $\left|c_{n}\right|=(\sqrt{n})^{n}$.
(i) By part (ii), $c_{n} \neq 0$.
(iii) If $n$ is even, then by Lemmas 3 and 2 ,

$$
\begin{aligned}
c_{n} & =\widetilde{\omega}^{n(n-1)(2 n-1) / 6} \hat{\omega}^{-n^{2}} n^{n / 2} \\
& =\widetilde{\omega}^{n(n-1)(2 n-1) / 6} \widetilde{\omega}^{-n^{2} / 4} n^{n / 2} \\
& =\widetilde{\omega}^{n(n-2) / 4 n-1) / 12} n^{n / 2} \\
& =\omega^{n(n-2) \mid 4 n-1) / 24} n^{n / 2}
\end{aligned}
$$

[since $n(n-2)(4 n-1) \equiv 0(\bmod 24)]$.

## IV. TWO SEQUENCES OF COMPLEX POLYNOMIALS

Definition 4: Let $n$ be a positive integer, let $\omega$ be any primitive $n$th root of 1 , and let $\widetilde{\omega}$ be any primitive $2 n$th root of 1. Then

$$
P_{n}(z)= \begin{cases}\sum_{j=0}^{n-1} \omega^{-\mu j-1 / 2} z^{j}, & \text { if } n \text { is odd } \\ \sum_{j=0}^{n-1} \widetilde{\omega}^{-f^{2} z^{j},} & \text { if } n \text { is even. }\end{cases}
$$

The dependence of $P_{n}$ or $\omega$ or $\widetilde{\omega}$ is suppressed. Thus,

| $n$ | $P_{n}(z)$ |
| :--- | :--- |
| 1 | 1 |
| 2 | $1-\widetilde{\omega} z$ |

3

$$
\begin{aligned}
& 1+z+\omega^{2} z^{2} \\
& 1-\widetilde{\omega}^{3} z-z^{2}-\widetilde{\omega}^{3} z^{3} \\
& 1+z+\omega^{4} z^{2}+\omega^{2} z^{3}+\omega^{4} z^{4} \\
& 1-\widetilde{\omega}^{5} z-\widetilde{\omega}^{2} z^{2}+\widetilde{\omega}^{3} z^{3}-\widetilde{\omega}^{2} z^{4}-\widetilde{\omega}^{5} z^{5}
\end{aligned}
$$

Lemma 5:
(i) $P_{n}(1)=S_{n} \neq 0, \quad n=1,2,3,4, \ldots$.
(ii) $c_{n}=\gamma_{n}\left[P_{n}(1)\right]^{n}, \quad n=1,2,3,4, \ldots$.

Lemma 6: Let $n$ be an odd positive integer $\geqslant 3$, let $k \in\{0,1,2, \ldots, n-1\}$, and let $\omega$ be the primitive $n$th root of 1 , which is used in the definition of $P_{n}(z)$. Then

$$
\begin{aligned}
P_{n}\left(\omega^{k}\right) & =\omega^{k(k+1) / 2} P_{n}(1) \\
& =\omega^{k(k+1) / 2} S_{n} .
\end{aligned}
$$

Proof: The assertion is trivial if $k=0$. Assume $k \geqslant 1$. By Definition 4,

$$
P_{n}\left(\omega^{k}\right)=\sum_{j=0}^{n-1} \omega^{-j(j-2 k-1) / 2}
$$

so

$$
\begin{aligned}
\omega^{-k(k+1) / 2} P_{n}\left(\omega^{k}\right) & =\sum_{j=0}^{n-1} \omega^{-(1 / 2)(j-k)(j-k-1)} \\
& =\sum_{l=-k}^{k} \omega^{-l(l-1) / 2}
\end{aligned}
$$

From

$$
\begin{aligned}
\omega^{(1 / 2)(n+l)(n+l-1)} & =\omega^{(1 / 2)\left[n^{2}+(2 l-1) n+l(l-1)\right]} \\
& =\left(\omega^{n}\right)^{(n+2 l-1) / 2} \omega^{l(l-1) / 2} \\
& =\omega^{l(l-1) / 2}
\end{aligned}
$$

it follows that

$$
\begin{aligned}
\sum_{l=-k}^{-1} \omega^{-l(l-1) / 2} & =\sum_{l=-k}^{-1} \omega^{-(1 / 2)(n+l)(n+l-1)} \\
& =\sum_{j=n-k}^{n-1} \omega^{-j(j-1 / 2} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\omega^{-k(k+1) / 2} P_{n}\left(\omega^{k}\right) & =\sum_{i=0}^{n-k} \omega^{-l(l-1) / 2}+\sum_{l=-k}^{-1} \omega^{-l(l-1) / 2} \\
& =\sum_{j=0}^{n-k-1} \omega^{-\mu(j-1) / 2}+\sum_{j=n-k}^{n-1} \omega^{-\pi j-1) / 2} \\
& =\sum_{j=0}^{n-1} \omega^{-\lambda j-1 / 2 / 2}=P_{n}(1) \\
& =S_{n} .
\end{aligned}
$$

Lemma 7: Let $n$ be a positive even integer, let $k \in\{0,1,2, \ldots, n-1\}$, let $\widetilde{\omega}$ be the primitive $2 n$th root of 1 used in the definition of $P_{n}(z)$, and let $\omega=\widetilde{\omega}^{2}$. Then

$$
\begin{aligned}
P_{n}\left(\omega^{k}\right) & =\widetilde{\omega}^{k^{2}} P_{n}(1) \\
& =\widetilde{\omega}^{k^{2}} S_{n}
\end{aligned}
$$

Proof: The assertion is trivial if $k=0$. Assume $k \geqslant 1$. By Definition 4,

$$
P_{n}\left(\omega^{k}\right)=\sum_{j=0}^{n-1} \widetilde{\omega}^{-f^{2}+2 k j}
$$

so

$$
\begin{aligned}
\widetilde{\omega}^{-k^{2}} P_{n}\left(\omega^{k}\right) & =\sum_{j=0}^{n-1} \widetilde{\omega}^{-\left(j^{2}-2 k j+k^{2}\right)} \\
& =\sum_{j=0}^{n-1} \widetilde{\omega}^{-(j-k)^{2}}=\sum_{i=-k}^{n-k-1} \widetilde{\omega}^{-l^{2}} .
\end{aligned}
$$

Define $m=n / 2$. From

$$
\widetilde{\omega}^{(n+l)^{2}}=\widetilde{\omega}^{n^{2}+2 n l+l^{2}}=\left(\widetilde{\omega}^{2 n}\right)^{m+l} \widetilde{\omega}^{l^{2}}=\widetilde{\omega}^{l^{2}}
$$

it follows that

$$
\sum_{l=-k}^{-1} \widetilde{\omega}^{-I^{2}}=\sum_{l=-k}^{-1} \widetilde{\omega}^{-(n+t)^{2}}=\sum_{j=n-k}^{n-1} \widetilde{\omega}^{-J^{2}}
$$

Therefore

$$
\begin{aligned}
\widetilde{\omega}^{-k^{2}} P_{n}\left(\omega^{k}\right) & =\sum_{l=0}^{n-k-1} \widetilde{\omega}^{-l^{2}}+\sum_{l=-k}^{-1} \widetilde{\omega}^{-l^{2}} \\
& =\sum_{j=0}^{n-k-1} \widetilde{\omega}^{-\zeta^{2}}+\sum_{j=n-k}^{n-1} \widetilde{\omega}^{-j^{2}} \\
& =\sum_{j=0}^{n-1} \widetilde{\omega}^{-J^{2}}=P_{n}(1)=S_{n} .
\end{aligned}
$$

Lemma 8: Let $n$ be a positive integer: if $n$ is odd, let $\omega$ be the primitive $n$th root of 1 used in the definition of $P_{n}(z)$; and if $n$ is even, let $\widetilde{\omega}$ be the primitive $2 n$th root of 1 used in the definition of $P_{n}(z)$, and $\omega=\widetilde{\omega}^{2}$. Then

$$
c_{n}=\prod_{k=0}^{n-1} P_{n}\left(\omega^{k}\right)
$$

Proof: (1) Case $n$ odd. The assertion is trivial if $n=1$. Assume $n \geqslant 3$. By Lemma 5, Definition 2, and Lemma 6,

$$
c_{n}=\gamma_{n}\left[P_{n}(1)\right]^{n}=\prod_{k=0}^{n-1} \omega^{k(k+1) / 2} P_{n}(1)=\prod_{k=0}^{n-1} P_{n}\left(\omega^{k}\right)
$$

(2) Case $n$ even. By Lemma 5, Definition 2, and Lemma 7,

$$
c_{n}=\gamma_{n}\left[P_{n}(1)\right]^{n}=\prod_{k=0}^{n-1} \widetilde{\omega}^{k^{2}} P_{n}(1)=\prod_{k=0}^{n-1} P_{n}\left(\omega^{k}\right)
$$

Definition 5: Let $n$ be a positive integer; if $n$ is odd, let $\omega$ be the primitive $n$th root of 1 , which is used in the definition of $P_{n}(z)$; and if $n$ is even, let $\widetilde{\omega}$ be the primitive $2 n$th root of 1 that is used in the definition of $P_{n}(z)$, and $\omega=\widetilde{\omega}^{2}$. Then

$$
Q_{n}(z)=\prod_{k=0}^{n-1} P_{n}\left(\omega^{k} z\right)
$$

Thus,

| $n$ | $Q_{n}(z)$ |
| :--- | :--- |
| 1 | 1 |
| 2 | $1+z^{2}$ |
| 3 | $1+(4+3 \omega) z^{3}+z^{6}$ |
| 4 | $1+(1+8 \omega) z^{4}-(1-8 \omega) z^{8}+z^{12}$. |

Lemma 9: Let $n, \omega, \widetilde{\omega}$, and $Q_{n}(z)$ be as in Definition 5. Then (1) $Q_{n}(1)=c_{n} ;(2) Q_{n}(\omega z)=Q_{n}(z)$ for all $z \in \mathbb{C}$; (3) $Q_{n}(z)$ is a polynomial in $z^{n}$, i.e., there is a finite sequence $\left\{a_{j}\right\}_{0}^{n-1}$ $\subset \mathbb{C}$ such that
$Q_{n}(z)=\sum_{j=0}^{n-1} a_{j} z^{n j}$.
Proof: (1) By Definition 5 and Lemma 8,
$Q_{n}(1)=\prod_{k=0}^{n-1} P_{n}\left(\omega^{k}\right)=c_{n}$.
(2) By Definition 5,
$Q_{n}(\omega z)=\prod_{k=1}^{n} P_{n}\left(\omega^{k} z\right)$.
Since $\omega^{n}=1$,
$Q_{n}(\omega z)=\prod_{k=0}^{n-1} P_{n}\left(\omega^{k} z\right)=Q_{n}(z)$.
(3) Let $\left\{\alpha_{l}\right\}_{0}^{n(n-1)} \subset \mathbb{C}$ be such that
$Q_{n}(z)=\sum_{l=0}^{n(n-1)} \alpha_{l} z^{l}$.
From the preceding equation and
$Q_{n}(z)=Q_{n}(\omega z)=\sum_{l=0}^{n(n-1)} \omega^{l} \alpha_{l} z^{l}$,
it follows that
$\alpha_{l}=\omega^{l} \alpha_{l}, \quad l=0,1,2, \ldots, n(n-1)$.
Therefore $\alpha_{l}=0$ unless $\omega^{l}=1$.

## V. NOTATION

The following notation will be used in the next two sections (VI and VII).
(1) $X$ is an arbitrary complex vector space of dimension $\geqslant 1$.
(2) $H(X)$ is the complex vector space of all linear operators on $X$.
(3) $I \in H(x)$ is the identity operator.
(4) $\operatorname{GL}(X)=\{S \in H(x): S$ is bijective $\}$.
(5) $n$ is a positive integer.
(6) $\omega$ is a primitive $n$th root of 1 .
(7) $A, B \in H(X)$ are such that (i) $A^{n}=B^{n}=I$ [so $A$, $B \in \mathrm{GL}(\mathrm{X})]$ and (ii) $A B=\omega B A$.
(8) $T=\sum_{j=0}^{n-1} A^{n-j-1} B^{j}$.
(9) $\widetilde{\omega}$ is a primitive $2 n$th root of 1 such that $\widetilde{\omega}^{2}=\omega$.
(10) $\widehat{B} \in \mathrm{GL}(X)$ is defined by
$\widehat{B}= \begin{cases}A^{-1} B, & \text { if } n \text { is odd, } \\ \widetilde{\omega} A^{-1} B, & \text { if } n \text { is even. }\end{cases}$
Thus,
$\begin{array}{lllll}n & 1 & 2 & 3 & 4\end{array}$
$T \quad I \quad A+B \quad A^{2}+A B+B^{2} \quad A^{3}+A^{2} B+A B^{2}+B^{3}$

## VI. ELEMENTARY IDENTITIES

Following are some elementary identities:
(1) $A^{j} B^{k}=\omega^{j k} B^{k} A^{j}$,
$j, k=1,2,3, \ldots$,
(2) $B A^{-j}=\omega^{j} A^{-j} B$, $j=1,2,3, \ldots$,
(3) $A^{-j} B A^{j}=\omega^{-j} B, \quad j=1,2,3, \ldots$,
(4) $A^{-\jmath(n-1)} B A^{\{(n-1)}=\omega^{j} B, \quad j=1,2,3, \ldots$,
(5) $\quad\left(A^{-1} B\right)^{j}=\omega^{\lambda j-1 / 2} A^{-j} B^{j}, \quad j=1,2,3, \ldots$.

It is easily shown that
(6) $\widehat{B}^{n}=I \quad[$ so $B \in \operatorname{GL}(X)]$,
(7) $A \widehat{B}=\omega \widehat{B} A$.

Consequently the identities (1)-(5) remain true when $B$ is replaced by $\widehat{B}$.

Lemma 10: $T=A^{n-1} P_{n}(\widehat{B})$, if the $\omega$ or $\widetilde{\omega}$ used in defining $P_{n}(z)$ is the same as in this section.

Proof: (1) We prove for the case when $n$ is odd. By identity 5 ,

$$
\begin{aligned}
T & =\sum_{j=0}^{n-1} A^{n-j-1} B^{j}=A^{n-1} \sum_{j=0}^{n-1} A^{-j^{j}} B^{j} \\
& =A^{n-1} \sum_{j=0}^{n-1} \omega^{-j(j-1 / 2}\left(A^{-1} B\right)^{j} \\
& =A^{n-1} \sum_{j=0}^{n-1} \omega^{-f(j-1 / 2 / 2} \hat{B}^{j}=A^{n-1} P_{n}(\widehat{B}) .
\end{aligned}
$$

(2) We prove for the case when $n$ is even. As in part (1),

$$
\begin{aligned}
T & =A^{n-1} \sum_{j=0}^{n-1} \omega^{-j j-1 / 2}\left(A^{-1} B\right)^{j} \\
& =A^{n-1} \sum_{j=0}^{n-1} \omega^{-j(j-1 / 2} \widetilde{\omega}^{-j}\left(\widetilde{\omega} A^{-1} B\right)^{j} \\
& =A^{n-1} \sum_{j=0}^{n-1} \widetilde{\omega}^{-\mathcal{J}^{2}} \widehat{B}^{j}=A^{n-1} P_{n}(\widehat{B}) .
\end{aligned}
$$

## VII. THE THEOREM

## Theorem:

(1) $T^{n}=c_{n} I$,
where $c_{n}$ is given by Definition 3 .
(2) $c_{n} \neq 0$.
(3) $\left|c_{n}\right|=n^{n / 2}$.
(4) $c_{n}=\omega^{m(n-2) / 4 n-1 / 24} n^{n / 2}, \quad$ if $n$ is even.

Proof: (1) By Lemma 10 and Identity 4,

$$
\begin{aligned}
T^{n}=\left[A^{n-1} P_{n}(\widehat{B})\right]^{n} & =A^{n-1} P_{n}(\widehat{B}) A^{n-1} P_{n}(\widehat{B}) \cdots A^{n-1} P_{n}(\widehat{B}) A^{n-1} P_{n}(\widehat{B}) \\
& =A^{n(n-1)}\left[A^{-(n-1)^{2}} P_{n}(\widehat{B}) A^{(n-1)^{2}}\right] \cdots\left[A^{-2(n-1)} P_{n}(\widehat{B}) A^{2(n-1)}\right]\left[A^{-(n-1)} P_{n}(\widehat{B}) A^{n-1}\right] P_{n}(\widehat{B}) \\
& =P_{n}\left[A^{-(n-1)^{2}} \widehat{B} A^{(n-1)^{2}}\right] \cdots P_{n}\left[A^{-2(n-1)} \widehat{B} A^{2(n-1)}\right] P_{n}\left[A^{-(n-1)} \widehat{B} A^{n-1}\right] P_{n}(\widehat{B}) \\
& =P_{n}\left(\omega^{n-1} \widehat{B}\right) \cdots P_{n}\left(\omega^{2} \widehat{B}\right) P_{n}(\omega \widehat{B}) P_{n}(\widehat{B})=Q_{n}(\widehat{B}) .
\end{aligned}
$$

By Lemma 9, and Identity 6 ,

$$
T^{n}=Q_{n}(\hat{B})=Q_{n}(I)=Q_{n}(1) I=c_{n} I .
$$

(2), (3), (4) These assertions come from Lemma 4.

## VIII. A FINAL REMARK

Remark 2: Let $X$ be an arbitrary complex vector space, let $n$ be a positive integer, let $A$ and $B$ be linear operators on $X$ such that $A^{n}=B^{n}=I$, and let $T=\sum_{j=0}^{n-1} A^{n-J^{-1}} B^{j}$. Then $A T=T B$.
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The nontrivial zeros of weight $13 j$ and $6 j$ coefficients given previously are shown to be the set of all such zeros. The relation of these zeros to the solutions of well-known Diophantine equations is also discussed.

## I. INTRODUCTION

Nontrivial zeros of the $3 j$ and $6 j$ coefficients of weight 1 were given earlier by one of us. ${ }^{1}$ These zeros originate from coefficients in which only two terms occur in the alternating sum expressions for the coefficients. They are called "linear zeros" in Ref. 1. The present terminology "weight 1 " refers to this same class of coefficients and is based on the property that at least one 1 appears in the Regge ${ }^{2}$ array notation and, respectively, in the Bargmann ${ }^{3}$ array notation for these coefficients. This notation is used in Ref. 4 in the discussion of the symmetries of these coefficients and is given by

$$
\begin{align*}
& \left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) \\
& \quad=\left[\begin{array}{ccc}
j_{1}+m_{1} & j_{2}+m_{2} & j_{3}+m_{3} \\
j_{1}-m_{1} & j_{2}-m_{2} & j_{3}-m_{3} \\
j_{2}+j_{3}-j_{1} & j_{3}+j_{1}-j_{2} & j_{1}+j_{2}-j_{3}
\end{array}\right],  \tag{1}\\
& \left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\}=\left(\begin{array}{lll}
d+f-b & c+f-a & c+d-e \\
a+f-c & b+f-d & a+b-e \\
d+e-c & b+e-a & b+d-f \\
a+e-b & c+e-d & a+c-f
\end{array}\right) \tag{2}
\end{align*}
$$

The term "weight" is suggested by the properties of the Wigner and Racah operators associated with these coefficients. ${ }^{4,5}$ A weight 1 coefficient is thus one in which a quantum number is chosen to be one number off a "stretched" coefficient; for example, $j_{3}=j_{1}+j_{2}-1$ (or $m_{1}=j_{1}-1$ ) in the $3 j$ symbol or $e=a+b-1$ in the $6 j$ symbol (or any symmetry equivalent of these). A stretched or boundary coefficient (for example, $e=a+b$ ) is a weight 0 coefficient and consists of "one term." These coefficients possess no nontrivial zeros. By definition, a nontrivial zero of the $3 j$ coefficient (resp. of the $6 j$ coefficient) is a set of quantum numbers $\left(j_{1}, j_{2}, j_{3}, m_{1}, m_{2}, m_{3}\right)[\mathrm{resp} .(a, b, c, d, e, f)]$ such that all the do-
mains of definition are satisfied and for which the coefficient has value zero. (The domains of definition of the quantum numbers are well known and consist of the integer and halfinteger rules, the triangle rules for the angular momenta, and the projection rules for the $m$ labels.)

The purpose of the present paper is twofold: (i) we relate the determination of the nontrivial zeros of weight $13 j$ and $6 j$ coefficients to the solution of classic Diophantine equations; and (ii) we prove that the enumeration of zeros given in Ref. 1 is complete, that is, that all such zeros of weight $13 j$ and $6 j$ coefficients are obtained by the method described there.

## II. ZEROS OF WEIGHT 1 COEFFICIENTS IN TERMS OF STANDARD DIOPHANTINE EQUATIONS

The condition (necessary and sufficient) for a nontrivial zero of a weight $13 j$ or $6 j$ coefficient can be derived directly from the explicit alternating sum expression for the respective coefficient as described in detail in Ref. 1. Because of the symmetries of these coefficients, the conditions for a zero can be stated in various equivalent ways. One such statement is the following.

The nontrivial zeros of weight $13 j$ coefficients are given by

$$
\begin{gather*}
\left(\begin{array}{ccc}
(x+u) / 2 & (y+v) / 2 & (x+y+u+v-2) / 2 \\
(x-u) / 2 & (y-v) / 2 & (-x-y+u+v) / 2
\end{array}\right) \\
=\left[\begin{array}{ccc}
1 & x+u-1 & y+v-1 \\
u+v-1 & x & y \\
x+y-1 & u & v
\end{array}\right]=0 \tag{3a}
\end{gather*}
$$

for every set $(x, y, u, v)$ of positive integers that satisfy the relation

$$
\begin{equation*}
(x+u)(y-v)=(x-u)(y+v) \tag{3b}
\end{equation*}
$$

The nontrivial zeros of weight $16 j$ coefficients are given by

$$
\left\{\begin{array}{ccc}
(x+u+v-1) / 2 & (y+u+w-1) / 2 & (x+y+v+w-2) / 2  \tag{4a}\\
(x+w) / 2 & (y+v) / 2 & (x+y+u-1) / 2
\end{array}\right\}=\left(\begin{array}{ccc}
1 & x & y \\
u & x+u-1 & y+u-1 \\
v & x+v-1 & y+v-1 \\
w & x+w-1 & y+w-1
\end{array}\right)=0
$$

for every set $(x, y, u, v, w)$ of positive integers that satisfy the relation

$$
\begin{equation*}
x y(x+y+u+v+w)=u v w . \tag{4b}
\end{equation*}
$$

We have introduced the ( $x, y, u, v, w$ ) variables into the $3 j$ and $6 j$ coefficients in Eqs. (3) and (4) for two reasons: (i) this simplifies the entries in the Regge and Bargmann arrays; and, more importantly, (ii) it reduces all domain requirements on
the entries to the condition that the variables $(x, \ldots, w)$ be nonnegative integers, in general, and positive integers for the problem at hand. The physical angular momentum quantum numbers can be recovered by comparing the entries in the $3 j$ symbol in Eq. (3a) [resp. in the $6 j$ symbol in Eq. (4a)] with those in the $3 j$ symbol in Eq. (1) [resp. in the $6 j$ symbol in Eq. (2)].

Next, we transform conditions (3b) [resp. (4b)] for a zero of a $3 j$ coefficient [resp. $6 j$ coefficient] to a standard-type Diophantine equation. For this, we use the identities

$$
\begin{align*}
& 4 A B=(A+B)^{2}-(A-B)^{2}  \tag{5a}\\
& 24 A B C=(A+B+C)^{3}+(A-B-C)^{3} \\
&  \tag{5b}\\
& \quad+(-A+B-C)^{3}+(-A-B+C)^{3} .
\end{align*}
$$

In Eq. (3b), we apply identity (5a) to each side of the relation, rearrange terms, and obtain

$$
\begin{equation*}
X^{2}+Y^{2}=U^{2}+V^{2} \tag{6a}
\end{equation*}
$$

where

$$
\begin{array}{ll}
X=x+y+u-v, & Y=x-y-u-v \\
U=x+y-u+v, & V=x-y+u+v \tag{6b}
\end{array}
$$

with inverse
$x=(X+Y+U+V) / 4, \quad y=(X-Y+U-V) / 4$,
$u=(X-Y-U+V) / 4, \quad v=(-X-Y+U+V) / 4$.
In Eq. (4b), we first define the variable $z$ by

$$
\begin{equation*}
z=x+y+u+v+w \tag{7}
\end{equation*}
$$

apply identity ( 5 b ) to $x y z=u v w$, eliminate $z$ from the resulting expression, and obtain

$$
\begin{align*}
& X^{3}+Y^{3}+Z^{3}=U^{3}+V^{3}+W^{3}  \tag{8a}\\
& X+Y+Z=U+V+W \tag{8b}
\end{align*}
$$

where

$$
\begin{align*}
& X=2 x+u+v+w, \quad U=u+v-w \\
& Y=2 y+u+v+w, \quad V=u-v+w  \tag{9a}\\
& Z=u-v-w, \quad W=2 x+2 y+u+v+w
\end{align*}
$$

The variables $(x, y, z, u, v, w)$ may be obtained from $(X, Y, Z, U, V, W)$ by

$$
\begin{align*}
& x=(W-Y) / 2, \quad u=(U+V) / 2 \\
& y=(W-X) / 2, \quad v=(U-Z) / 2  \tag{9b}\\
& z=(X+Y) / 2, \quad w=(V-Z) / 2
\end{align*}
$$

Since these relations and $X+Y+Z=U+V+W$ imply $z=x+y+u+v+w$, the "inverse relations" (9b) give values of ( $x, \ldots, w$ ) uniquely, although their expression in terms of $(X, \ldots, W)$ is not unique.

We see from the transformation (6b) [resp. (9a)] that every integral solution $(x, y, u, v)$ [resp. $(x, y, u, v, w)]$ of $(x+u)(y-v)=(x-u)(y+v) \quad[$ resp. of $\quad x y(x+y+u$ $+v+w)=u v w]$ is also a solution of $X^{2}+Y^{2}=U^{2}+V^{2}$ $\left[\right.$ resp. $X^{3}+Y^{3}+Z^{3}=U^{3}+V^{3}+W^{3}, X+Y+Z=U$ $+V+W]$, but the converse need not be true for every solution. We turn next to the discussion of the solutions of these equations and the relations between them.

## III. THE ZEROS OF WEIGHT $13 j$ COEFFICIENTS

The complete result for the nontrivial zeros of weight 1 $3 j$ coefficients is given by the following theorem.

Theorem 1: All nontrivial zeros of weight $13 j$ coefficients, that is, all zeros of

$$
\left[\begin{array}{ccc}
1 & x+u-1 & y+v-1  \tag{10a}\\
u+v-1 & x & y \\
x+y-1 & u & v
\end{array}\right]=0
$$

are given by

$$
\begin{equation*}
x=\alpha \beta, \quad y=\beta \delta, \quad u=\alpha \gamma, \quad v=\gamma \delta \tag{10b}
\end{equation*}
$$

where $\alpha, \beta, \gamma$, and $\delta$ assume all positive integral values.
Proof: The set of all solutions of the Diophantine equation $X^{2}+Y^{2}=U^{2}+V^{2}$ was given in 1906 by P. Pasternak in a form suitable for the present discussion [see Dickson ${ }^{6}$ for this result (p. 252) and related references]. It is, however, easy to obtain the proof of Theorem 1 by using Eq. (3b) directly. Accordingly, we first give this proof and then show how the same result can be obtained from Pasternak's solution.

We verify directly that the $(x, y, u, v)$ defined by Eq. (10b) satisfy $(x+u)(y-v)=(x-u)(y+v)$. Thus, we may complete the proof by showing that every positive solution of this Diophantine equation may be put in the form given by Eq. (10b). Let $p$ denote the greatest common divisor of the positive integers $x+u$ and $y+v$, so that $x+u=\alpha p$ and $y+v=\delta p$, where $\alpha$ and $\delta$ are relatively prime positive integers. It follows from Eq. (3b) that $\alpha(y-v)=\delta(x-u)$, and, since $\alpha$ and $\delta$ are relatively prime, we find $x-u=\alpha q$ and $y-v=\delta q$ for some integer $q$ with $|q| \leqslant p$. Defining $\beta$ and $\gamma$ by $\beta=(p+q) / 2, \gamma=(p-q) / 2$, we thus obtain $x=\alpha \beta$, $y=\beta \delta, u=\alpha \gamma$, and $v=\gamma \delta$. Since $x$ and $y$ are positive integers and $\alpha, \delta$ are relatively prime, it follows that $\beta$ is a positive integer; hence, $p$ and $q$ have the same parity. Thus, $\gamma$ is also an integer, which is positive, since the property $x+u>x-u$ for all positive integers $u$ implies that $p>q$. Thus, every positive integer solution ( $x, y, u, v$ ) of Eq. (3b) can be written in the form (10b). This completes the direct proof of the theorem.

A proof based on Pasternak's result may be given as follows: Pasternak proved that all solutions of the Diophantine equation $X^{2}+Y^{2}=U^{2}+V^{2}$ are given by

$$
\begin{array}{ll}
X=k r+l s, & Y=l r-k s \\
U=k r-l s, & V=l r+k s
\end{array}
$$

where $k, l, r, s$ are integers. Substitution of these relations into Eqs. ( 6 c) yields

$$
\begin{array}{ll}
x=r(k+l) / 2, & y=r(k-l) / 2 \\
u=s(\dot{k}+l) / 2, & v=s(k-l) / 2
\end{array}
$$

Thus, the set of all positive integral solutions of $(x+u)(y-v)=(x-u)(y+v)$ is obtained from the subset of all solutions of $X^{2}+Y^{2}=U^{2}+V^{2}$ by choosing $k, l, r, s$ to be positive integers with $k>l$ and (i) either $k+l$ odd and $r, s$ both even, or (ii) $k+l$ even. This gives exactly the solution (10b).

Remarks: (a) The solution (10) for the nontrivial zeros of weight $13 j$ coefficients was given in Ref. 1. Here we have shown, in addition, that this solution gives all such zeros.
(b) It is interesting that the zeros of weight $13 j$ coefficients occur for $m_{1} / j_{1}=m_{2} / j_{2}$. [This is Eq. (3b) written in terms of the angular momentum quantum numbers.] Classically, this condition occurs when the angular momenta $\mathrm{J}_{1}$ and $J_{2}$ have the same projection on the " $z$ axis" (belong to the same cone).

## IV. THE ZEROS OF WEIGHT 1 6j COEFFICIENTS

We require several preliminary results before giving the zeros of the weight $16 j$ coefficients. For this we introduce the following notations: Consider the $3 \times 3$ array (within the box) of positive integers $k, l, \ldots, t$ given by

| $k$ | $l$ | $m$ | $x$ |
| :---: | :---: | :---: | :---: |
| $n$ | $p$ | $q$ | $y$ |
| $r$ | $s$ | $t$ | $z$ |
| $u$ | $v$ | $w$ |  |

The integers $x, y, z$ at the right end of a row are defined to be the product of the entries in the corresponding row $(x=k l m$, etc.); similarly, $u, v, w$ are defined to be the product of the entries in the corresponding column. We next defined the set $K^{6}$ by

$$
\mathbf{K}^{6}=\left\{\begin{array}{l}
\text { set of all } 6 \text {-tuples }(x, y, z, u, v, w) \text { obtained }  \tag{12}\\
\text { by letting } k, l, \ldots, t \text { in the array (11) } \\
\text { assume all positive integral values. }
\end{array}\right.
$$

We also denote the set of all 6-tuples with positive integral entries by $\mathbf{N}_{+}^{6}$. Clearly, $\mathbf{K}^{6} \subset \mathbf{N}_{+}^{6}$.

We can now prove the following theorem.
Theorem 2: The set of all positive solutions of the Diophantine equation $\boldsymbol{x y z}=u v w$ is given by $\mathbf{K}^{6}$.

Proof: Each element $(x, y, z, u, v, w)$ in $\mathbf{K}^{6}$ clearly satisfies $x y z=u v w$. Thus, the principal part of the proof is in showing that every 6-tuple $(x, y, z, u, v, w)$ in $\mathbf{N}_{+}^{6}$ that satisfies $x y z$ $=u v w$ belongs to $K^{6}$; that is, in showing the existence of positive integers $k, l, \ldots, t$ in the array (11) that yield each solution of the Diophantine equation.

Let $(x, y, z, u, v, w)$ denote a positive solution of the Diophantine equation $x y z=u v w$ and define $N=x y z$. Suppose (induction hypothesis) that for each $n=1,2, \ldots, N-1$, we have proved that each positive solution of $n=x^{\prime} y^{\prime} z^{\prime}=u^{\prime} v^{\prime} w^{\prime}$ is obtained from an array of the form (11). We now extend this result to $n=N$.

Suppose at least one of the integers $x, y, z$ has a common divisor with at least one of the integers $u, v, w$. Without loss of generality, we can assume these to be $x$ and $u$, so that $x=\alpha x^{\prime}$ and $u=\alpha u^{\prime}$ for some positive integer $\alpha>1$. Then, since $x y z=u v w$, we find that $x^{\prime} y z=u^{\prime} v w=n<N-1$. Hence, by the induction hypothesis, each positive solution of this latter Diophantine equation may be obtained from an array (11), say, with entries $k^{\prime}, l^{\prime}, \ldots, t^{\prime}$. The array with entries $\alpha k^{\prime}, l^{\prime}, \ldots, t^{\prime}$ then yields the solution $(x, y, \ldots, w)$. If each of the integers $x, y, z$ is relatively prime to each of the integers $u, v, w$, this argument does not apply. In this case, we suppose that at least one of the integers $x, y, z$ has a common divisor with at least one of the integers $u v, u w, v w$. Without loss of generality,
we can assume these to be $x$ and $u v$, so that $x=\alpha \beta x^{\prime}$, $u=\alpha u^{\prime}, v=\beta v^{\prime}$ for some positive integers $\alpha>1$ and $\beta>1$. The existence of the two divisors, $\alpha$ of $u$ and $\beta$ of $v$, is a consequence of the assumption that $x$ and $u$, as well as $x$ and $v$, are relatively prime. Thus, we find that $x^{\prime} y z$ $=u^{\prime} v^{\prime} w=n<N-1$. Hence, by the induction hypothesis, each positive solution of this latter Diophantine equation may be obtained from an array (11), say, with entries $k^{\prime}, l^{\prime}, \ldots, t^{\prime}$. The array with entries $\alpha k^{\prime}, \beta l^{\prime}, m^{\prime}, \ldots, t^{\prime}$ then yields the solution $(x, y, \ldots, w)$. If each of the integers $x, y, z$ is relatively prime to each of the integers $u v, u w, v w$, the argument up to this point does not apply. In this case, it follows from $y z=u v w / x$ and the assumption that $x$ does not divide $u v, u w, v w$ that there exist positive integers $\alpha, \beta, \gamma$ each greater than 1 , such that $u=\alpha u^{\prime}, v=\beta v^{\prime}, w=\gamma w^{\prime}$, and $x=\alpha \beta \gamma$. Thus, $y z=u^{\prime} v^{\prime} w^{\prime}=n<N-1$. Hence, by the induction hypothesis, each positive solution to this latter Diophantine equation may be obtained from an array (11) with entries $1,1,1, n^{\prime}, p^{\prime}, \ldots, t^{\prime}$. The array with entries $\alpha, \beta, \gamma, n^{\prime}, \ldots, t^{\prime}$ then yields the solution $(x, y, \ldots, w)$. This last step completes the induction loop; that is, the induction hypothesis and the property $x y z=u v w=N$ imply the validity of the hypothesis at level $N$. Since we easily verify that every positive solution of $x y z=u v w$ can be obtained from an array (11) for small $N$, say, $N=1,2, \ldots, 7$, the theorem is proved.

An immediate consequence of Theorem 2 and Eqs. (4), which define a nontrivial zero, is the following theorem.

Theorem 3: All nontrivial zeros of weight $16 j$ coefficients, that is, all nontrivial zeros of

$$
\left(\begin{array}{ccc}
1 & x & y  \tag{13a}\\
u & x+u-1 & y+u-1 \\
v & x+v-1 & y+v-1 \\
w & x+w-1 & y+w-1
\end{array}\right)=0
$$

are given by the points $(x, y, z, u, v, w)$ in $K^{6}$ that obey the condition

$$
\begin{equation*}
z=x+y+u+v+w \tag{13b}
\end{equation*}
$$

Remarks: (a) The nontrivial zeros of weight $16 j$ coefficients given in Theorem 3 were obtained in Ref. 1. Here we have shown that this solution gives all such zeros.
(b) The solution for the nontrivial zeros of weight $16 j$ coefficients given in Theorem 3 is not fully explicit, since the subset of points in $\mathbf{K}^{6}$ that satisfy the auxiliary condition (13b) has not been determined.

We next consider the relationship of the nontrivial zeros given in Theorem 3 to the solution of the pair of Diophantine equations

$$
\begin{align*}
& X^{3}+Y^{3}+Z^{3}=U^{3}+V^{3}+W^{3}  \tag{14a}\\
& X+Y+Z=U+V+W \tag{14b}
\end{align*}
$$

From Eqs. (9b) we find that each solution of Eqs. (14a) and (14b) with

$$
\begin{equation*}
X, Y, \ldots, W \text { of the same parity } \tag{14c}
\end{equation*}
$$

and such that

$$
\begin{equation*}
W>X \geqslant Y, \quad U \geqslant V>Z \tag{14d}
\end{equation*}
$$

yields a positive solution $(x, y, \ldots, w)$ of $x y z=u v w$,
$z=x+y+u+v+w$. (It is no restriction to assume that $X \geqslant Y>Z$ and $U \geqslant V \geqslant W$.) Moreover, the set of all solutions of Eqs. (14) yields the set of all zeros $(x, y, \ldots, w)$ of weight $16 j$ coefficients.

It appears that the general solution of the pair of Diophantine equations (14a) and (14b) is not known. A two-parameter set of solutions was given in 1915-16 by Gérardin (see Dickson, ${ }^{6}$ pp. 565 and 713), but the survey paper on "Equal sums of like powers" by Lander et al. ${ }^{7}$ does not include Eqs. (14a) and (14b) among their list of solved problems. The special parametric solution by Gérardin is, however, very useful for the present problem, as we next discuss. Gérardin's solution (with an appropriate renaming of variables) is

$$
\begin{aligned}
& X=2 p^{2}-10 p q+12 q^{2}, \quad U=2 p q \\
& Y=p^{2}-5 p q+6 q^{2}, \quad V=p q \\
& Z=-2 p^{2}+9 p q-6 q^{2}, \quad W=p^{2}-9 p q+12 q^{2}
\end{aligned}
$$

where $p$ and $q$ are arbitrary integers. Conditions (14c) and (14d) are satisfied for all

$$
\begin{equation*}
p \text { even, } \quad q>p . \tag{15b}
\end{equation*}
$$

An array (11) corresponding to the solution (15a) may be verified to be


Thus, for all $p$ even and all $q>p$, the point $(x, y, \ldots, w)$ obtained from this array is a zero of a weight $16 j$ coefficient.

## V. CONCLUSIONS

We have shown that the nontrivial zeros of weight $13 j$ and $6 j$ coefficients given in Ref. 1 are all such zeros. We have also related the Diophantine equations that occur in the direct formulation of the conditions for nontrivial zeros [Eqs. (3) and (4)] to well-known Diophantine equations considered in the literature on number theory. For the zeros of weight 1 $3 j$ coefficients, we have been able to give a complete solution; for weight $16 j$ coefficients, the solution is not fully explicit, although complete. A parametric family of zeros of weight 1 $6 j$ coefficients has been given explicitly by using results from the literature on number theory.
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#### Abstract

Using the Mackey theory of induced representations, a systematic study of the locally operating multiplier realizations of a connected Lie group $G$ that acts transitively on a space-time manifold is presented. We obtain a mathematical characterization of the locally operating multiplier realizations and a reduction of the problem of multiplier locally operating realizations to linear ones via a splitting group $\overline{\boldsymbol{G}}$ for $\boldsymbol{G}$. In this way the locally operating multiplier realizations are obtained by induction from finite-dimensional linear representations of a well-determined subgroup of $\bar{G}$. Some examples, such as the two-dimensional Euclidean group, the Galilei group, and the one-dimensional Newton-Hooke group, are given.


## I. INTRODUCTION

In a recent paper ${ }^{1}$ the appropriate mathematical framework for the study of linear locally operating representations of transitive transformations Lie groups has been established, a concept whose relevance had been pointed out by Hoogland ${ }^{2}$ some years ago, based on some previous comments of Bargmann and Wigner. ${ }^{3}$ The character of rays rather than vectors of the mathematical objects describing the pure states of a quantum system ${ }^{4,5}$ suggests the convenience of studying the projective representations corresponding to such locally operating representations of transitive transformation groups. This is the problem we have dealt with in a recent paper, ${ }^{6}$ where we investigated the possibility of finding one group $\vec{G}$ such that any locally operating (multiplier) realization of $G$ can be lifted to a linear representation of $\bar{G}$. It is to be remarked that we physicists are used to handling vectors instead of rays and consequently linear operators in place of projective ones. ${ }^{4,5}$ This explains the interest of the so-called multiplier (or up to a factor) representations in physics. They are not homomorphisms because of the presence of a factor system $\omega$ of $G$. The point is that not every factor system of the group $G$ can arise in a locally operating realization as was analyzed in Ref. 7, and the knowledge of such factor systems is a necessary step for the determination of a "minimal" splitting group for local realizations, also called a local splitting group. ${ }^{6}$ We follow the method proposed by Schur ${ }^{8}$ which has been used more recently in Refs. 9-12 and in Ref. 6 when only locally operating realizations are considered. The concept of equivalence deserves a deeper analysis and it will be studied in this paper according to the method pointed out.

The organization of this paper is as follows: In Sec. II we recall the main definitions about locally operating realizations and the way of dealing with the linear case ${ }^{13}$ to which the general case can be reduced, as Sec. III proves. In Sec. III we also analyze the way of lifting locally operating realizations of $G$ to linear ones of a splitting group $\bar{G}$; the study of the local or gauge equivalence is carried out in Sec. IV. Sec-

[^0]tion $V$ is devoted to giving an explicit way of building up a complete set of representatives of the gauge equivalence classes and in Sec. VI we present some particular examples for illustrating how the theory we have developed works.

## II. LOCALLY OPERATING REALIZATIONS OF TRANSFORMATION GROUPS

Let $\boldsymbol{G}$ be a connected Lie group acting transitively on a differentiable manifold $X$. The isotopy group $\Gamma$ of a fixed point $x_{0}$ is closed and the homogeneous space $G / \Gamma$ can be endowed ${ }^{14}$ with a differentiable structure in such a way that the projection $\pi: G \rightarrow G / \Gamma$ is differentiable and there are local differentiable sections $s: G / \Gamma \rightarrow G$ for $\pi$, i.e., $\pi \circ s=\mathrm{id}_{G / \Gamma}$. When endowed with this differentiable structure, $G / \Gamma$ is diffeomorphic to $X$ and will be identified to it.

The concepts of projective and multiplier representations of $G$ that we are going to use are those of a previous paper ${ }^{12}$ plus some additional topological requirements:linear and projective representations are continuous but multiplier representations are only Borel maps. This is so because Borel multiplier representations are related to continuous projective representations as indicated in Ref. 6.

Definition 1: A locally operating realization (or locally operating multiplier representation) of $G$ is a Borel multiplier representation of $G, U$, in which the representation space is made up by vector-valued functions, $f: X \rightarrow \mathbb{C}^{n}$, and the representation of $G$ is given by

$$
[U(g) f](g x)=A(g, x) f(x)
$$

where $A$ is a matrix-valued Borel function, $A: G \times X \rightarrow \mathrm{GL}(n, \mathrm{C})$, satisfying

$$
A\left(g_{2}, g_{1} x\right) A\left(g_{1}, x\right)=\omega\left(g_{2}, g_{1}\right) A\left(g_{2} g_{1}, x\right)
$$

The function $\omega: G \times G \rightarrow T$ is the factor system of the representation $U, \omega \in Z^{2}(G, T)$, and $A$ is called a gauge matrix.

The operators $U(g)$ of the representation are local operators because the support of $U(g) f$ is contained in the image by $g$ of the support of $f$. As far as equivalence is concerned, such a local character must be preserved and this leads to a modification of the usual concept of equivalence, which will be called local equivalence or gauge equivalence. We recall that
for multiplier representations the relevant concept is that of pseudoequivalence. ${ }^{12}$

Definition 2: Two locally operating realizations of $G, U$ and $U^{\prime}$, both operating on the space of vector-valued functions, are called gauge pseudoequivalent if there are a Borel function $\lambda: G \rightarrow T$ and a linear operator $\tau$ in the representation space which acts locally [i.e., $(\tau f)(x)=S(x) f(x)$, with $S$ a nonsingular matrix] and such that $U^{\prime}(g)=\lambda(g) \tau U(g) \tau^{-1}$, $\forall g \in G$. The corresponding gauge matrices will be related by $A^{\prime}(g, x)=\lambda(g) S(g x) A(g, x) S^{-1}(x)$.

The particular case of linear representations, in which $\omega=1$ and $\lambda$ in Definition 2 does not appear, has recently been considered ${ }^{1,13}$ and it was shown that any locally operating linear representation of $G$ is gauge equivalent to the representation of $G$ induced by the representation $\sigma(\gamma)=A\left(\gamma, x_{0}\right)$ of $\Gamma$. On the other hand, the problem of the determination of the projective and multiplier representations of a group is solved by looking for a "splitting" group ${ }^{11,12} \bar{G}$, i.e., a group $\bar{G}$ (which is not uniquely defined) such that any projective (or multiplier) representation of $G$ can be lifted to a linear representation of $\bar{G}$. When only local realizations of $G$ are considered, only some factor systems can arise and the corresponding splitting and representation groups can eventually be chosen to be of lower dimension. ${ }^{6}$ The point is that the correspondence between equivalence classes of projective representations of $G$ and linear representations of $\bar{G}$ is not one-to-one and in the case of locally operating representations the difference is more relevant and will be studied next.

## III. LIFTING LOCALLY OPERATING REALIZATIONS OF G

Let $(\bar{G}, p)$ be a local splitting group for $G$, i.e., $p: \bar{G} \rightarrow G$ is an epimorphism and $\bar{G}$ is such that any projective representation of $G$ defined by a locally operating (multiplier) realization of $G$ can be lifted to a linear representation of $\bar{G}$ mapping Ker $p$ in the circle group $T$. If the action of $\bar{G}$ on $X$ is defined via the projection $p$, the isotopy group $\bar{\Gamma}=p^{-1}(\Gamma)$ is the middle group of an extension of $\Gamma$ by Ker $p$. We are going to prove that the lifting to $\bar{G}$ of any locally operating realization of $G$ is a locally operating linear representation of $\bar{G}$ and therefore when $\bar{G}$ is a Lie group the theory developed in Ref. 1 can be carried out for finding the locally operating realizations of $G$.

Definition 3: Let $\mathscr{A}$ be the kernel of the morphism $p: \bar{G} \rightarrow G$. A linear represenation $R$ of $\bar{G}$ is said to be $\mathscr{A}$-split if $R(\mathscr{A}) \subset T$. These representations define by quotient projective representations of $G$.

Proposition 1: For each normalized Borel section $\rho: G \rightarrow \bar{G}$, and for each $\mathscr{A}$-split locally operating linear representation $R$ of $\bar{G}$ there is a locally operating (multiplier) realization $U$ of $G$ given by $U(g)=(R \circ \rho)(g), \forall g \in G$. The corresponding factor system of $U$ will be $R \circ W$, with $W$ the factor system of the topological extension $1 \rightarrow \mathscr{A} \rightarrow \underset{\rho}{\bar{G}} \underset{\sim}{p} G \rightarrow 1$, defined by the Borel section $\rho$.

Proof: According to the definition of $U$, we have

$$
\begin{aligned}
(U(g) f)(g x) & =[(R \circ \rho)(g) f](g x) \\
& =(R(\rho(g)) f)(\rho(g) x)=\bar{A}(\rho(g), x) f(x)
\end{aligned}
$$

and if we denote by $A(g, x)$ the matrix $\bar{A}(\rho(g), x)$ we see that

$$
A\left(g_{1}, g_{2} x\right) A\left(g_{2}, x\right) A^{-1}\left(g_{1} g_{2}, x\right)=A\left(\left(W\left(g_{1}, g_{2}\right), 1\right), x\right)
$$

and the identification $\left.\omega\left(g_{1}, g_{2}\right) 1=\bar{A}\left((W)\left(g_{1}, g_{2}\right), 1\right), x\right)$ follows because of the relation

$$
\begin{gathered}
\left.\left[R\left(W\left(g_{1}, g_{2}\right), 1\right) f\right]\left((W)\left(g_{1}, g_{2}\right), 1\right) x\right) \\
\quad=\left[\bar{R}\left(\left(W\left(g_{1}, g_{2}\right), 1\right)\right) f\right](x) \\
\quad=\bar{A}\left(\left(W\left(g_{1}, g_{2}\right), 1\right), x\right) f(x)
\end{gathered}
$$

and because $R$ is an $\mathscr{A}$-split realization when $R\left(\left(W\left(g_{1}, g_{2}\right), 1\right)\right) \in T$.

If we would take different normalized Borel sections of $\boldsymbol{G}$ into $\overline{\boldsymbol{G}}$ the locally operating realizations of $\boldsymbol{G}$ obtained by means an $\mathscr{A}$-split locally operating linear representation of $\bar{G}$ would be similar and they would give the same projective representation of $\boldsymbol{G}$.

The converse of Proposition 1 is the following one.
Proposition 2: For each locally operating (multiplier) realization $U$ and $G$ there is another similar one which can be lifted to an $\mathscr{A}$-split locally operating linear representation of $\overline{\boldsymbol{G}}$.

Proof: Let $R$ be a linear representation of $\bar{G}$ lifting $U$ and $\rho$ a Borel section, $\rho: G \rightarrow \bar{G}$. Then $U^{\prime}=R \circ \rho$ is a multiplier representation of $G$ similar to $U$.

Therefore there exists a function $\lambda: G \rightarrow T$ such that $U^{\prime}(g)=\lambda(g) U(g)$ and then $U^{\prime}$ is also a local realization of $G$ with a gauge matrix $A^{\prime}(g, x)$. Now, if $\bar{g}=a \rho(g) \in \bar{G}$, with $a \in \mathscr{A}$, then $R$ being an $\mathscr{A}$-split representation

$$
[R(\bar{g}) f](\bar{g} x)=R((a, 1)) A^{\prime}(g, x) f(x)
$$

and it is enough to define the gauge matrix function $\bar{A}(\bar{g}, x)$ $=R((a, 1)) A^{\prime}(g, x)$, which is a linear gauge matrix function of $\overline{\boldsymbol{G}}$, i.e., its factor system is trivial.

The above propositions, whose results were announced in a previous paper, ${ }^{13}$ give us the main lines for obtaining the locally operating realization of $G$ by means of the $\mathscr{A}$-split locally operating linear representations of $\bar{G}$, which can be obtained inducing from some linear representations of $\bar{\Gamma}$ to be characterized in the next proposition.

Proposition 3: The linear representations of $\bar{\Gamma}$ inducing $\mathscr{A}$-split representations of $\bar{G}$ are those representations mapping $\mathscr{A} \subset \bar{\Gamma}$ in $T$.

Proof: Let $\bar{\sigma}$ be a representation of $\bar{\Gamma}$ inducing an $\mathscr{A}$ split locally operating linear representation $R$ of $\bar{G}$. The gauge matrix will be $\bar{A}(\bar{g}, x)=\bar{\sigma}\left(\bar{s}^{-1}(\bar{g} x) \bar{g} s(x)\right)$, with $\bar{s}$ being a normalized Borel section $\bar{s}: \bar{G} / \bar{\Gamma} \rightarrow \bar{G}$. Then $\bar{A}(a, x)$ $=\bar{\sigma}\left(\bar{s}^{-1}(x) a \bar{s}(x)\right)=\bar{\sigma}(a)$, because $\bar{G}$ is a central extension and $\mathscr{A} \subset \bar{\Gamma}$. Consequently $[R(a) f](x)=\bar{\sigma}(a) f(x)$ and the necessary and sufficient condition for $R$ to be $\mathscr{A}$-split is $\bar{\sigma}(\mathscr{A}) \subset T$.

Proposition 3 means that the interesting representations of $\bar{\Gamma}$ (i.e., those inducing $\mathscr{A}$-split representations of $\bar{G}$ ) are precisely the $\mathscr{A}$-split representations of $\bar{\Gamma}$, according to our Definition 3.

## IV. GAUGE EQUIVALENCE

It is well known that inequivalent linear representations of $\bar{G}$ can give rise to equivalent projective representations of $G$ and therefore the relevant concept is that of pseudoequivalence of representations of $\overline{\boldsymbol{G}}$. If the local character is also to
be taken into account we are led to the following definition.
Definition 4: Two locally operating linear representations of $\bar{G}, R$, and $R^{\prime}$ are said to be gauge pseudoequivalent if there is an operator $\tau$ on the support space of the functions of $X$ into $\mathbb{C}^{n}$ that acts locally and there is a homomorphism $\bar{\lambda}: \bar{G} \rightarrow T$, such that

$$
R^{\prime}(\bar{g})=\bar{\lambda}(\bar{g}) \tau R(\bar{g}) \tau^{-1}, \quad \forall \bar{g} \in \bar{G}
$$

The gauge matrices associated to $R$ and $R^{\prime}$ are related by

$$
\begin{aligned}
& \bar{A}^{\prime}(\bar{g}, x)=\bar{\lambda}(\bar{g}) S(\bar{g} x) \bar{A}(\bar{g}, x) S^{-1}(x), \\
& \forall \bar{g} \in \bar{G}, \quad \forall x \in X,
\end{aligned}
$$

where $S$ is the nonsingular matrix valued function, $S: X \rightarrow \mathrm{GL}(n \mathrm{C})$ defining the local operator $\tau$ by $(\tau f)(x)=S(x) f(x), \quad \forall x \in X$.

With this definition and a straightforward generalization of the results of Ref. 12 we can state the following theorem.

Theorem 1: If $(\bar{G}, p)$ is a local splitting group for $G$, for each normalized Borel section $\rho: G \rightarrow \bar{G}$, we can define a one-to-one correspondence between the gauge equivalence classes of the locally operating (multiplier) realizations of $G$ and the gauge pseudoequivalence classes of the $\mathscr{A}$-split locally operating linear representations of $\bar{G}$.

As a consequence of this theorem, if we take different (normalized) Borel sections, $\bar{s}$ and $\bar{s}$ ', of $X$ into $\bar{G}$, with a fixed finite-dimensional linear representation $\bar{\sigma}$ of $\bar{\Gamma}$ and a (normalized) Borel section $p: G \rightarrow \bar{G}$, we will obtain gauge pseudoequivalent locally operating (multiplier) realizations of $\boldsymbol{G}$.

On the other hand, if we take two different normalized Borel sections of $G$ into $\bar{G}, \rho$ and $\rho^{\prime}$, and with a fixed $\mathscr{A}$-split locally operating linear representation $R$ of $\bar{G}$, the realizations $R \circ \rho$ and $R \circ \rho^{\prime}$ of $G$ are gauge pseudoequivalent.

The fundamental property concerning gauge pseudoequivalence of representations of $\bar{G}$ when inducing from representations of $\bar{\Gamma}$ is given by the following theorem.

Theorem 2: Two $\mathscr{A}$-split pseudoequivalent finite-dimensional linear representations of $\bar{\Gamma}$ induce gauge pseudoequivalent $\mathscr{A}$-split locally operating linear representations of $\bar{G}$ if and only if the homomorphism defining the pseudoequivalence of the linear representations of $\bar{\Gamma}$ can be extended to a homomorphism of $\bar{G}$ on $T$.

Proof: The condition is necessary. In fact, if $R$ and $R$ ' are gauge pseudoequivalent, there exists $\bar{\lambda} \in \operatorname{Hom}(\bar{G}, T)$ and an invertible local operator $\tau$ such that $R^{\prime}(\bar{g})=\lambda(\bar{g}) \tau$ $\times R(\bar{g}) \tau^{-1}$. The gauge matrices of both representations will be related by $\bar{A}^{\prime}(\bar{g}, x)=\bar{\lambda}(\bar{g}) S(\bar{g} x) \bar{A}(\bar{g}, x) S^{-1}(x)$ with $S$ being the matrix function defining the local operator $\tau$. If we look at the restrictions of the gauge matrices to $\bar{\Gamma} \times\left\{x_{0}\right\}$ we find that these linear representations of $\bar{\Gamma}$ inducing $R$ and $R$ ' are pseudoequivalent; the homomorphism of $\bar{\Gamma}$ on $T$ realizing the equivalence is $\bar{\lambda}_{\mid \bar{I}}$, which can obviously be extended to the homomorphism $\bar{\lambda}$ of $\bar{G}$ on $T$.

Conversely, let $\bar{\sigma}$ and $\bar{\sigma}^{\prime}$ be two pseudoequivalent finitedimensional $\mathscr{A}$-split linear representations of $\bar{\Gamma}$. There exist a matrix $V$ and a homomorphism $\Lambda$ of $\bar{\Gamma}$ on $T$ such that

$$
\vec{\sigma}^{\prime}(\bar{\gamma})=\Lambda(\bar{\gamma}) V \bar{\sigma}(\bar{\gamma}) V^{-1}, \quad \forall \bar{\gamma} \in \bar{\Gamma}
$$

Let $\bar{\lambda} \in \operatorname{Hom}(\bar{G}, T)$ to be such that $\bar{\lambda}_{\mid \bar{F}}=\Lambda$. If $R$ and $R^{\prime}$ are
the $\mathscr{A}$-split locally operating linear representations of $\bar{G}$ induced by $\bar{\sigma}$ and $\bar{\sigma}^{\prime}$, respectively, we have that

$$
\begin{aligned}
& \left(R^{\prime}(\bar{g}) f\right)(\bar{g} x) \\
& \quad=\bar{A}^{\prime}(\bar{g}, x) f(x)=\bar{\sigma}^{\prime}\left(\bar{s}^{-1}(\bar{g} x) \bar{g} s(x)\right) f(x) \\
& \quad=\Lambda\left(\bar{s}^{-1}(\bar{g} x) \bar{g} s(x)\right) V \sigma\left(\bar{s}^{-1}(\bar{g} x) \bar{g} s(x)\right) V^{-1} f(x)
\end{aligned}
$$

and, since $\bar{\lambda}_{\mid \overline{\mathcal{H}}}=\Lambda$, we find

$$
\begin{aligned}
& \left(R^{\prime}(\bar{g}) f\right)(\bar{g} x) \\
& \quad=\bar{\lambda}\left(\bar{s}^{-1}(\bar{g} x) \overline{g s}(x)\right) V \bar{\sigma}\left(\bar{s}^{-1}(\bar{g} x) \overline{g s}(x)\right) V^{-1} f(x) \\
& =\bar{\lambda}\left(\bar{s}^{-1}(\bar{g} x)\right) \bar{\lambda}(\bar{g}) \bar{\lambda}(\bar{s}(x)) \\
& \quad \times V \sigma\left(\bar{s}^{-1}(\bar{g} x) \overline{g s}(x)\right) V^{-1} f(x) .
\end{aligned}
$$

Now we can define the local operator $\tau$ by $(\tau f)(x)=\bar{\lambda}\left(\bar{s}^{-1}(x)\right) V f(x)$ and this operator and the homomorphism $\bar{\lambda}$ give the gauge pseudoequivalence of $R$ and $R^{\prime}$.

The result of this theorem suggests the following definition.

Definition 5: Two $\mathscr{A}$-split finite-dimensional linear representations of $\bar{\Gamma}$ are called superequivalent if they are pseudoequivalent and this equivalence can be realized by means of a homomorphism of $\bar{T}$ on $T$ that can be extended to a homomorphism of $\bar{G}$ on $T$.

The superequivalence of the linear representations of $\bar{\Gamma}$ is an equivalence relation that splits each pseudoequivalence class of $\mathscr{A}$-split linear representations of $\bar{\Gamma}$ into subclasses of superequivalent representations.

A complete set of superequivalence classes of $\mathscr{A}$-split finite-dimensional linear representations of $\bar{\Gamma}$ with representatives $\bar{\sigma}^{\prime}=\bar{\lambda} \bar{\sigma}$ is obtained when $\bar{\lambda}$ runs through all the equivalence classes of one-dimensional representations of $\bar{\Gamma}$ modulo the representations that can be extended to one-dimensional representations of $\bar{G}$, and $\bar{\sigma}$ runs all the pseudoequivalence classes of finite-dimensional $\mathscr{A}$-split linear representations of $\bar{\Gamma}$.

## V. THE EXPLICIT CONSTRUCTION OF THE GAUGE EQUIVALENCE CLASSES

The method for the construction of a complete set of gauge pseudoequivalence classes of locally operating representations of $\bar{G}$ is based on the earlier properties and it is summarized as follows.

Theorem 3: We obtain a complete set of gauge pseudoequivalence classes of $\mathscr{A}$-split locally operating linear representations of $\bar{G}$ induced by finite-dimensional $\mathscr{A}$-split linear representations of $\bar{\Gamma}$ with representatives with gauge matrices given by

$$
\bar{A}(\bar{g}, x)=\bar{\sigma}\left(\bar{s}^{-1}(\bar{g} x) \mid \overline{g s}(x)\right),
$$

when $\bar{\sigma}$ is a representative running through the superequivalence classes of $\mathscr{A}$-split representations of $\bar{\Gamma}$, and $\bar{s}$ is a normalized Borel section of $\bar{G} / \bar{\Gamma}$ on $\bar{G}$.

As we also know the method for building up the representatives of all the superequivalence classes of the representations of $\bar{\Gamma}$, it is straightforward to prove that their gauge matrices have the form

$$
\bar{A}(\bar{g}, x)=\bar{\lambda}(\bar{\gamma}(\overline{g s}(x))) \bar{\sigma}\left(\bar{s}^{-1}(\bar{g} x) \bar{g} \bar{g}(x)\right)
$$

where $\bar{\lambda}$ runs through the set of equivalence classes of one-
dimensional representations of $\bar{\Gamma}$ modulo those that can be extended to $\bar{G}$ and $\bar{\sigma}$ the pseudoequivalence classes of $\mathscr{A}$ split representations of $\bar{\Gamma}$.

In relation to the gauge pseudoequivalence classes of locally operating (multiplier) realizations of $G$, if we fix a normalized Borel section $\rho: G \rightarrow \bar{G}$, we obtain a representative $U$ of each gauge pseudoequivalence class by $U=R \circ \rho$, when $R$ runs the set of gauge pseudoequivalence classes of $\mathscr{A}$-split locally operating linear representations of $\overline{\boldsymbol{G}}$.

The gauge matrices of the (multiplier) realizations of $G$ will be

$$
\begin{align*}
A(g, x) & =\bar{A}(\rho(g), x) \\
& =\bar{\lambda}(\bar{\gamma}(\rho(g) \bar{s}(x))) \bar{\sigma}\left(\bar{s}^{-1}(g x) \rho(g) \bar{s}(x)\right) \tag{1}
\end{align*}
$$

and the associated factor system is

$$
\omega\left(g_{1}, g_{2}\right) 1=\bar{\lambda}\left(\left(W_{\rho}\left(g_{1}, g_{2}\right), 1\right)\right) \bar{\sigma}\left(\left(W_{\rho}\left(g_{1}, g_{2}\right), 1\right)\right)
$$

It is worthwhile to note that for any $\bar{W} \in H^{2}(G, \mathscr{A})$ and any arbitrary Borel section $s: X=G / \Gamma \rightarrow G$ we can find ${ }^{6}$ a lift $W \in Z^{2}(G, \mathscr{A})$ such that $\left.W\right|_{S X \mid \times \Gamma}=1$. Actually, if $W^{\prime}$ is a lift of $\bar{W}$ and $\mu: G \rightarrow T$ is defined by $\mu(g)=W^{\prime}\left(s\left(g x_{0}\right), \gamma(g)\right)$ with $g=s\left(g x_{0}\right) \gamma(g)$, one easily checks that $W=W^{\prime} \delta \mu$ satisfies $\left.W\right|_{S X \mid \times \Gamma}=1$ and $\left.W\right|_{\Gamma \times \Gamma}=\left.W^{\prime}\right|_{\Gamma \times \Gamma}$.

Let us choose $\bar{s}(x)=(1, s(x))$, with $s$ a normalized Borel section of $G / \Gamma$ on $G$; if we make use of the earlier properties, then the gauge matrices appearing in formula (1) take the form

$$
\begin{align*}
A(g, x)= & \bar{\lambda}((W(g, s(x)), 1)) \bar{\sigma}((W(g, s(x)), 1)) \\
& \times \bar{\lambda}((1, \gamma(g s(x)))) \bar{\sigma}((1, \gamma(g s(x)))), \tag{2}
\end{align*}
$$

where

$$
\omega(g, s(x))=\bar{\lambda}((W(g, s(x)), 1)) \bar{\sigma}((W(g, s(x)), 1))
$$

is the factor system of $G$ associated to the corresponding local (multiplier) realization.

The gauge matrices given by (2) are $x_{0}$ centered according to Hoogland's definition ${ }^{2}$ [i.e., $\left.A\left(g, x_{0}\right)=A\left(\gamma(g), x_{0}\right)\right]$.

The following theorem summarizes all our results.
Theorem 4: Let $\bar{G}$ be a splitting group for $G(\rho: \bar{G} \rightarrow G), W$ the factor system associated to the normalized Borel section $\rho: G \rightarrow \bar{G}, s$ a normalized Borel section $s: G / \Gamma \rightarrow G$, and $\bar{\sigma}$ a representative of a class of superequivalence of finite-dimensional $\mathscr{A}$-split linear representations of $\bar{\Gamma}$. Then we obtain a complete set of the gauge pseudoequivalence classes of locally operating (multiplier) realizations of $G$, with representatives whose associated gauge matrices are $x_{0}$ centered, by means of

$$
\begin{aligned}
A(g, x) & =\bar{\sigma}\left((1, s(g x))^{-1} \rho(g)(1, s(x))\right) \\
& =\bar{\sigma}((W(g, s(x)), 1)) \bar{\sigma}((1, \gamma(g s(x)))),
\end{aligned}
$$

when $\bar{\sigma}$ runs through all the superequivalence classes of fin-ite-dimensional $\mathscr{A}$-split linear representations of $\bar{\Gamma}$. The factor system of the induced (locally operating) multiplier realizations of $G$ is $\bar{\sigma} \circ W$.

An alternative form for Theorem 4 according to Definition 5 is the following.

Theorem 4a: Under the hypotheses of Theorem 4, a complete set of gauge pseudoequivalence classes of locally operating (multiplier) realizations of $G$ is obtained with re-
presentatives whose associated gauge matrices have the following expression:

$$
\begin{align*}
A(g, x)= & \bar{\lambda}((W(g, s(x)), 1)) \bar{\sigma}((W(g, s(x)), 1)) \\
& \times \bar{\lambda}((1, \gamma(g s(x))) \bar{\sigma}((1, \gamma(g s(x)))), \tag{3}
\end{align*}
$$

when $\bar{\lambda}$ and $\bar{\sigma}$ are representatives of every equivalence class of one-dimensional representations of $\bar{\Gamma}$ on $T$ modulo those that can be extended to $\bar{G}$ and of pseudoequivalence classes of finite-dimensional $\mathscr{A}$-split linear representations of $\bar{\Gamma}$, respectively.

We also note that the locally operating representations and realizations are not irreducible, in general, even if the linear representations of the corresponding isotopy group inducing them were irreducible. We also remark that in certain cases (Mackey's theory ${ }^{15}$ or Kirillov's theory ${ }^{16}$ ) we can obtain by induction irreducible canonical (not local) representations or realizations of Lie groups and this can be useful in the problem of finding irreducible subspaces under the local realizations. One way to solve this problem ${ }^{17}$ is to compare the local realizations with the irreducible canonical realizations and in this way one can obtain the conditions that the functions of the locally operating realization must satisfy in order to belong to an irreducible subspace.

Finally, we want to remark that when the groups $G$ and $\Gamma$ are connected and simply connected Lie groups, the earlier results are simplified and our results coincide with those of Hoogland. ${ }^{2}$ In this case the factor systems of $\Gamma$ are to be equivalent to the trivial factor system and only the factor systems of $G$ whose restrictions to $\Gamma$ are equivalent to the trivial one could be associated to a (multiplier) locally operating realizations of $\boldsymbol{G}$ (see Ref. 7) We have that $H^{2}(G, T)=\mathbf{R}^{m}$, with $m \in \mathbf{N}$ and $H_{\text {loc }}^{2}(G, T)=\mathbf{R}^{n}, n \in \mathbf{N}$, and $n \leqslant m$. A local splitting group $\bar{G}$ is a central extension of $G$ by $\mathbb{R}^{n}$ [the dual of $H_{\mathrm{loc}}^{2}(G, T)=\mathbb{R}^{n}$ is $\mathbb{R}^{n}$ (see Ref. 6)] and $\bar{\Gamma}=\mathbf{R}^{n} \otimes \Gamma$. It follows from the structure of the direct product of $\bar{\Gamma}$ that its linear representations are tensorial products of one of $\mathbb{R}^{n}$ and another of $\Gamma$. Consequently, the classes of one-dimensional representations of $\bar{\Gamma}$ on $T$ modulo extendible to $\bar{G}$ become the classes of one-dimensional representations of $\Gamma$ on $T$ modulo those extensible to $G$. Thus, the classes of pseudoequivalence of finite-dimensional linear representations of $\bar{\Gamma}$ agree with the equivalence classes of linear representations of $\Gamma$. Therefore, if we take the formula (3), we have

$$
A(g, x)=\xi(W(g, s(x))) \Lambda(\gamma(g, s(x))) \sigma(\gamma(g, s(x)))
$$

where $\xi$ is a representative of every class of one-dimensional representations of $\mathbf{R}^{n}, \boldsymbol{\Lambda}$ is that of every class of one-dimensional representations of $\Gamma$ modulo those extendable to $G$ and $\sigma$ that of every equivalence class of finite-dimensional linear representations of $\Gamma$.

We note that $\xi(W(g, s(x)))$ is a factor system of $G$ whose restriction to $\Gamma \times \Gamma$ is trivial, and if we choose $W \in Z^{2}\left(G, \mathbb{R}^{n}\right)$ such that $\left.W\right|_{s(X) \times \Gamma}=1$ then the factor system is $(G \times \Gamma)$ trivial, ${ }^{2}$ i.e., $\left.\xi\right|_{G \times \Gamma}=1$.

## VI. EXAMPLES

## A. The Euclidean group $E(2)$

The locally operating multiplier realizations of this group have been studied by Hoogland ${ }^{18}$ in order to prove the
relevance of the locally operating realizations and the gauge equivalence, but the method used by him is different from ours. The natural action of $E$ (2) on $\mathbf{R}^{2}$ given by

$$
(\mathrm{a}, \phi):\binom{x_{1}}{x_{2}} \rightarrow\binom{x_{1}^{\prime}}{x_{2}^{\prime}}=\binom{x_{1} \cos \phi-x_{2} \sin \phi+a_{1}}{x_{1} \sin \phi+x_{2} \cos \phi+a_{2}}
$$

is transitive, with $\mathbf{a}=\binom{a_{1}}{a_{2}} \in \mathbf{R}^{2}$ and $\phi \in[0,2 \pi]$. The composition law of this group is $\left(\mathbf{a}^{\prime}, \phi^{\prime}\right)(\mathbf{a}, \phi)=\left(\mathbf{a}^{\prime}+\mathbf{a}^{\phi^{\prime}}, \phi^{\prime}+\phi\right)$, where

$$
\mathbf{a}^{\phi}=\binom{a_{1} \cos \phi-a_{2} \sin \phi}{a_{1} \sin \phi+a_{2} \cos \phi} .
$$

The isotopy group is $\mathrm{SO}(2)$ and its second cohomology group is trivial. On the other side, $H^{2}(E(2), T) \simeq \mathbf{R}$. The classes of extensions of $E(2)$ are denoted by $[\beta]$, with $\beta \in \mathbb{R}$, and their Lie algebras are given by the following nonvanishing commutation relations ${ }^{4}$ :

$$
\left[J, P_{1}\right]=P_{2}, \quad\left[J, P_{2}\right]=-P_{1}, \quad\left[P_{1}, P_{2}\right]=-\beta I,
$$

a cocycle lifting $[\beta]$ being

$$
\omega_{\mathcal{B}}\left(\left(\mathbf{a}^{\prime}, \phi^{\prime}\right),\left(\mathbf{a}, \phi^{\prime}\right)\right)=\exp \left\{-i \underline{2} \beta\left(\mathbf{a}^{\prime} \wedge \mathbf{a}^{\phi^{\prime}}\right)_{3}\right\} .
$$

The second cohomology group of $S Q_{(2)}$ being trivial, then $H_{\mathrm{loc}}^{2}(E(2), T)=H^{2}(E(2), T)$ (seeRef.6). Ifwe considerthehomomorphic section $s: H^{2}(E(2), T) \rightarrow Z^{2}(E(2), T)$ given by $\left.s([\beta]) \quad\left(\mathbf{a}^{\prime}, \phi^{\prime}\right),(\mathbf{a}, \phi)\right)=\exp \left\{-i \mathbf{z} \beta\left(\mathbf{a}^{\prime} \wedge \mathbf{a} \phi^{\prime}\right)_{3}\right\}$, the identity isomorphism on $H^{2}(E(2), T)$ and the usual topology on $R$, the maps $W_{\text {id,s }}\left(\left(\mathbf{a}^{\prime}, \phi^{\prime}\right),(\mathbf{a}, \phi)\right): H^{2}(E(2), T) \rightarrow T$, defined as

$$
W_{\mathrm{id}, s}\left(\left(\mathbf{a}^{\prime}, \phi^{\prime}\right),(\mathbf{a}, \phi)\right)[\beta]=\exp \left\{-i \underline{\beta} \beta\left(\mathbf{a}^{\prime} \wedge \mathbf{a}^{\phi^{\prime}}\right)_{3}\right\},
$$

are continuous and $W_{\mathrm{id}, \mathrm{s}} \in Z^{2}\left(E(2), \overline{H^{2}(E(2), T)}\right)$ defines a central extension of $E(2)$ by $H^{2}(E(2), T)$, which is a (local) representation group for $E(2)$. The elements of $\overline{H^{2}(E(2), T)}$, denoted by $\alpha$, are defined by $\alpha([\beta])=e^{i \alpha \beta}$. This group $\vec{H}^{2}(E(2, T))$ is a Lie group and the local representation group is a Lie group, denoted $\bar{E}$ (2), with the following composition law:

$$
\begin{aligned}
& \left(\alpha^{\prime}, \mathbf{a}^{\prime}, \phi^{\prime}\right)(\boldsymbol{a}, \mathbf{a}, \phi) \\
& \quad=\left(\alpha^{\prime}+\alpha-\frac{1}{2}\left(\mathbf{a}^{\prime} \wedge \mathbf{a}^{\phi^{\prime}}\right)_{3}, \mathbf{a}^{\prime}+\mathbf{a}^{\left.\phi^{\prime}, \phi^{\prime}+\phi\right) .}\right.
\end{aligned}
$$

(For more details, see Ref. 6.)
The canonical epimorphism $p: \bar{E}(2) \rightarrow E(2)$ is defined by $p(\alpha, \mathbf{a}, \phi)=(0, \mathbf{a}, \phi)$ and $p^{-1}(\mathbf{S O}(2))=\overline{\mathbf{S O}}(2)$; this group is isomorphic to the direct product group $\mathbb{R} \otimes \mathrm{SO}(2)$. If we consider the action of $\bar{E}(2)$ on $\mathbb{R}^{2}$ via the epimorphism $p$, the isotopy subgroup of $\mathbb{R}^{2}$ is $\overline{\mathrm{SO}}(2)$.

## 1. The locally operating realization of $E(2)$

The one-dimensional unitary representations of $\overline{\mathbf{S O}}(2)$, to be denoted $\sigma_{\beta, n}$ with $\beta \in \mathbb{R}$ and $n \in \mathbb{Z}$, are given by

$$
\sigma_{\beta, n}(\alpha, 0, \phi)=e^{i \beta \alpha} e^{i n \phi} .
$$

The one-dimensional representations of $\bar{E}$ (2) are those of $\bar{E}(2) / \bar{E}^{\prime}(2) \simeq \operatorname{SO}(2)$, where $\bar{E}^{\prime}(2)$ is the derived subgroup of $\bar{E}$ (2). They are characterized by an integer number $n$ and will be denoted by $\boldsymbol{\Lambda}_{n}$ :

$$
\boldsymbol{\Lambda}_{n}(\alpha, \mathbf{a}, \phi)=e^{i n \phi}, \quad n \in \mathbf{Z} .
$$

Therefore, the one-dimensional representations of $\overline{\mathrm{SO}}(2)$
that can be extended to $\bar{E}(2)$ are $\sigma_{0, n}$, i.e., $\sigma_{\beta, n}$ with $\beta=0$. Then, the classes of one-dimensional representations of $\overline{\text { SO }}$ (2) modulo those admitting an extension to $\bar{E}$ (2), are only characterized by $\beta \in \mathbb{R}$. We can take as a representative of each class the representation $\sigma_{\beta, 0}$.

As the irreducible representations of $\overline{\operatorname{SO}}(2)$ are all the $\sigma_{\beta, n}$ we see that all of them are pseudoequivalent and determine just one class of pseudoequivalence; we can consider as a representative the representation $\sigma_{0,0}=1(\beta=n=0)$.

If we take the section $\bar{s}_{0}: \bar{E}(2) / \overline{\operatorname{SO}(2)} \rightarrow \bar{E}(2)$ associated to the section $s_{0}: E(2) / \mathrm{SO}(2) \rightarrow E(2)$, we get

$$
\bar{s}_{0}(\mathbf{x})=\left(0, s_{0}(\mathbf{x})\right)=(0, \mathbf{x}, 0),
$$

and when we compute the term $\bar{s}_{0}^{-1}(\bar{g} \mathbf{x}) \overline{\mathrm{g}} \bar{o}_{0}(\mathbf{x})$, with $\bar{g}=(\alpha, \mathbf{a}, \phi)$, we obtain that it is equal to $\left(\alpha-\frac{1}{2}\left(\mathbf{a} \wedge \mathbf{x}^{\phi}\right)_{3}, \mathbf{0}, \phi\right)$. The gauge pseudoequivalence classes of locally operating linear representations of $\bar{E}(2)$ induced by $\sigma_{0,0}$ are characterized by a real number $\beta$, and a representative is given by

$$
\left(R_{\beta}(\bar{g}) f(\bar{g} \mathbf{x})=\exp \left\{i \beta\left[\alpha-\frac{1}{2}\left(\mathfrak{a} \wedge \mathbf{x}^{\phi}\right)_{3}\right]\right\} f(\mathbf{x}),\right.
$$

with $\bar{g}=(\alpha, \mathbf{a}, \phi)$.
The corresponding expression for a representative of each gauge pseudoequivalence class of (multiplier) realizations of $E(2)$ is

$$
\left[U_{\beta}(g) f\right](g \mathbf{x})=\exp \left\{-i \frac{1}{\beta}\left(\mathbf{a} \wedge \mathbf{x}^{\phi}\right)_{3}\right] f(\mathbf{x}),
$$

where $g=p(\bar{g})=(\mathbf{a}, \boldsymbol{\phi})$.
The infinitesimal generators of $R_{\beta}$ and $U_{\beta}$ will be given by $\hat{P}_{1}=-i \partial_{x}+\frac{y \beta y ;}{} \quad \hat{P}_{2}=-i \partial_{y}-\frac{1}{\beta} B x$; $\hat{J}=-i\left(x \partial_{y}-y \partial_{x}\right) ; \hat{I}=-\beta$.

## 2. The irreducible realizations of $E(2)$

As a first step we are going to obtain the irreducible linear representations of $\bar{E}(2)$. This group is a semidirect product $\bar{E}(2)=\mathscr{T}_{2} \odot \operatorname{SO}(2)$, with $\overline{\mathscr{T}}_{2}=\left(\mathbb{R} \odot \mathscr{T}^{1}\right) \odot \mathscr{T}^{2}$, where $\mathscr{T}^{1}$ and $\mathscr{T}^{2}$ denote the translation one-parameter subgroups of translations along spatial directions. The representations of $\mathscr{T}_{2}$ are obtained by making use of Mackey's theory ${ }^{15}$ of the induced representations for semidirect product groups. Nevertheless, as the $\overline{\mathscr{T}}_{2}$ is a nilpotent group we will follow Kirillov's theory ${ }^{16}$ for these groups. We recall that the group $\mathscr{\mathscr { T }}_{2}$ is isomorphic to the oscillator group, which has been studied by Streater. ${ }^{19}$

First of all, we analyze the orbits under $\overline{\mathscr{T}}_{2}$ in the coadjoint representation. These are of two types:

A: The orbit is a point ( $0, p_{1}^{\prime}, p_{2}^{\prime}$ );
B: The orbit of the point $(\beta, 0,0)$ with $\beta \neq 0$ is the full set $\left\{\left(\boldsymbol{\beta}, p_{1}^{\prime}, p_{2}^{\prime}\right)\right\}$.
The isotopy group of the orbits of type $A$ is $\overrightarrow{\mathscr{T}}_{2}$ and that of type $B$ is the subgroup generated by $I$. We will study the orbits of type $B$ because we are interested in the realizations with nontrivial factor systems. If we choose the point $(\beta, 0,0)$, the maximal subalgebra of $\overline{\mathscr{T}}_{2}$ whose derived subalgebra is annihilated by $\beta$ will be two-dimensional and it can be generated either by $\left\{P_{1}, I\right\}$ or $\left\{P_{2}, I\right\}$. We choose the subgroup $K$ generated by $\left\{P_{2}, I\right\}$, but the choice of $\left\{P_{1}, I\right\}$ would give equivalent representations. The character of the subgroup $K$ is

$$
\chi_{\beta}\left(e^{i \alpha} e^{P_{2} y}\right)=e^{i \alpha \beta}, \text { with } \beta \in \mathbf{R}^{*}=\mathbf{R}-\{0\} .
$$

The more interesting representations of $\overrightarrow{\mathscr{T}}_{2}$ are those induced by $\chi_{\beta}$ with support space the functions $f(x)$ in $\mathscr{L}^{2}(\mathbf{R})$. The left cosets are $\left\{\left(\alpha^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}\right)\right.$ $\left.\times\left(\alpha, 0, a_{2}\right)=\left(\alpha^{\prime}+\alpha, a_{1}^{\prime}, a_{2}^{\prime}+a_{2}\right), \quad \forall \alpha, a_{2}\right\}$ and we choose as a representative the element $(0, x, 0) \equiv x$ and the section $\bar{s}: \overline{\mathscr{T}}_{2 / K} \rightarrow \overline{\mathscr{T}}_{2}$ defined by $\bar{s}(x)=(0, x, 0)$; then, every element $\bar{g}=\left(\alpha, a_{1}, a_{2}\right)$ of $\overline{\mathscr{T}}_{2}$ is decomposed, in a unique way, as $\bar{g}=\left(\alpha, a_{1}, a_{2}\right)=\left(0, a_{1}, 0\right)\left(\alpha, 0, a_{2}\right)=\bar{s}\left(a_{1}\right) \bar{\gamma}(\bar{g}) . \quad$ A straightforward calculation leads to

$$
\bar{s}^{-1}(\bar{g} x) \overline{g s}(x)=\left(\alpha+a_{2} x, 0, a_{2}\right) .
$$

Then, the irreducible representations of $\overline{\mathscr{T}}_{2}$ characterized by $\beta \in \mathbb{R}^{*}$ are given by

$$
\begin{aligned}
& \left(D_{\beta}\left(\alpha, a_{1}, a_{2}\right) f\right)\left(\left(\alpha, a_{1}, a_{2}\right) x\right) \\
& \quad=\chi_{\beta}\left(\alpha+a_{2} x, 0, a_{2}\right) f(x)=e^{i \beta\left(\alpha+a_{2} x\right)} f(x)
\end{aligned}
$$

The Hermitian generators of the representation are then $\hat{\hat{P}}_{1}=-i d / d x, \hat{\hat{P}}_{2}=-\beta x, \hat{\hat{I}}=-\beta$.

The action of the subgroup $\operatorname{SO}(2)$ on the space of the representation classes of $\overline{\mathscr{F}}_{2}$ is given by

$$
\phi: D_{\beta}\left(\alpha, a_{1}, a_{2}\right) \mapsto D_{\beta}^{\phi}\left(\alpha, a_{1}, a_{2}\right)=D_{\beta}\left(\phi^{-1}\left(\alpha, a_{1}, a_{2}\right) \phi\right)
$$

where $D_{\beta}$ is a representative of each class, and

$$
\begin{aligned}
\phi^{-1}\left(\alpha, a_{1}, a_{2}\right) \phi= & (0,0,0,-\phi)\left(\alpha, a_{1}, a_{2}, 0\right)(0,0,0, \phi) \\
= & \left(\alpha^{\prime}-\left(\frac{1}{2} a_{1}^{2}-\frac{1}{2} a_{2}^{2}\right) \cos \phi \sin \phi\right. \\
& -a_{1} a_{2} \sin ^{2} \phi, a_{1} \cos \phi+a_{2} \sin \phi \\
& \left.-a_{1} \sin \phi+a_{2} \cos \phi\right)
\end{aligned}
$$

There is an operator $W(\phi)$ that realizes the equivalence between $D_{\beta} \quad$ and $\quad D_{\beta}^{\phi}, \quad$ i.e., $\quad D_{\beta}^{-\phi}\left(\alpha, a_{1}, a_{2}\right)=W(\phi)$ $\times D_{\beta}\left(\alpha, a_{1}, a_{2}\right) W^{-1}(\phi)$, and both $D_{\beta}$ and $D_{\beta}^{\phi}$ are in the same orbit. The little group of each orbit is $\mathrm{SO}(2)$, the isotopy group $G_{\beta}$ of the class of the representation $D_{\beta}$ of $\overline{\mathscr{T}}_{2}$ is $\bar{E}(2)$, and the induction from $G_{\beta}$ to $\bar{E}(2)$ is unnecessary. The irreducible linear representations of $\bar{E}(2)$ are

$$
\mathscr{R}_{\beta, n}\left(\alpha, a_{1}, a_{2}, \phi\right)=e^{i n \phi} D_{\beta}\left(\alpha, a_{1}, a_{2}\right) W(\phi) .
$$

The operator $W(\phi)$, unique up to a factor, is

$$
W(\phi)=e^{(i / 2 \beta)\left|\hat{\boldsymbol{P}}_{1}^{2}+\hat{P}_{2}^{2}+C\right| \phi},
$$

with $C$ an arbitrary constant. Nevertheless as the representation $D_{\beta}$ isirreducible, $W\left(\phi^{\prime}\right) W(\phi)$ and $W\left(\phi^{\prime}+\phi\right)$ mustdiffer in a complex number, and $W(\phi)$ defines a multiplier realization of $\operatorname{SO}(2)$. All these realizations are equivalent to linear ones and we can make a choice $W^{\prime}(\phi)$ of $W(\phi)$, such that $W^{\prime}$ is a linear representation of $\mathrm{SO}(2)$; this condition limits the possible values of the parameter $C$. The expression $\hat{P}_{1}^{2}+\hat{P}_{2}^{2}$ $=-d^{2} / d x^{2}+\beta^{2} x^{2}$ is proportional to the Hamiltonian of a harmonic oscillator with angular frequency $\omega_{0}=\beta \hbar / m$, $\hat{P}_{1}^{2}+\hat{P}_{2}^{2}=\left(2 m / \hbar^{2}\right) H_{0}$ and therefore $\exp \{(i / 2 \beta)$ $\left.\times\left(\hat{P}_{1}^{2}+\hat{P}_{2}^{2}\right) 2 \pi\right\}=-1$ and consequently $C / \beta=2 m+1$, with $m \in \mathbf{Z}$. The irreducible linear representations of $\bar{E}(2)$ we obtain are

$$
\begin{aligned}
& \mathscr{R}_{\beta, n, m}\left(\alpha, a_{1}, a_{2}, \phi\right) \\
& \quad=e^{i n \phi} D_{\beta}\left(\alpha, a_{1}, a_{2}\right) e^{(i / 2 \beta)\left(\hat{P}_{1}^{2}+\hat{P}_{2}^{2}\right) \phi} e^{(i / 2) \mid 2 m+1) \phi}
\end{aligned}
$$

As this depends only on $n+m$ we can write $\mathscr{R}_{\beta, n}$ (with a slight change in notation) for the representation $\mathscr{R}_{\beta, n, m}$ as

$$
\mathscr{R}_{\beta, n}\left(\alpha, a_{1}, a_{2}, \phi\right)=D_{\beta}\left(\alpha, a_{1}, a_{2}\right) e^{(i / 2 \beta)\left(\hat{P}_{1}^{2}+\hat{P}_{2}^{2} \mid \phi\right.} e^{(i / 2)(2 n+1) \phi}
$$

The operator $\hat{J}$ that generates rotations is

$$
\hat{J}=-(1 / 2 \beta)\left(\hat{P}_{1}^{2}+\hat{P}_{2}^{2}\right)-\frac{1}{2}(2 n+1)
$$

It is to be remarked that $\mathscr{C}=P_{1}^{2}+P_{2}^{2}-2 I J$ is a Casimir operator, whose values in an irreducible representation $\mathscr{R}_{\beta, n}$ are $\mathscr{C}=(2 n+1) \beta$. All the irreducible representations of $\bar{E}(2)$ are obtained by this method ${ }^{20}$ and will be characterized by the value of the Casimir operators $I$ and $\mathscr{C}$.

The linear representations $\mathscr{R}_{\beta, n}$ and $\mathscr{R}_{\beta, n^{\prime}}$ are equivalent, and the pseudoequivalence classes are then parametrized by $\beta \in \mathbb{R}^{*}$. The multiplier canonical realization $\mathscr{U}_{\beta, n}$ of $\bar{E}(2)$ associated to $\mathscr{R}_{\beta, n}$ is given by

$$
\begin{aligned}
\mathscr{U}_{\beta, n}\left(a_{1}, a_{2}, \phi\right)= & \mathscr{R}_{\beta, n}\left(0, a_{1}, a_{2} \phi\right) \\
= & D_{\beta}\left(0, a_{1}, a_{2}\right) e^{(i / 2 \beta)\left(\hat{P}_{1}^{2}+\hat{P}_{2}^{2}\right) \phi} \\
& \times e^{(i / 2)(2 n+1) \phi}
\end{aligned}
$$

and it is pseudoequivalent to $\mathscr{U}_{\beta, n^{\prime}}$ for any $n^{\prime} \in \mathbf{Z}$.

## 3. Relation between the locally operating and canonical realizations

We note that the parametrization of $E(2)$ in the case of locally operating realizations is different from that of canonical realizations. But this is not a problem because this discrepancy is due to a different choice for the section $\rho: E(2) \rightarrow \bar{E}(2)$ and a change of this section implies the pseudoequivalence of the corresponding realizations.

The locally operating realizations of $E$ (2) obtained are not irreducible and we must select irreducible support subspaces in the realizations $U_{B}$. We will see what irreducible canonical realizations $\mathscr{U}_{\beta^{\prime}, n}$ are contained in a locally operating realization $U_{\beta}$. As the irreducible canonical representations are labeled by the values of the Casimir operators $\mathscr{C}$ and $I$, in the locally operating realization $U_{\beta}$ only can appear the canonical realizations $\mathscr{U}_{\beta, n}$ and every $\mathscr{U}_{\beta, n}$ will appear in the subspace of $L^{2}(\mathbf{R})$ defined by the solutions of the differential equation

$$
(\hat{\mathscr{C}} f)(x, y)=\beta(2 n+1) f(x, y),
$$

where $\hat{\mathscr{C}}$ is obtained when $P_{1}, P_{2}, I$, and $J$ are substituted in the expression of $\mathscr{C}$ by $\hat{P}_{1}, \hat{P}_{2}, \hat{I}$, and $\hat{J}$, respectively. After a straightforward calculation we find the equation
$\left\{\left(-i \partial_{x}-\frac{1}{2} \beta y\right)^{2}+\left(-i \partial_{y}+\frac{1}{3} \beta x\right)^{2}\right\} f(x, y)=\beta(2 n+1) f(x, y)$.

Thefunctions $F(t)$ supporting irreduciblecanonical realizations $\mathscr{U}_{\beta, n}$ which can be written as a "linear combination" of functions $f(x, y)$ belonging to a subspace irreducible under the locally operating realization $U_{\beta}$, are defined by $F(t)=\iint d x d y K(x, y ; t) f(x, y)$.

Hoogland ${ }^{18}$ has given the integration kernel for the "linear combination" in the opposite direction. He also proved that the irreducible locally operating subrepresentations $U_{\beta, n}$ for different $n$ 's were gauge inequivalent because there is not any local operator realizing the equivalence of the subspaces of the functions $f(x, y)$ solutions of Eq. (4) for different values of $n$.

Remarks: The physical interest of the two-dimensional Euclidean group comes because this group is a subgroup of
the symmetry group of a charged particle in a uniform electromagnetic field both in the relativistic and the nonrelativistic case. If we do not consider the discrete symmetries (inversions), the symmetry group of the electromagnetic field $B$ is a direct product of the two-dimensional Euclidean group in a plane orthogonal to $\mathbf{B}$ and the $(1+1)$ Galilei (or Poincaré) group in a line parallel to $B$ (see Ref. 21).

If we only consider the two-dimensional Euclidean group and redefining $\beta=q|B|, \mathscr{C}=2 m E$, with $q$ the charge, and $m$ the mass of the particle, we obtain the relation

$$
E=\mathbf{P}^{2} / 2 m+(q / m)|\mathbf{B}| J,
$$

with $\mathbf{P}^{2}=P_{1}^{2}+P_{2}^{2}$. Since $\mathscr{C}=(2 n+1) \beta$, we find the quantization condition

$$
E=\left(n+\frac{1}{2}\right)(q / m)|\mathbf{B}| .
$$

The particle energy can only take some discrete values. This spectrum coincides with the Landau's levels (see, e.g., Ref. 22, p. 496). These Landau levels belong to different physical states; their corresponding representations are pseudoequivalent in the usual way, but not gauge pseudoequivalent. We remark that the change $n$ by $-n$ is related with a charge conjugation, $q$ going to $-q$. For more details see Hoogland's papers. ${ }^{18,21}$ Hoogland gets the same results as we do. However, in our method the discrete values of $\mathscr{C}$ (or $E$ ) appear in a natural way when studying the canonical realizations of $E(2)$ by means of the linear representations of the local splitting group $\bar{E}(2)$, while Hoogland obtains the discrete spectrum as a product of the search for the transformation connecting the irreducible canonical realizations with the irreducible locally operating ones.

## B. The Galliel group

As a further example we will study the Galilei group $G$. It is the group of transformations of the four-dimensional Newtonian space-time

$$
(b, \mathbf{a}, \mathbf{v}, R):\binom{\mathbf{x}}{t} \rightarrow\binom{R \mathbf{x}+t \mathbf{v}+\mathbf{a}}{t+b}
$$

with $g=(b, \mathbf{a}, \mathbf{v}, R)$ denoting a generic element of $G$. The composition law of this group is

$$
\begin{aligned}
g^{\prime} g & =\left(b^{\prime}, \mathbf{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right)(b, \mathbf{a}, \mathbf{v}, R) \\
& =\left(b^{\prime}+b, \mathbf{a}^{\prime}+R ' \mathbf{a}+\mathbf{v}^{\prime} b, \mathbf{v}^{\prime}+R^{\prime} \mathbf{v}, R^{\prime} R\right)
\end{aligned}
$$

The action of $G$ on the space-time manifold $\left(\mathbb{R}^{4}\right)$ is transitive; if we choose the point $x=(0,0)$ of $\mathbf{R}^{4}$ the isotopy group of this point is $\Gamma=\mathscr{V} \odot \mathrm{SO}(3)$, where $\mathscr{V}$ is the subgroup generated by the boosts and $\mathrm{SO}(3)$ is the group of rotations of the threedimensional space. The subgroup $\Gamma$ is called the homogeneous Galilei group. ${ }^{23}$ The homogeneous space $G / \Gamma$ is identified with the space-time manifold. We choose the normalized Borel section $s_{0}: G / \Gamma \rightarrow G$, defined by $s_{0}(t, \mathbf{x})=(t, \mathbf{x}, 0,1)$. Every element of $G$ is factorized in a unique way as $g=(b, \mathrm{a}, \mathrm{v}, R)=(b, \mathrm{a}, 0,1)(0,0, \mathrm{v}, R)=s_{0}\left(g x_{0}\right)$ $\times \gamma(g)$.

The second cohomology group of $G$ is $H^{2}(G, T)=\mathbb{R} \otimes \mathbb{Z}_{2}$. The cohomology classes are labeled by [ $M, l$ ], with $M \in \mathbb{R}$ and $l \in \mathbf{Z}_{2}$. A lifting of the class $[M, l]$ is given by ${ }^{24-26}$

```
\(\omega_{M, l}\left(\left(b^{\prime}, a^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right),(b, \mathbf{a}, \mathbf{v}, R)\right)\)
    \(=\omega_{l}^{(\mathrm{SO}(3)}\left(R^{\prime}, R\right) \exp \left\{i M\left(\frac{1}{2} b \nabla^{\prime 2}+\nabla^{\prime} \cdot R^{\prime} \mathrm{a}\right)\right\}\),
```

where $\omega_{l}^{(\mathrm{SO}(3)}$ is a factor system of $\mathrm{SO}(3)$ lifting the class $[l]$ of $H^{2}(\mathrm{SO}(3), T)$, defined by

$$
\begin{aligned}
& \omega_{1}^{(\mathrm{SO}(3))}\left(R^{\prime}, R\right)=1 \\
& \omega_{-1}^{\left({ }^{(\mathrm{SO}(3))}\left(R^{\prime}, R\right)=\sigma\left(R^{\prime}\right) \sigma(R) \sigma^{-1}\left(R^{\prime} R\right)\right.}
\end{aligned}
$$

with $\sigma$ any normalized Borel section, $\sigma: \mathrm{SO}(3) \rightarrow \mathrm{SU}(2)$.
The second cohomology group of $\Gamma$ is $H^{2}(\Gamma, T)=\mathbf{Z}_{2}$. Furthermore $H_{\mathrm{loc}}^{2}(G, T)=H^{2}(G, T)$ and thelocal representation group for $G$ will coincide with the representation group.

Next, we are going to build up the representation group for $G$ (seeRef. 6). The mappings: $H^{2}(G, T) \rightarrow Z^{2}(G, T)$, defined by

$$
\begin{aligned}
& s([M, l])\left(\left(b^{\prime}, \mathrm{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right),(b, \mathrm{a}, \mathbf{v}, R)\right) \\
& \quad=\omega_{l}{ }^{(\mathrm{sO}(3))}\left(R^{\prime}, R\right) \exp \left\{i M\left(\frac{1}{2} b \mathbf{v}^{\prime 2}+\mathrm{v}^{\prime} \cdot R^{\prime} \mathbf{a}\right)\right\}
\end{aligned}
$$

is a homomorphism. When considering the identity as the automorphism of $H^{2}(G, T)$ the mapping $\left.W_{\mathrm{id}, \mathrm{s}} \in Z^{2}\left(G, \overline{H^{2}(G, T}\right)\right)$, given by
$W_{\mathrm{id}, \mathrm{s}}\left(\left(b^{\prime}, \mathrm{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right),(b, \mathrm{a}, \mathrm{\nabla}, R)\right)[M, l]$

$$
=\omega_{l}{ }^{(\mathrm{SO}(3))}\left(R^{\prime}, R\right) \exp \left\{i M\left(\frac{1}{2} b \mathbf{v}^{\prime 2}+\mathrm{v}^{\prime} \cdot R^{\prime} \mathrm{a}\right)\right\},
$$

defines a central extension of $G$ by $H^{2}(G, T)$, such that its middle group $\bar{G}$ is a (local) representation group for $G$. The group $\bar{G}$ is also an 11-dimensional Lie group, whose composition law is

$$
\begin{aligned}
\bar{g}^{\prime} \bar{g}= & \left(\Theta^{\prime}, \alpha^{\prime}, b^{\prime}, a^{\prime}, \mathbf{v}^{\prime}, R^{\prime}\right)(\Theta, \alpha, b, a, v, R) \\
= & \left(\Theta^{\prime}+\Theta+\frac{1}{2} b \mathbf{v}^{\prime 2}+\mathbf{v}^{\prime} \cdot R^{\prime} \mathbf{a}, \alpha^{\prime} \alpha W^{\mathrm{SO}(3)}\left(R^{\prime}, R\right)\right. \\
& \left.b^{\prime}+b, a^{\prime}+R^{\prime} \mathbf{a}+\mathbf{v}^{\prime} b, \mathbf{v}^{\prime}+R^{\prime} \mathbf{v}, R^{\prime} R\right)
\end{aligned}
$$

where $W^{\mathrm{SO}(3)}\left(R^{\prime}, R\right)$ is the nontrivial lifting of $H^{2}(\mathrm{SO}(3)$, $\left.H^{2}(\mathrm{SO}(3), T)\right)$ given by

$$
W^{\mathrm{SO}(3)}\left(R^{\prime}, R\right)=\left\{\begin{array}{l}
1, \quad \text { if } \omega_{-1}{ }^{(\mathrm{SO}(3))}\left(R^{\prime}, R\right)=1 \\
-1, \quad \text { if } \omega_{-1}^{(\mathrm{SO}(3))}\left(R^{\prime}, R\right)=-1
\end{array}\right.
$$

The subgroup $\{(0, \alpha, 0,0,0, R)\}$ is topologically isomorphic to $\mathrm{SU}(2)$, the universal covering of $\mathrm{SO}(3)$; denoting by $R *$ the elements of $\mathrm{SU}(2)$ and $R * \mathrm{a}, R^{*} \mathrm{v}, \ldots$ the transformed of $\mathbf{a}, \mathbf{v}, \ldots$ by $R^{*}$ via the epimorphism $\mathrm{SU}(2) \rightarrow \mathrm{SO}(3)$, the new composition law for $\bar{G}$ is

$$
\begin{aligned}
\bar{g}^{\prime} \bar{g} \equiv & \left(\Theta^{\prime}, b^{\prime}, \mathbf{a}^{\prime}, \mathbf{v}^{\prime}, R^{\prime *}\right)\left(\Theta, b, \mathbf{a}, \mathbf{v}, R^{*}\right) \\
= & \left(\Theta^{\prime}+\Theta+\frac{1}{2} b \mathbf{v}^{\prime 2}+\mathbf{v}^{\prime} \cdot R^{\prime *} \mathrm{a}, b^{\prime}+b, \mathbf{a}^{\prime}+R^{\prime *} \mathbf{a}+\mathbf{v}^{\prime} t,\right. \\
& \left.\mathbf{v}^{\prime}+R^{\prime *} \mathbf{v}^{\prime}, R^{\prime *}\right) .
\end{aligned}
$$

The canonical epimorphism $p: \vec{G} \rightarrow G$ is defined by $p\left(\left(\Theta, b, \mathrm{a}, \mathrm{v}, R^{*}\right)\right)=(b, \mathrm{a}, v, R) \quad$ and $\quad$ therefore $p^{-1}(\Gamma)$ $=\bar{\Gamma}=\mathbf{R} \otimes(\mathscr{V} \odot \operatorname{SU}(2))$. The section of $\bar{G} / \bar{\Gamma}$ on $\bar{G}$ associated to $s_{0}: G / \Gamma \rightarrow G$ is $\bar{s}_{0}(x)=\left(0, s_{0}^{*}(x)\right)$, where $s_{0}^{*}$ is a reminder that we are making reference to $\mathrm{SU}(2)$ instead of $\mathrm{SO}(3)$. By means of straightforward calculation we obtain

$$
\bar{s}_{0}^{-1}(\bar{g} x) \overline{g s}(x)=\left(\Theta+\frac{1}{2} \mathbf{v}^{2} t+\mathbf{v} R^{*} \mathbf{x}, 0,0, \mathbf{v}, R^{*}\right)
$$

Now, we will discuss locally operating realizations of $G$. The one-dimensional representations of $\bar{\Gamma}$ are $\lambda_{\mu}\left(\Theta, 0,0, \mathrm{v}, R^{*}\right)=e^{i \Theta \mu}$, with $\mu \in \mathbb{R}$, and those of $\bar{G}$ are $\Lambda_{E}\left(\Theta, b, \mathrm{a}, \mathrm{v}, R^{*}\right)=e^{i b E}$, with $E \in \mathbf{R}$. Consequently the representations of $\bar{\Gamma}$ that can be extended to $\bar{G}$ are those labeled by
$\mu=0$, that is, $\lambda_{0}\left(\Theta, 0,0, v, R^{*}\right)=1$. The equivalence classes of one-dimensional representations of $\bar{\Gamma}$ modulo those that can be extended to $\bar{G}$ are labeled by $\mu \in \mathbb{R}$. A representative of every class will be $\lambda_{\mu}$, with $\mu$ running through the set of the real numbers.

On the other hand, the classes of pseudoequivalence of (finite-dimensional) linear representations of $\bar{\Gamma}$ are only characterized by the labels of the classes of equivalence of (finite-dimensional) linear representations of $\Gamma$ because the direct product structure $\bar{\Gamma}=R \otimes \Gamma$ of $\bar{\Gamma}$.

A particularly interesting representation from the physical viewpoint arises from a four-dimensional faithful representation of $\Gamma$, which we denote $\mathscr{D}_{1 / 2}$, given explicitly by

$$
\mathscr{D}_{1 / 2}\left(\mathbf{v}, R^{*}\right)=\left(\begin{array}{cc}
D_{1 / 2}\left(R^{*}\right) & 0 \\
\frac{1}{2} \sigma \cdot v D_{1 / 2}\left(R^{*}\right) & D_{1 / 2}\left(R^{*}\right)
\end{array}\right),
$$

where $D_{1 / 2}\left(R^{*}\right)$ is the usual spin one-half representation of $\mathbf{S U}(2)$. The representations of $\bar{\Gamma}$ obtained by direct product of any one-dimensional representation of $\mathbb{R}$ and $\mathscr{D}_{1 / 2}$ of $\Gamma$ are pseudoequivalent; and a representative in this class, to be denoted $\sigma_{0,1 / 2}$, is given by $\sigma_{0,1 / 2}=1 \otimes \mathscr{D}_{1 / 2}$.

For one-dimensional representations of $\bar{\Gamma}$, as we have seen before, there is one pseudoequivalence class, and we can take as representative $\lambda_{0}(\Theta, 0,0, v, R)=1$.

The gauge pseudoequivalence classes of representations of $\bar{G}$ induced by the (classes of) representations $\lambda_{0}$ and $\sigma_{0,1 / 2}$ will be denoted by $(\mu)$ and $\left(\mu, \frac{1}{2}\right)$, respectively, with $\mu \in \mathbb{R}$. Representatives of each of them are
$\left(R_{\mu}(\bar{g}) f\right)(\bar{g} x)=\exp \left[i \mu\left(\Theta+\frac{1}{2} \mathbf{v}^{2} t+\mathbf{v} \cdot R^{*} \mathbf{x}\right)\right] f(x)$,

$$
\begin{aligned}
& \left(R_{\mu, 1 / 2}(\bar{g}) f\right)(\bar{g} x) \\
& \quad=\exp \left[i \mu\left(\Theta+\frac{1}{2} \mathbf{v}^{2} t+\mathbf{v} \cdot R^{*} \mathbf{x}\right)\right] \mathscr{D}_{1 / 2}\left(\mathbf{v}, R^{*}\right) f(x)
\end{aligned}
$$

respectively, with $\bar{g}=\left(\Theta, b, a, v, R^{*}\right) \in \bar{G}$. Such (classes of) representations are $\mathscr{A}$-split. The gauge pseudoequivalence classes of the locally operating multiplier realizations of $G$ obtained from the gauge pseudoequivalence classes of the locally operating linear representations of $\bar{G}$ will be denoted [ $\mu$ ] and [ $\mu, \frac{1}{2}$ ], respectively. Representatives of them take the following explicit expressions:

$$
\begin{align*}
& \left(U_{\mu}(g) f\right)(g x)=\exp \left\{i \mu\left(\frac{1}{2} \mathbf{v}^{2} t+\mathrm{v} \cdot R \mathbf{x}\right)\right\} f(x),  \tag{5}\\
& \left(U_{\mu, 1 / 2}(g) f\right)(g x)=\exp \left\{i \mu\left(\frac{1}{2} \mathbf{v}^{2} t+\mathbf{v} \cdot R \mathbf{x}\right)\right\} \mathscr{D}_{1 / 2}(\mathbf{v}, R) f(x) . \tag{6}
\end{align*}
$$

The canonical realizations of the Galilei group have been studied earlier. ${ }^{23,26,27}$ The irreducible canonical realizations of $G$ with a physical interest are characterized by [ $m, U, s$ ], with $m, U \in \mathbb{R}$ and $s$ an integer or a half-odd number.

The explicit form of these realizations is

$$
\begin{align*}
\left(\mathscr{U}_{m, U, s}(g) F\right)(\mathbf{p})= & \exp \left\{i\left[\left(\mathbf{p}^{2} / 2 m+U\right) b-\mathbf{p} \cdot \mathbf{a}\right]\right\} \\
& \times D_{s}(R) F\left(R^{-1}(\mathbf{p}-m \mathbf{v})\right), \tag{7}
\end{align*}
$$

with $D_{s}(R)$ an irreducible realization of $\mathrm{SO}(3)$. The parameters $m \neq 0$ and $s$ can be interpreted as the mass and the spin, respectively, of the elementary particle described by this realization, and $U$ can be associated with the internal energy. ${ }^{23}$ The case $m=0$ has no meaningful physical interpretation. ${ }^{28,29}$

The locally operating realization can be related with the canonical ones by means of a Fourier transform. We will denote $\hat{f}(k)$, where $k=(E, \mathbf{p})$, the Fourier transform of $f(x)$,

$$
\hat{f}(k)=f(E, \mathbf{p})=\frac{1}{(2 \pi)^{2}} \int_{\mathbf{R}^{4}} d^{3} \mathbf{x} d t e^{i(E t-\mathbf{p} \cdot \mathbf{x})} f(t, \mathbf{x})
$$

These functions $\hat{f}(k)$ are transformed under the action of $G$ as

$$
\begin{equation*}
\left(\mathscr{U}(g \mid \hat{f})(k)=e^{i(E b-\mathrm{p} \cdot \boldsymbol{a})} \mathscr{D}\left(\mathbf{v}, R \hat{f}\left(k^{\prime}\right),\right.\right. \tag{8}
\end{equation*}
$$

where $\quad k^{\prime}=\left(E^{\prime}, \mathbf{p}^{\prime}\right)$, with $\quad E^{\prime}=E+\frac{1}{2} \mu \mathbf{v}^{2}-\mathbf{p} \cdot \mathbf{v} \quad$ and $\mathbf{p}^{\prime}=R^{-1}(\mathbf{p}-\mu \mathbf{v})$. It is easy to see that if $\mu \neq 0$ then $2 \mu E-\mathbf{p}^{2}=2 \mu E^{\prime}-\mathbf{p}^{\prime 2}=\rho$ is a constant. As $\mathscr{D}(\mathbf{v} ; R)$ $=\mathscr{D}(\mathbf{v} ; 1) \mathscr{D})(0 ; R)$, we can define the function $\bar{f}(k)$ by $\bar{f}(E, \mathrm{p})=\mathscr{D}(-\mathrm{p} / \mu, 1) \hat{f}(E, \mathrm{p})$ for every $\hat{f}(k)$ (see Ref. 26), and the action of $G$ over these new functions becomes

$$
\left(\mathscr{U}(g \mid \bar{f})(E, \mathbf{p})=e^{i(E b-\mathbf{p} \cdot \mathbf{a})} \mathscr{D}\left(0, R \bar{f}\left(E^{\prime}, \mathbf{p}^{\prime}\right)\right.\right.
$$

and $\left.\mathscr{D}_{1 / 2}\right|_{\mathrm{sO}(3)} \sim D_{1 / 2} \oplus D_{1 / 2}$.
A comparison between (7) and (8) allows identification of $\mu$ with $m$, the mass of the system, and $\rho=2 m E-\mathbf{p}^{2}$ with the internal energy. Since realizations with different $U$ 's are pseudoequivalent we can take $U=0$.

The relation $2 m E-\mathbf{p}^{2}=\rho$ gives us a necessary condition for irreducibility of the locally operating realization, namely the function $f(E, p)$ vanishes when $2 m E-\mathbf{p}^{2}$ is not a constant value $U$. When taking $U=0$ we obtain

$$
\left(2 m E-\mathbf{p}^{2} \hat{f}(E, \mathbf{p})=0\right.
$$

and for the locally operating realizations this condition becomes a Schrödinger equation

$$
\begin{equation*}
i \partial_{t} f(t, \mathbf{x})=-\left(\nabla^{2} / 2 m\right) f(t, \mathbf{x}) \tag{9}
\end{equation*}
$$

When we consider the realization given by (5) the standard Schrödinger equation appears and the realization is unitary with the usual inner product. Moreover, in the case corresponding to $\mathscr{D}_{1 / 2}(\mathbf{v}, R)$, expression (6), it leads to the Lévy-Leblond equation for particles with mass $m$ and spin one-half (see Refs. 26 and 30). These functions $f(t, x)$ verifying Eq. (9) support an irreducible locally operating realization, and the equation may be rewritten as

$$
\begin{aligned}
& i \partial_{t} u(t, \mathbf{x})+i(\boldsymbol{\sigma} \cdot \nabla) w(t, \mathbf{x})=0, \\
& i(\sigma \cdot \nabla) u(t, \mathbf{x})+2 m w(t, \mathbf{x})=0,
\end{aligned}
$$

with

$$
f(t, \mathbf{x})=\binom{u(t, \mathbf{x})}{w(t, \mathbf{x}}
$$

where $u$ and $w$ are spinors. This representation is unitary with respect to the inner product

$$
\left\langle f^{\prime} f\right\rangle=\int_{\mathbf{R}^{3}} d^{3} \mathbf{x} u^{\prime+}(t, \mathbf{x}) u(t, \mathbf{x})
$$

More details about the Lévy-Leblond equation and the corresponding locally operating realization can be found in Refs. 26 and 30.

Notice that in this case of the Galilei group the fact that the gauge pseudoequivalence coincides with the standard pseudoequivalence is related to the semidirect product structure of the Galilei group as $G=\mathbf{R}^{4} \odot(\mathscr{V} \odot \mathrm{SO}(3))$.

Another interesting point to be mentioned is that even if the linear representations of $\Gamma$ are not unitary, the induced realizations of $G$ are unitary.

## C. The Newton-Hooke group

Besides the Galilei and Poincaré groups, there are other interesting kinematical groups as the Newton-Hooke groups. We consider, by simplicity, the one-dimensional $(1+1)$ case associated to an oscillating universe.

The oscillating Newton-Hooke $(1+1)$ group is a threedimensional connected Lie group, whose Lie algebra is characterized by the nonvanishing commutators

$$
[P, H]=-\left(1 / \tau^{2}\right) K, \quad[K, H]=P
$$

The composition law is

$$
\begin{aligned}
h^{\prime} h= & \left(b^{\prime}, a^{\prime}, v^{\prime},\right)(b, a, v) \\
= & \left(b^{\prime}+b, a^{\prime} \cos (b / \tau)+v^{\prime} \tau \sin (b / \tau)+a,\right. \\
& \left.v^{\prime} \cos (b / \tau)-(a / \tau) \sin (b / \tau)+v\right) .
\end{aligned}
$$

Note that the set $\{(b, a, 0)\}$ of the space-time translation does not close a subgroup.

The action of this group on the space-time manifold $\left(\sim \mathbb{R}^{\mathbf{2}}\right)$ is transitive and is defined by

$$
(b, a, v):\binom{t}{x} \rightarrow\binom{t+b}{x+v \tau \sin (t / \tau)+a \cos (t / \tau)}
$$

The isotopy group of the point $x_{0}=(0,0)$ is $\mathscr{V}=\{(0,0, v)\}$, the subgroup of the boosts. The quotient space $H / \mathscr{V}$ is diffeomorphic to $X\left(\simeq \mathbf{R}^{2}\right)$. We choose the normalized Borel cross section $s_{0}: H / \mathscr{V} \rightarrow H$ defined by $s_{0}(t, x)=(t, x, 0)$, and every element $h \in H$ is decomposed in a unique way as a product

$$
h=(b, a, v)=(b, a, 0)(0,0, v)=s_{0}\left(h x_{0}\right) \gamma(h) .
$$

## 1. The local representation group for $H$

The second cohomology group of $H$ is $H^{2}(H, T)=\mathbb{R}$. The cohomology classes are labeled by $[m]$, with $m \in \mathbb{R}$ $([P, K]=-m I)$. A lifting of the class $[m]$ is given by ${ }^{31}$

$$
\begin{aligned}
\omega_{m}\left(h^{\prime}, h\right)= & \exp \left\{i m \left[\frac{1}{2}\left(v^{\prime 2}-\frac{1}{\tau^{2}} a^{\prime 2}\right) \tau \cos \frac{b}{\tau} \sin \frac{b}{\tau}\right.\right. \\
& \left.\left.+a\left(v^{\prime} \cos \frac{b}{\tau}-\frac{a^{\prime}}{\tau} \sin \frac{b}{\tau}\right)-v^{\prime} a^{\prime} \sin ^{2} \frac{b}{\tau}\right]\right\}
\end{aligned}
$$

Since the isotopy subgroup is $\mathscr{V} \simeq \mathbb{R}$, then $H^{2}(\mathscr{V}, T)=\{1\}$, and hence $H_{\mathrm{loc}}^{2}(H, T)=H^{2}(H, T)=\mathbb{R}$. Thus, the local representation group for $H$ coincides with the representation group. By a straightforward calculation we obtain that the local representation group $\bar{H}$ for $H$ is a central extension of $\boldsymbol{H}$ by $\boldsymbol{H}^{2}(\boldsymbol{H , T})$ with composition law

$$
\begin{aligned}
\bar{h}^{\prime} \bar{h}= & \left(\alpha^{\prime}, b^{\prime}, a^{\prime}, v^{\prime}\right)(\alpha, b, a, v) \\
= & \left(\alpha^{\prime}+\alpha+\frac{1}{2}\left(v^{\prime 2}-\frac{1}{2} a^{\prime 2}\right) \tau \cos \frac{t}{\tau} \sin \frac{t}{\tau}\right. \\
& +a\left(v^{\prime} \cos \frac{b}{\tau}-\frac{a^{\prime}}{\tau} \sin \frac{b}{\tau}\right)-v^{\prime} a^{\prime} \sin ^{2} \frac{b}{\tau}, \\
& b^{\prime}+b, a^{\prime} \cos \frac{b}{\tau}+v^{\prime} \tau \sin \frac{b}{\tau}+a \\
& \left.v^{\prime} \cos \frac{b}{\tau}-\frac{a^{\prime}}{\tau} \sin \frac{b}{\tau}+v\right) .
\end{aligned}
$$

The group $\bar{H}$ can be decomposed as a semidirect product $\bar{H}=(\mathscr{S} \odot \mathscr{V}) \odot \mathscr{E} \quad$ with $\quad \overline{\mathscr{S}}=\mathscr{S} \otimes \mathbf{R}, \quad$ or $\quad \bar{H}=(\mathscr{S}$
$\odot \overline{\mathscr{V}}) \odot \mathscr{C}$, with $\overline{\mathscr{V}}=\mathbb{R} \otimes \mathscr{V}$, where $\mathscr{S}$ is the one-parameter subgroup of the spatial translations and $\mathscr{E}$ is the one-parameter subgroup of the time translations.

The canonical projection is $p: \rightarrow \bar{H}, p(\alpha, b, a, v)=(b, a, v)$, and then $p^{-1}(\mathscr{V})=\{(\alpha, 0,0, v)\}=\overline{\mathscr{V}}$. Note that the action of $\bar{H}$ on $X$ is transitive and the isotopy group is, evidently, $\overline{\mathscr{V}}$, then $\bar{H} / \overline{\mathscr{V}}$ is diffeomorphic to $X$. A normalized Borel cross section $\bar{s}_{0}: \bar{H} / \overline{\mathscr{V}} \rightarrow \bar{H}$ is $\bar{s}_{0}(t, x)=(0, t, x, 0)$ and then $\bar{h}=(\alpha, b, a, v)=(0, b, a, 0)(\alpha, 0,0, v)=\bar{s}_{0}\left(\bar{h} \bar{x}_{0}\right) \bar{\gamma}(\bar{h}), \quad \forall \bar{h} \in \bar{H}$, where $\bar{x}_{0}=(0,0)$ and $\bar{\gamma}: \rightarrow \bar{H} \rightarrow \overline{\mathscr{V}}$ is a Borel map.

By a straightforward calculation we obtain
$\bar{s}_{0}^{-1}(\bar{h} \bar{x}) \bar{h} \bar{s}_{0}(\bar{x})=\left(\alpha+W\left(h, s_{0}(\bar{x})\right), 0,0, v \cos \frac{t}{\tau}-\frac{a}{\tau} \sin \frac{t}{\tau}\right)$,
where $s_{0}(\bar{x})=(t, x, 0)$ and

$$
\begin{align*}
W\left(h, s_{0}(\bar{x})\right)= & W((b, a, v),(t, x, 0)) \\
= & \frac{1}{2}\left(v^{2}-\frac{1}{\tau^{2}} a^{2}\right) \tau \cos \frac{t}{\tau} \sin \frac{t}{\tau} \\
& +x\left(v \cos \frac{t}{\tau}-\frac{a}{\tau} \sin \frac{t}{\tau}\right)-v a \sin ^{2} \frac{t}{\tau} \tag{11}
\end{align*}
$$

## 2. Locally operating realization of $H$

The irreducible linear representations of $\overline{\mathscr{V}}=\mathbb{R} \otimes \mathscr{V}(\mathscr{V} \simeq \mathbb{R})$ are one dimensional, and they can be expressed by

$$
\sigma_{\eta, \beta}:(\alpha, 0,0, v) \rightarrow e^{i(\eta \alpha-\beta v)}, \quad \text { with } \eta, \beta \in \mathbb{R}
$$

The linear representations of $\overline{\mathscr{V}}$ labeled by different pairs of real numbers $(\eta, \beta)$ are not equivalent but they are pseudoequivalent and there is a unique class of pseudoequivalence of irreducible linear representations of $\overline{\mathscr{V}}$. As a representative of this class we take $\sigma_{0,0}$, i.e., the trivial representation $\sigma_{0,0}(\alpha, 0,0, v)=1$. The one-dimensional representations of $\bar{H}$ are $\Lambda_{\mu}[(\alpha, a, b, v)]=e^{i \mu b}$, with $\mu \in \mathbb{R}$. Thus, the equivalence classes of the one-dimensional representations of $\overline{\mathscr{V}}$ modulo "to be extendable to $\bar{H}$ " are labeled by the pair of real numbers $[\eta, \beta]$. As a representative of a generic class $[\eta, \beta]$ we can take

$$
\lambda_{\eta, \beta}[(\alpha, 0,0, v)]=\exp \{i(\eta \alpha-\beta v)\}
$$

For that, in every class $[\beta, \eta]$ of gauge pseudoequivalence of locally operating linear representations of $\bar{H}$, we can take the representative

$$
\begin{aligned}
& \left(R_{\eta, \beta}(\bar{h}) f\right)(\bar{h} \bar{x}) \\
& \quad=\lambda_{\eta, \beta}\left(W\left(h, s_{0}(\bar{x})\right)+\alpha, 0,0, v \cos \frac{t}{\tau}-\frac{a}{\tau} \sin \frac{t}{\tau}\right) f(\bar{x}),
\end{aligned}
$$

with $\lambda_{\eta, \beta}$ a representative of every class of one-dimensional representations of $\overline{\mathscr{V}}$ modulo "to be extendable to $\bar{H}$."

Finally, the explicit form of a representative of the gauge pseudoequivalence class $[\eta, \beta]$ of locally operating (multiplier) realizations of $H$ is

$$
\begin{align*}
\left(U_{\eta, \beta}(h \backslash f)(h \bar{x})=\right. & \exp \left\{i \left[\eta W\left(h, s_{0}(\bar{x})\right)\right.\right. \\
& \left.\left.-\beta\left(v \cos \frac{t}{\tau}-\frac{a}{\tau} \sin \frac{t}{\tau}\right)\right]\right\} f(\bar{x}) \tag{12}
\end{align*}
$$

The Hermitian operators $\hat{P}, \hat{K}, \hat{H}, \hat{I}$ corresponding to the
realization associated to $R_{\eta, \beta}$ and $U_{\eta, \beta}$ are given by

$$
\begin{aligned}
& \hat{P}=-i \cos \frac{t}{\tau} \partial_{x}+\left(\frac{\eta}{\tau} x \sin \frac{t}{\tau}-\frac{\beta}{\tau} \sin \frac{t}{\tau}\right), \\
& \hat{K}=i \tau \sin \frac{t}{\tau} \partial_{x}+\left(\eta x \cos \frac{t}{\tau}-\beta \cos \frac{t}{\tau}\right) \\
& \hat{H}=i \partial_{t}, \quad \hat{I}=\eta
\end{aligned}
$$

## 3. The canonical realizations of $H$

We can consider the factorization of $\bar{H}$ as $\bar{H}=(\mathscr{F} \odot \mathscr{V})$ $\bigcirc \mathscr{E}$, and we will make use of Mackey's theory ${ }^{16}$ for the obtention of the linear representations of $\bar{H}$.

The irreducible linear representations of $\mathscr{S}$ are one dimensional because $\mathscr{\mathscr { S }}$ is Abelian, and as $\mathscr{J}$ is a direct product $\quad \mathscr{S}=\mathbb{R} \otimes \mathscr{S}$, these representations are $\lambda_{\mu, p}(\alpha, 0, a, 0)=\exp \{i(\mu \alpha-p a)\}$, with $\mu, p \in \mathbf{R}$. The pairs $(\mu, p) \in \overline{\mathscr{S}}$ characterize the representations.

The orbits of $\mathscr{\mathscr { S }}$ under $\mathscr{V}$, via the action of $\mathscr{V}$ into $\mathscr{\mathscr { S }}$ $v:(\mu, p) \rightarrow(\mu, p+\mu v)$, are of two types: type I, $(\mu, p)$, with a fixed $\mu \neq 0$; this orbit is homeomorphic to $\mathbb{R}$; and type II, $(0, p)$, each orbit has only one point.

We will only consider the orbits of type I because the representations with physical meaning are related to them. ${ }^{32,33}$ The representations obtained from these orbits are labeled by $\mu \in \mathbb{R}^{*}$, with support space the functions $F: \mathbb{R} \rightarrow \mathbb{C}$, such that $\int_{\mathbf{R}} F^{*}(p) F(p) d p<+\infty$, where $d p$ is the invariant measure on these orbits.

If we select the point $(\mu, 0)$ in the corresponding orbit $((\mu, p))$, the isotopy group of this point is $\{(0,0,0,0)\}$, then the little group of this orbit is trivial. If we choose a cross section of $\overline{\mathscr{S}}$ into $\mathscr{V},(\mu, p) \rightarrow(0,0,0, p / \mu)$, we have

$$
(0,0,0, p / \mu)^{-1}(\alpha, 0, a, v)(0,0,0, p / \mu)=(\alpha-p a / \mu, 0, a, 0)
$$

The representations of $\mathscr{\mathscr { S }} \odot \mathscr{V}$, up to equivalence, are $\left(D_{\mu}(\alpha, a, v) F\right)(p)=e^{i(\mu \alpha-p a)} F(p-\mu v)$. The equivalence classes of these representations are labeled by [ $\mu$ ] with $\mu \in R^{*}$.

As the subgroup $\mathscr{\mathscr { L }} \odot \mathscr{V}$ is not Abelian, the set $\widehat{\mathscr{S} \odot \mathscr{V}}$ is made up by all the equivalence classes of the representations of $\overline{\mathscr{S}} \odot \mathscr{V}$, that is, $\mathscr{\mathscr { S }} \odot^{\mathscr{Y}}=\left\{[\mu], \mu \in \mathbb{R}^{*}\right\}$. The action of the subgroup $\mathscr{E}$ on $\widehat{\mathscr{S}} \odot \mathscr{Y}$ is

$$
b: D_{\mu}(\alpha, a, v) \rightarrow D_{\mu}\left(b^{-1}(\alpha, a, v) b\right)=D_{\mu}^{b}(\alpha, a, v)
$$

with $D_{\mu}$ a representative of the class $[\mu] \in \mathscr{F} \odot \mathscr{\mathscr { F }}$. Then

$$
\begin{aligned}
& {\left[D_{\mu}^{b}(\alpha, a, v) F\right](p) } \\
&= {\left[D _ { \mu } \left(\left(\alpha+\frac{1}{2}\left(v^{2}-\frac{1}{2} a^{2}\right) \tau \sin \frac{b}{\tau} \cos \frac{b}{\tau}\right.\right.\right.} \\
&-a v \sin ^{2} \frac{b}{\tau}, a \cos \frac{b}{\tau}+v \tau \sin \frac{b}{\tau} \\
&\left.\left.\left.v \cos \frac{b}{\tau}-\frac{a}{\tau} \sin \frac{b}{\tau}\right)\right) F\right](p) \\
&= \exp \left\{i \left[\mu \left(\alpha+\frac{1}{2}\left(v^{2}-\frac{1}{\tau^{2}} a^{2}\right) \tau \sin \frac{b}{\tau} \cos \frac{b}{\tau}\right.\right.\right. \\
&\left.\left.\left.-a v \sin ^{2} \frac{b}{\tau}\right)-p\left(a \cos \frac{b}{\tau}+v \tau \sin \frac{b}{\tau}\right)\right]\right\} \\
& \times F\left(p-\mu\left(v \cos \frac{b}{\tau}-\frac{a}{\tau} \sin \frac{b}{\tau}\right)\right)
\end{aligned}
$$

It is easy to check that the representations $D_{\mu}$ and $D_{\mu}^{b}$ are equivalent, i.e.,

$$
D_{\mu}^{b-1}(\alpha, a, v)=W(b) D_{\mu}(\alpha, a, v) W^{-1}(b), \quad \forall b \in \mathscr{T}
$$

with $W(b)=e^{i(b / 2 \mu)\left(P^{2}+\left(1 / \tau^{2}\right) K^{2}+C\right)}$, where $C \in \mathbb{R}$ gives a phase. Then $D_{\mu}$ and $D_{\mu}^{b}$ are equivalent and are in the same class $[\mu]$. Thus, the orbit of the class [ $\mu$ ] under the action of the subgroup $\mathscr{T}$ is $[\mu]$ itself. The little group of each orbit $[\mu]$ is $\mathscr{T}$.

Finally, the irreducible linear representations of $\bar{H}$ are

$$
\begin{align*}
\left(\mathscr{R}_{\mu, C, \epsilon}(\alpha, b, a, v) F\right)= & \exp [i(\mu \alpha-p a)] \exp (i \in b) \\
& \times \exp \left[i(b / 2 \mu)\left(P^{2}+\left(1 / \tau^{2}\right) K^{2}+C\right)\right] \\
& \times F(p-\mu v) . \tag{13}
\end{align*}
$$

Because $e^{i \epsilon b}$ acts as a phase factor we can incorporate it into the factor $C$. Thus, $\mathscr{R}_{\mu, C, \epsilon}$ and $\mathscr{R}_{\mu, C, 0}$ are pseudoequivalent and the multiplier realizations of $H, \mathscr{U}_{\mu, C, \epsilon}$ and $\mathscr{U}_{\mu, C, 0}$, are also pseudoequivalent. The explicit form of $\mathscr{U}_{\mu, c}$ is

$$
\left(\mathscr{U}_{\mu, \mathscr{\mathscr { C }}}(b, a, v) F\right)(p)=\exp (-i p a)
$$

$$
\begin{aligned}
& \times \exp \left[i(b / 2 \mu)\left(P^{2}+\left(1 / \tau^{2}\right) K^{2}-\mathscr{C}\right)\right] \\
& \times F(p-\mu v)
\end{aligned}
$$

with $\mathscr{C}=-C$.
A realization of the Hermitian infinitesimal operators $\hat{P}, \hat{K}, \hat{H}, \hat{I}$ associated to the realizations $\mathscr{R}_{\mu, \mathscr{\&}}$ or $\mathscr{U}_{\mu, \mathscr{\mathscr { C }}}$ is
$\hat{P}=p, \quad \hat{K}=i \mu d / d p, \quad \hat{H}=\frac{1}{2 \mu}\left(p^{2}-\frac{\mu^{2}}{\tau^{2}} \frac{d^{2}}{d p^{2}}-\mathscr{C}\right)$, $\hat{I}=\mu$.
Notethat $I$ and $\mathscr{C}=P^{2}+\left(1 / \tau^{2}\right) K^{2}-2 I H$ areCasimiroperators. Making use of the expressions (14) we can write the representation $\mathscr{U}_{\mu, \mathscr{C}}$ (see Ref. 13) as follows:

$$
\begin{align*}
\left(\mathscr{U}_{\mu, \mathscr{C}}(b, a, v) F\right)(p)= & \exp (-i p a) \\
& \times \exp \left[( i / 2 \mu ) \left(p^{2}-\left(\mu^{2} / \tau^{2}\right)\left(d^{2} / d p^{2}\right)\right.\right. \\
& -\mathscr{C}) b] F(p-\mu v) \tag{15}
\end{align*}
$$

As the irreducible canonical realizations $\mathscr{U}_{\mu, \mathscr{C}}$ are labeled by the eigenvalues of the Casimir operators $I$ and $\mathscr{C}$, then in the locally operating realization $U_{\eta, \beta}$, the realizations $U_{\mu, ष}$ can only appear if $\mu=\eta$, and every one of these will be in the subspace of $\mathscr{L}^{2}(\mathbf{R})$ defined by the solutions of the differential equation $(\hat{\mathscr{C}} f)(t, x)=\mathscr{C} f(t, x)$, with $\mathscr{C}$ a real number and $\hat{\mathscr{C}}$ obtained when in the expression of the Casimir operator $\mathscr{C}, P, K, H$, and $I$ are changed to $\hat{P}, \hat{K}, \hat{H}$, and $\hat{I}$, respectively.

Explicitly, this equation is

$$
\begin{align*}
i \partial_{2} f(t, x)= & \left\{\frac{1}{2 \eta}\left(-1 \partial_{x}\right)^{2}+\frac{1}{2} \frac{\eta}{\tau^{2}} x^{2}\right. \\
& \left.-\frac{\beta}{\tau^{2}} x+\frac{\beta^{2}}{2 \eta \tau^{2}}-\frac{\mathscr{C}}{2 \eta}\right\} f(t, x) \tag{16}
\end{align*}
$$

As all realizations with different $\mathscr{C}$ 's are pseudoequivalent, we can give it the value zero. From a physical viewpoint the real number $\mathscr{C}$ is related with the internal energy of the corresponding particle, and with a change of the origin of energy we can make it zero. The parameters $\mu$ and $\eta$ can be also identified with the particle mass and then
$\mu=\eta=m \in \mathbf{R}^{*}$. Finally, we can show that the functions supporting the irreducible canonical realization $\mathscr{U}_{\mu, \mathscr{C}}$ can be written as a "linear combination" of the functions $f(t, x)$ belonging to a subspace irreducible under the locally operating realization $U_{\mu, \beta}$, that is

$$
F(p)=\iint_{-\infty}^{+\infty} d t d x K(t, x ; p) f(t, x)
$$

Hoogland ${ }^{18}$ has obtained the integration kernel of the transformation $F(t) \rightarrow f(t, x)$ in the opposite direction.

If in Eq. (16) we take $\beta=0$ and $\mathscr{C}=0$, we will obtain

$$
i \partial_{t} f(t, x)=\left\{\frac{1}{2 m}\left(-i \partial_{x}\right)^{2}+\frac{1}{2} \frac{m}{\tau^{2}} x^{2}\right\} f(t, x)
$$

This equation is the one-dimensional Schrödinger equation for a free particle of mass $m$ in a Newton-Hooke universe. ${ }^{2,34}$

If $\beta \neq 0$, the corresponding equation describes a particle with mass $m$ in a Newton-Hooke universe acted on by an external force field $(\beta)$.

When we consider the two-dimensional reducible matricial representation of $\mathscr{V}$

$$
\sigma(0,0, v)=\left(\begin{array}{rr}
1 & 0 \\
-\frac{1}{2} v & 1
\end{array}\right)
$$

we obtain the following locally operating realization of $H$ :

$$
\begin{aligned}
& {\left[U_{m, \beta}(h \backslash f][h(t, x)]\right.} \\
& \quad=\exp \left\{i\left[m W\left(h, s_{0}(x)\right)-\beta\left(v \cos \frac{t}{\tau}-\frac{a}{\tau} \sin \frac{t}{\tau}\right)\right]\right\} \\
& \quad \times\left(\begin{array}{cc}
1 & 0 \\
-\frac{1}{2}(v \cos (t / \tau)-(a / \tau) \sin (t / \tau)) & 1
\end{array}\right) f(t, x) .
\end{aligned}
$$

When $\beta=0$ the two-component functions $f(t, x)$ verify a Dirac-like equation, ${ }^{2,34}$ and if $\beta \neq 0$ the terms related with the external forced field appear.

These equations have been obtained by Dubois ${ }^{34}$ using other's arguments also based on the Newton-Hooke group.

## ACKNOWLEDGMENTS

This work was partially supported by Comisión Asesora de Investigación Cientifica y Tecnica.
${ }^{1}$ M. Asorey, J. F. Carinena, and M. A. del Olmo, J. Phys. A. 16, 1603 (1983).
${ }^{2}$ H. Hoogland, Nuovo Cimento B 32, 427 (1976); Ph.D. thesis, University of Nijmegen, 1977.
${ }^{3}$ V. Bargmann and E. P. Wigner, Proc. Nat. Acad. Sci. 34, 211 (1948).
${ }^{4}$ V. Bargmann, Ann. Math. 59, 1 (1954).
${ }^{5}$ E. P. Wigner, Ann. Math. 40, 149 (1939).
${ }^{6}$ J. F. Carinena, M. A. del Olmo, and M. Santander, J. Phys. A 17, 3091 (1984).
${ }^{7}$ J. F. Carinena, M. A. del Olmo, and M. Santander, Lecture Notes in Physics, Vol. 201, edited by G. Denardo (Springer, Berlin, 1983), p. 30.
${ }^{8}$ J. Schur, Z. Reine Angew. Math 127, 20 (1904).
${ }^{9}$ T. Janssen, J. Math. Phys. 13, 342 (1972).
${ }^{10}$ J. F. Carinena and M. Santander, J. Math Phys 16, 1416 (1975).
${ }^{11}$ U. Cattaneo, J. Math. Phys. 19, 452 (1978).
${ }^{12}$ J. F. Cariñena and M. Santander, J. Math. Phys. 20, 2168 (1979).
${ }^{13}$ J. F. Carinena, M. A. del Olmo, and M. Santander, Physica A 114, 420 (1982).
${ }^{14}$ F. W. Warner, Foundations of Differentiable Manifolds and Lie Groups (Scott, Foresman, Glenview, IL, 1971).
${ }^{15}$ G. W. Mackey, Ann. Math. 55, 101 (1952). [See also D. J. Simms, Lie Groups and Quantum Mechanics Lecture Notes in Math, Vol. 52 (Springer, Berlin, 1969).]
${ }^{16}$ A. A. Kirillov, Usp. Math. Nauk 10, 57 (1962).
${ }^{17}$ M. Asorey, L. J. Boya, and J. F. Carinena, Rep. Math. Phys. 21, 35(1984).
${ }^{18}$ H. Hoogland J. Phys. A 11, 1557 (1978).
${ }^{19}$ R. F. Streater, Commun. Math. Phys. 4, 217 (1967).
${ }^{20}$ N. Giovannini, Hel. Phys. Acta 50, 349 (1977).
${ }^{21}$ H. Hoogland, J. Phys. A 11, 797 (1978).
${ }^{22}$ L. Landau and E. M. Lifshitz, Mécanique Quantique (Mir, Moscow, 1967).
${ }^{23} \mathrm{~J}$. M. Levy-Leblond, Galilei Group and Galilean Invariance in Group Theory and Its Applications, edited by E. M. Loebl (Academic, New York, 1971), Vol. 2.
${ }^{24}$ H. Brennich, Ann. Inst. H. Poincaré A 13, 137 (1970).
${ }^{25}$ J. F. Cariñena and M. Santander, J. Math. Phys. 22, 1548 (1981).
${ }^{26}$ J. F. Carinena and M. Santander, J. Phys. A 15, 343 (1982).
${ }^{27}$ M. Santander, Ph.D. thesis, Universidad de Valladolid, 1977 (unpublished).
${ }^{28}$ E. Inonu and E. P. Wigner, Nuovo Cimento 9, 705 (1952).
${ }^{29}$ M. Hamermesh, Ann. Phys. (NY) 32, 157 (1960).
${ }^{30}$ J. M. Levy-Leblond, Commun. Math. Phys. 6, 286 (1967).
${ }^{31}$ J. R. Derome and J. G. Dubois, Nuovo Cimento B 9, 351 (1972).
${ }^{32}$ J. G. Dubois, Nuovo Cimento B 15, 1 (1973).
${ }^{33}$ M. Valls, Tesina de Licenciatura, Universidad de Valladolid, 1977 (unpublished).
${ }^{34}$ J. G. Dubois, Can. J. Phys. 51, 1757 (1973).

# Boson realization of $\mathbf{s p ( 4 ) . ~ I . ~ T h e ~ m a t r i x ~ f o r m u l a t i o n ~}$ 

O. Castaños<br>Centro de Estudios Nucleares, Universidad Nacional Autonoma de México, Apartado Postal 70-543, México, D. F. 01000, Mexico<br>E. Chacon and M. Moshinsky ${ }^{\text {a) }}$<br>Instituto de Física, Universidad Nacional Autonoma de México, Apartado Postal 20-364, México, D.F. 01000, Mexico<br>C. Quesne ${ }^{\text {b) }}$<br>Physique Théorique et Mathématique CP229, Université Libre de Bruxelles, Brussels, Belgium

(Received 5 November 1984; accepted for publication 19 April 1985)
Holstein and Primakoff derived long ago the boson realization of a su(2) Lie algebra for an arbitrary irreducible representation (irrep) of the $\mathbf{S U}(2)$ group. The corresponding result for $\mathrm{su}(1,1) \cong \mathrm{sp}(2)$ is also well known. This raises the question of whether it is possible to obtain in an explicit, analytic, and closed form, and for any integer $d$, the boson realization of a $\operatorname{sp}(2 d)$ Lie algebra for an arbitrary irrep of the $\mathrm{Sp}(2 d)$ group, which is a problem of considerable physical interest. The case $d=2$ already illustrates the problem in its full generality and thus in this paper we concentrate on $\mathrm{sp}(4)$. The Dyson realization is well known, and the passage to bosons satisfying the appropriate Hermiticity conditions can be done by a similarity transformation through an operator $K$. What we want, though, is an explicit boson realization for $\operatorname{sp}(2 d)$ similar to the one that exists for $\mathrm{sp}(2)$. In Sec. VI we show how we can get it for $\mathrm{sp}(4)$ if the operator $K$ is known. Unfortunately while the matrix form of $K^{2}$ can be explicitly derived from definite recursion relations, the same cannot be said of $K$ as it involves, in general, the solution of algebraic equations of high degree. Thus the conclusion, corroborated also by a classical analysis where $K$ does not appear, is that an explicit, analytic, and closed boson realization of $\mathrm{sp}(4)$, and thus also of $\mathrm{sp}(2 d)$, is only possible for particular irreps of the corresponding groups.

## I. INTRODUCTION AND SUMMARY

Already in 1940 Holstein and Primakoff ${ }^{1}$ had obtained a realization of the su(2) Lie algebra in terms of boson creation and annihilation operators for a given value of the Casimir operator, i.e., for a definite irreducible representation (irrep) of the $\mathrm{SU}(2)$ group. It is easy to extend this realization to the $\mathrm{su}(1,1) \cong \mathrm{sp}(2)$ Lie algebra for a definite irrep of the $\mathrm{Sp}(2)$ group. ${ }^{2,3}$ This simple result immediately suggests the following question: Is it possible to obtain in an explicit analytic and closed form the boson realization of a sp( $2 d$ ) Lie algebra for a given irrep of the $\operatorname{Sp}(2 d)$ group when $d$ is an arbitrary integer? We will be dealing in this article with the noncompact version of the symplectic Lie group, which is usually referred to in the literature as $\operatorname{Sp}(2 d, R)$ or $\operatorname{Sp}(d, R)$.

The answer to this question is of physical interest. For $d=2$ Mlodinow and Papanicolau ${ }^{4}$ have shown that it is relevant for a class of generalized helium Hamiltonians while recently Hecht has applied it to the proton-neutron quasispin group. For $d=3$ Rosensteel and Rowe ${ }^{5}$ have indicated its importance for the microscopic analysis of collective motions in nuclei and an extensive literature exists in this field, ${ }^{6-11}$ either working directly with $\mathrm{Sp}(6)$ or its complementary group ${ }^{12} \mathrm{O}(n)$. Other applications are in progress, though the present authors do not have yet information on published material related to them.

Where do we stand at present in connection with the boson realization of a $\mathrm{sp}(2 d)$ Lie algebra for a given irrep of

[^1]the $\mathrm{Sp}(2 d)$ group? To briefly review the extensive work in this field it is convenient first to express the generators of the $\mathrm{sp}(2 d)$ Lie algebra in terms of the creation $\eta_{i s}$ and annihilation $\xi_{i s}$ operators of a system of $n$ particles, which are associated with the index $s=1,2, \ldots, n$ in a $d$-dimensional harmonic oscillator for which the component index is $i=1,2, \ldots, d$. The generators of $\mathrm{sp}(2 d)$ are then ${ }^{10,13}$
\[

$$
\begin{align*}
& B_{i j}^{\dagger}=\sum_{s=1}^{n} \eta_{i s} \eta_{j s},  \tag{1.1a}\\
& C_{i j}=\frac{1}{2} \sum_{s=1}^{n}\left(\eta_{i s} \xi_{j s}+\xi_{j s} \eta_{i s}\right)=\sum_{s=1}^{n} \eta_{i s} \xi_{j s}+\frac{n}{2} \delta_{i j},  \tag{1.1b}\\
& B_{i j}=\sum_{s=1}^{n} \xi_{i s} \xi_{j s}, \tag{1.1c}
\end{align*}
$$
\]

where in (1.1b) we used the commutation rule [ $\xi_{j t}, \eta_{i s}$ ] $=\delta_{i j} \delta_{s t}$. As is customary ${ }^{14}$ one can divide the set (1.1) into raising, weight, and lowering generators, given by

$$
\begin{array}{lll}
B_{i j}^{\dagger} ; & C_{i j} & \text { with } i<j, \\
& C_{i i}, & i=1,2, \ldots, d, \\
B_{i j} ; & C_{i j} & \text { with } i>j . \tag{1.2c}
\end{array}
$$

The lowest weight (1.w.) state denoted by the ket |l.w.) satisfies then the equations

$$
\begin{align*}
& B_{i j}|1 . \mathrm{w} .\rangle=0  \tag{1.3a}\\
& C_{i j}|1 . \mathrm{w} .\rangle=0, \quad \text { for } i>j  \tag{1.3b}\\
& \left.C_{i i} \mid \text { l.w. }\right\rangle=\left(\omega_{i}+n / 2\right)|1 . \mathrm{w} .\rangle, \tag{1.3c}
\end{align*}
$$

where we note that in (1.3c) the $\omega_{i}$ are the integer eigenvalues
of the number operators $\Sigma_{s=1}^{n} \eta_{s} \xi_{s s}, i=1,2, \ldots, d$, which, furthermore, from (1.3b) satisfy the inequality ${ }^{14}$ $0<\omega_{1}<\omega_{2} \cdots<\omega_{d}$. The eigenvalues of $C_{i i}$ characterize then the irrep of $\mathrm{Sp}(2 d)$ and they can be put in the order

$$
\begin{equation*}
\left[\omega_{1}+n / 2, \omega_{2}+n / 2, \ldots, \omega_{d}+n / 2\right] . \tag{1.4}
\end{equation*}
$$

The question raised in the previous paragraph refers now to our knowledge of the boson realizations of the $\mathrm{sp}(2 d)$ Lie algebras associated with the irrep (1.4) of the $\mathrm{Sp}(2 d)$ group. When the number of particles $n$ goes to infinity the boson realization of the Lie algebra $\mathrm{sp}(6) \supset \mathrm{u}(3)$ was obtained by Rosensteel and Rowe, ${ }^{15}$ while a discussion for the chain $\mathrm{sp}(6) \mathrm{sp}(2) \times \mathrm{o}(3)$ was given by Castaños and Frank. ${ }^{16}$ It is easy to generalize these results from $d=3$ to arbitrary $d$.

For the much more difficult case when $n$ is finite the problem was first attacked for the irrep (1.4) in which all the $\omega_{i}$ are equal, i.e., $\omega_{i}=\omega, i=1,2, \ldots, d$. For $d=2$ a boson realization is already available in a paper of Mlodinow and Papanicolau, ${ }^{4}$ though a more explicit procedure was carried out by Moshinsky and Seligman, ${ }^{17}$ who also outlined an approach for a general $d$. Deenen and Quesne ${ }^{13}$ gave a full and explicit discussion of the boson realization of the $\mathrm{sp}(2 d)$ Lie algebra when the irrep is given by (1.4) with $\omega_{i}=\omega$, $i=1,2, \ldots, d$, which is sometimes referred to in the literature ${ }^{11}$ as the case of "closed shells" to which it corresponds when $d=3$.

What happens, though, for the general irrep (1.4) when not all of the $\omega_{i}$ are equal? This could be called ${ }^{11}$ the case of "open shells," and is a problem that has interested a number of researchers in the last few years.

Deenen and Quesne ${ }^{18}$ found a realization in what is known as the Dyson formulation. As previously they had established the relation between the Dyson and HolsteinPrimakof formulations in the case of "closed shells," ${ }^{13}$ they proceeded, using the language of coherent states, to outline the derivation of the boson realization of the $\mathrm{sp}(2 d)$ Lie algebra for the case of "open shells." ${ }^{19}$ A simplified version of their approach was given by Moshinsky. ${ }^{20}$

Independently, Rowe, Rosensteel, and their collaborators ${ }^{21,22}$ established the connection, in the case of "open shells," between the Dyson and Holstein-Primakoff boson realizations of $\mathrm{sp}(6)$, where the former seemed known to them since some time ago. Their analysis can be extended to arbitrary $d$.

It would seem then that the question raised in the first paragraph of this article has been completely answered. This turns out not to be the case because we ask about an explicit, analytic, and closed form for the boson realization of the $\mathrm{sp}(2 d)$ Lie algebra for the general irrep (1.4) such as exists, for example, for $\mathrm{sp}(2)$ (see Refs. 2 and 3).

Thus in the present paper we analyze how far we can go in the pursuit of an explicit, analytic, and closed form for the boson realization when $d=2$, i.e., the $\mathrm{sp}(4)$ Lie algebra. This problem is also of interest for the following reasons.
(1) The sp(4) algebra is of physical interest. ${ }^{4}$
(2) The sp (4) case, for which $d=2$, corresponds to the lowest value of $d$ in which we can have "open shells," i.e., $\omega_{1} \neq \omega_{2}$.
(3) The $\mathrm{sp}(4)$ algebra has a $\mathrm{u}(2)$ subalgebra and thus the whole analysis can be made using the familiar results of the
su(2) Racah algebra, rather than those of su(d) for the general case.

We proceed now to summarize the contents of the paper. In Sec. II we express the generator $B^{\dagger}, C, B$ of $\operatorname{sp}(2)$ [given by (1.1) where $i=j=1$ and thus can be suppressed] in terms of boson operators $b^{\dagger}$ and $b$, which are Hermitian conjugate and satisfy $\left[b, b^{\dagger}\right]=1$. For this expression we use the general approach developed in recent publications, ${ }^{19-21}$ and it will illustrate in an elementary fashion the procedure that one can follow for sp( $2 d$ ) and, in particular, for $\mathrm{sp}(4)$. We note, though, that while the method expresses the generators $B^{\dagger}, C, B$ of $\mathrm{sp}(2)$ as explicit, analytic, and closed functions of $b^{\dagger}$ and $b$, this will not be true in general, as discussed in the following sections for the case $\mathrm{sp}(4)$, and thus also for $\mathrm{sp}(2 d)$.

In Sec. III we consider the ten generators of $\mathrm{sp}(4)$, nine of them in a vector notation, i.e., $B_{i}^{\dagger}, J_{i}, B_{i}, i=1,2,3$, plus the number operator $\mathscr{N}$, and construct a set of nonorthonormal basis states characterized by the irreps of the chain $\mathrm{Sp}(4) \supset \mathrm{U}(2)$.

In Sec. IV we give the Dyson realization of the sp(4) Lie algebra in terms of creation $\beta_{i}^{+}$and annihilation $\beta_{i}$ operators, plus the $s_{i}$ associated with an independent su(2) Lie algebra, where $i=1,2,3$. These operators have the commutation rules associated with a direct sum of a three-dimensional Weyl Lie algebra and a unitary unimodular Lie algebra, i.e., $w(3) \oplus \operatorname{su}(2)$. It is important to note that $\beta_{i}^{+}$is not the Hermitian conjugate of $\beta_{i}$.

In Sec. $V$ we consider the operators $b_{i}^{\dagger}, b_{i}, S_{i}, i=1,2,3$, in which the $b_{i}^{\dagger}$ is the Hermitian conjugate of $b_{i}$ and $S_{i}$ is Hermitian. We relate these operators to the $\boldsymbol{\beta}_{i}^{+}, \boldsymbol{\beta}_{i}, s_{i}$ of the previous section through a similarity transformation involving an operator $K$ which is Hermitian and invariant under $\mathrm{u}(2)$. Expressing the generators of $\mathrm{sp}(4)$ in terms of $b_{i}^{\dagger}, b_{i}, S_{i}$, and $K$ we obtain an operator equation that allows us to determine $K^{2}$ in an appropriate boson basis. ${ }^{19-21}$ In Appendix A we give an explicit algorithm for determining the matrix elements of $K^{2}$. Note that now $b_{i} \dagger, b_{i}, S_{i}, i=1,2,3$, are bona fide generators of the Lie algebra $w(3) \oplus \operatorname{su}(2)$.

In Sec. VI we show how we can get the $B_{i}^{\dagger}, J_{i}, B_{i}$, and $\mathscr{N}$ as functions of the operators $b_{i}^{\dagger}, b_{i}, S_{i}$ if we know $K$ as an Hermitian operator function of the latter that is invariant under the $\mathrm{U}(2)$ group. The operator $K$ can be determined if its matrix form is known explicitly with respect to an appropriate boson basis. Unfortunately to go from the matrix of $K^{2}$ to that of $K$ we need to solve, in general, algebraic equations of high degree. Thus we can only get the operator $K$ explicitly for low eigenvalues of the $S^{2}$ associated with the operator $S_{i}$ which we call the spin. We discuss the cases of spin $0, \underline{2}, 1$ (where we note that 0 corresponds to "closed shells") and give the explicit, analytic, and closed expressions for the $B_{i}{ }^{\dagger}$, $J_{i}, B_{i}$ and $\mathscr{N}$ for $s=0$ and $\frac{1}{2}$.

In Sec. VII we discuss the corresponding classical problem and show again that it does not seem feasible to obtain an explicit, analytic, and closed expression of the generators $\mathrm{sp}(4)$, in terms of those of $w(3) \oplus \mathrm{su}(2)$. In here all the generators are not operators but classical observables.

Finally in Sec. VIII we conclude that while recent developments in the field provide an algorithm for the calculation of the matrix elements of the generators of $\mathrm{sp}(2 d)$ in the
$\mathrm{sp}(2 d) \supset \mathrm{u}(d)$ basis of states, ${ }^{19-21}$ as discussed in Appendix B for $d=2$, they cannot give us, in general, an explicit, analytic, and closed operator or functional relation between the generators of $\mathrm{sp}(2 d)$ and those of the Holstein-Primakoff version of $w[(d / 2)(d+1)] \oplus \operatorname{su}(d)$, when we have an arbitrary irrep (1.4) of $\mathrm{Sp}(2 d)$.

As indicated above, in the present paper we give an explicit procedure for the determination of the matrix form of the operator $K^{2}$, through the use of appropriate recursion relations. We later realized that it is possible to get an explicit and closed form of the $K^{2}$ as a kernel with respect to appropriate coherent states. Thus we added to the title of this paper the words "I. The matrix formulation," and in a sequel we shall discuss the generating kernel formulation for the boson realization of $\mathrm{sp}(4)$, and give an independent procedure for deriving from it the matrix elements of $K^{2}$.

## II. THE BOSON REALIZATION OF sp(2)

As we mentioned in the Introduction, the boson realization of the $\mathrm{sp}(2)$ Lie algebra for a given irrep of the $\mathrm{Sp}(2)$ group is both well known and simple. ${ }^{2,3}$ The reason that we rederive it in this section is that we shall proceed to do it by exactly the same steps that one can use for $\operatorname{sp}(2 d)$.

As indicated in (1.1) and (1.2) the raising, weight, and lowering generators of $\mathrm{sp}(2)$ can be denoted by $B^{\dagger}, C, B$, in which $B^{\dagger}$ is the Hermitian conjugate of $B$ and $C$ is Hermitian. Besides, from (1.1) and the commutation rules [ $\xi_{s}, \eta_{t}$ ] $=\delta_{s t}$ we conclude that $B^{\dagger}, C, B$ satisfy the commutation relations ${ }^{3}$

$$
\begin{align*}
& {\left[C, B^{\dagger}\right]=2 B^{\dagger}}  \tag{2.1a}\\
& {[C, B]=-2 B}  \tag{2.1b}\\
& {\left[B, B^{\dagger}\right]=4 C} \tag{2.1c}
\end{align*}
$$

The Casimir operator ${ }^{2,3}$ can be defined as

$$
\begin{equation*}
G \equiv \frac{1}{4}\left[B^{\dagger} B-C(C-2)\right] \tag{2.2}
\end{equation*}
$$

as from (2.1) it commutes with $B^{\dagger}, C, B$.
From (1.3) we conclude that the lowest weight state for a basis of a given irrep of the $\mathrm{Sp}(2)$ group, which we will now denote by the ket $|\omega\rangle$, is then characterized by

$$
\begin{align*}
B|\omega\rangle & =0  \tag{2.3a}\\
C|\omega\rangle & =(\omega+n / 2)|\omega\rangle \tag{2.3b}
\end{align*}
$$

The full non-normalized basis for the irrep is then given by the states ${ }^{3}$

$$
\begin{equation*}
|\boldsymbol{v}, \omega\rangle=\left(B^{\dagger}\right)^{v}|\omega\rangle, \quad v=0,1,2, \ldots, \quad|0, \omega\rangle \equiv|\omega\rangle \tag{2.4}
\end{equation*}
$$

and from (2.2) and (2.3) is characterized by the eigenvalue

$$
\begin{equation*}
-\frac{1}{4}(\omega+n / 2)(\omega+n / 2-2) \tag{2.5}
\end{equation*}
$$

of the Casimir operator $G$.
Our purpose now is to express $B^{\dagger}, C, B$, for a given value of the Casimir operator $G$ of (2.2), i.e., a definite $\omega$, in terms of Hermitian conjugate operators of creation $b^{\dagger}$ and annihilation $b$ that satisfy the commutation rule

$$
\begin{equation*}
\left[b, b^{\dagger}\right]=1 \tag{2.6}
\end{equation*}
$$

To implement our objective we start by noting that $B^{\dagger}$, $C, B$ are given by (1.1), in which $i, j=1$ and thus can be suppressed. As then $B^{\dagger}, C, B$ are given in terms of $\eta_{s}, \xi_{s}$,
$s=1,2, \ldots, n$, we first consider the effect of the latter operators on the states $|\nu \omega\rangle$, which are the bases for an irrep of $\operatorname{Sp}(2)$. As $\left[\eta_{s},\left(B^{\dagger}\right)^{\nu}\right]=0$ and the commutator $\left[\xi_{s},\left(B^{\dagger}\right)^{\nu}\right]$ $=\partial\left(B^{\dagger}\right)^{\nu} / \partial \eta_{s}$, we immediately obtain that

$$
\begin{align*}
\eta_{s}|v \omega\rangle & =\left(B^{\dagger}\right)^{v} \eta_{s}|\omega\rangle  \tag{2.7a}\\
\xi_{s}|v \omega\rangle & =\frac{\partial\left(B^{\dagger}\right)^{v}}{\partial \eta_{s}}|\omega\rangle+\left(B^{\dagger}\right)^{\nu} \xi_{s}|\omega\rangle \tag{2.7b}
\end{align*}
$$

Applying these results twice and summing with respect to $s$ we then have

$$
\begin{align*}
B^{\dagger}|v \omega\rangle & =B^{\dagger}\left(B^{\dagger}\right)^{\nu}|\omega\rangle,  \tag{2.8a}\\
C|v \omega\rangle & =2 B^{\dagger} \frac{\partial\left(B^{\dagger}\right)^{v}}{\partial B^{\dagger}}|\omega\rangle+\left(B^{\dagger}\right)^{v} C|\omega\rangle \\
& =2 B^{\dagger} \frac{\partial\left(B^{\dagger}\right)^{v}}{\partial B^{\dagger}}|\omega\rangle+\left(\omega+\frac{n}{2}\right)\left(B^{\dagger}\right)^{v}|\omega\rangle,  \tag{2.8b}\\
B|v \omega\rangle & =4 B^{\dagger} \frac{\partial^{2}\left(B^{\dagger}\right)^{v}}{\partial B^{\dagger 2}}|\omega\rangle+4 \frac{\partial\left(B^{\dagger}\right)^{v}}{\partial B^{\dagger}} C|\omega\rangle+\left(B^{\dagger}\right)^{\nu} B|\omega\rangle \\
& =4 B^{\dagger} \frac{\partial^{2}\left(B^{\dagger}\right)^{v}}{\partial B^{\dagger 2}}|\omega\rangle+4\left(\omega+\frac{n}{2}\right) \frac{\partial\left(B^{\dagger}\right)^{v}}{\partial B^{\dagger}}|\omega\rangle, \tag{2.8c}
\end{align*}
$$

where for the result on the right-hand side of $(2.8 b)$ and $(2.8 c)$ we used (2.3).

From Eqs. (2.8) we see that the effect of the generators of $\mathrm{sp}(2)$ on the states $|v \omega\rangle$ of (2.4) can be expressed in terms of an operator $B^{\dagger}$ that acts multiplicatively on $\left(B^{\dagger}\right)^{\nu}$ and of a differential operator $\partial / \partial B^{\dagger}$ acting also on $\left(B^{\dagger}\right)^{\nu}$. To express $B^{\dagger}, C, B$ in terms of these new operators it is then convenient to introduce the definitions

$$
\begin{align*}
& \beta^{+} \equiv B^{\dagger}  \tag{2.9a}\\
& \beta \equiv \frac{\partial}{\partial B^{+}} \tag{2.9b}
\end{align*}
$$

for which obviously

$$
\begin{equation*}
\left[\beta, \beta^{+}\right]=1 \tag{2.10}
\end{equation*}
$$

The operators $\beta^{+} \beta$ have, from (2.10), the commutation rules associated with a one-dimensional Weyl algebra $w(1)$ though clearly $\beta^{+}$is not the Hermitian conjugate of $\beta$.

From (2.8) we can now express the generators of $\mathrm{sp}(2)$ as

$$
\begin{align*}
& B^{\dagger}=\beta^{+}  \tag{2.11a}\\
& C=2 \beta^{+} \beta+(\omega+n / 2)  \tag{2.11b}\\
& B=4 \beta^{+} \beta^{2}+4 \beta(\omega+n / 2) \tag{2.11c}
\end{align*}
$$

and from (2.10) we immediately check that the commutation rules (2.1) are satisfied and that the Casimir operator (2.2) takes the value (2.5). The expressions (2.11) are known as the Dyson ${ }^{3,20}$ realization associated with the Barut-Girardello representation ${ }^{3}$ of the $\mathrm{sp}(2)$ Lie algebra when its irrep is characterized by ( $\omega+n / 2$ ).

The Holstein-Primakoff realization would be in terms of operators $b^{\dagger}$ and $b$ satisfying

$$
\begin{equation*}
\left[b, b^{\dagger}\right]=1 \tag{2.12}
\end{equation*}
$$

but in which $b^{\dagger}$ is the Hermitian conjugate of $b$, and so they are actually the generators of $w(1)$. How can we get this realization from the knowledge of (2.11)? It seems natural to assume that $b^{\dagger}, b$ and $\beta{ }^{+}, \beta$ are related by a similarity trans-
formation with some operator $K$, i.e.,

$$
\begin{equation*}
b^{\dagger}=K^{-1} \beta+K, \quad b=K^{-1} \beta K \tag{2.13}
\end{equation*}
$$

as in this way (2.12) follows immediately from (2.10). Furthermore we can impose the additional condition ${ }^{19,20,21}$ that $K$ should be Hermitian and an invariant of $U(1)$ subgroup of $\mathrm{Sp}(2)$, whose generator in the boson representation is the number operator $N=b^{\dagger} b$, i.e.,

$$
\begin{equation*}
K^{\dagger}=K \tag{2.14a}
\end{equation*}
$$

$[N, K]=0$.
From (2.11), (2.14b) we have then

$$
\begin{align*}
& B^{\dagger}=K b^{\dagger} K^{-1}  \tag{2.15a}\\
& C=2 N+\omega+n / 2  \tag{2.15b}\\
& B=K\left[4 b^{\dagger} b^{2}+4 b(\omega+n / 2)\right] K^{-1} \tag{2.15c}
\end{align*}
$$

As (1.1) indicates that $B^{\dagger}$ is the Hermitian conjugate of $B$ we have from (2.14a) and (2.15a) that

$$
\begin{equation*}
B=K^{-1} b K \tag{2.16}
\end{equation*}
$$

and from this expression and $(2.15 \mathrm{c})$ we obtain the relation

$$
\begin{equation*}
b K^{2}=K^{2}\left[4 b^{\dagger} b^{2}+4 b(\omega+n / 2)\right] \tag{2.17}
\end{equation*}
$$

We now wish to obtain explicitly from (2.17) the operator form of $K$. For this purpose we note that a complete normalized set of states associated with the Holstein-Primakoff boson operators $b^{\dagger}, b$ is given by

$$
\begin{equation*}
\left.|v\rangle=[v!]^{-1 / 2}\left(b^{\dagger}\right)^{v} \mid 0\right) \tag{2.18}
\end{equation*}
$$

which we denote by the round bracket $|v\rangle$ to distinguish them from the angular one $|v \omega\rangle$ associated with an irrep $(\omega+n / 2)$ of $\mathrm{Sp}(2)$. We then take matrix elements of the right- and left-hand sides of $(2.17)$ with respect to these states to obtain

$$
\begin{align*}
& (v-1|b| v)\left(v\left|K^{2}\right| v\right) \\
& \quad=\left(v-1\left|K^{2}\right| v-1\right)\left(v-1\left|4 b^{\dagger} b^{2}+4 b(\omega+n / 2)\right| v\right) \tag{2.19}
\end{align*}
$$

as from (2.14b), $K$ and thus $K^{2}$ are diagonal in $\boldsymbol{v}$.
As the matrix elements of $b^{\dagger}, b$ in the basis $|v|$ are trivial we immediately obtain the recursion relation
$\left(v\left|K^{2}\right| v\right)=\left(v-1\left|K^{2}\right| v-1\right) 4(v-1+\omega+n / 2)$.
As we can assume without loss of generality that ( $\left.0\left|K^{2}\right| 0\right)=1$, we obtain from (2.20) that

$$
\begin{equation*}
\left.\left(v\left|K^{2}\right| v\right)=2^{v}[(2 v-2+2 \omega+n)!!][2 \omega+n-2)!!\right]^{-1} \tag{2.21}
\end{equation*}
$$

which implies that

$$
\begin{align*}
& (v|K| v) \\
& \quad=2^{v / 2}[(2 v-2+2 \omega+n)!!]^{1 / 2}[(2 \omega+n-2)!!]^{-1 / 2} \tag{2.22}
\end{align*}
$$

Turning now our attention to Eq. (2.15a) we see that its matrix form with respect to the states $|v|$ is

$$
\begin{align*}
\left(v+1\left|B^{\dagger}\right| v\right) & =\left(v+1\left|K b^{\dagger} K^{-1}\right| v\right) \\
& =(v+1|K| v+1)\left(v+1\left|b^{\dagger}\right| v\right)\left(v\left|K^{-1}\right| v\right) \\
& =2^{1 / 2}(2 v+2 \omega+n)^{1 / 2}\left(v+1\left|b^{\dagger}\right| v\right) \\
& =\left(v+1\left|2 b^{\dagger}(N+\omega+n / 2)^{1 / 2}\right| v\right) \tag{2.23}
\end{align*}
$$

where we have made use of (2.22).
As the $|v|, v=0,1,2, \ldots$, are a complete set of states, we conclude from (2.23) that

$$
\begin{equation*}
B^{\dagger}=2 b^{\dagger}(N+\omega+n / 2)^{1 / 2} \tag{2.24a}
\end{equation*}
$$

while its Hermitian conjugate is

$$
\begin{equation*}
B=2(N+\omega+n / 2)^{1 / 2} b \tag{2.24b}
\end{equation*}
$$

and from (2.15b)

$$
\begin{equation*}
C=2 N+\omega+n / 2 \tag{2.24c}
\end{equation*}
$$

where $N=b^{\dagger} b$. The expressions (2.24) give an explicit, analytic, and closed realization of the generators $B^{\dagger}, C$, and $B$ of the Lie algebra sp(2) in terms of the bosons $b^{\dagger}, b$ that are generators of a $w(1)$ Lie algebra.

It can be immediately checked that $B^{\dagger}, C$, and $B$ satisfy the commutation rules (2.1) and that the Casimir operator (2.2) takes the value (2.5). For this we only need to note that for an arbitrary function $f(N)$ we have

$$
\begin{align*}
& f(N) b^{\dagger}=b^{\dagger} f(N+1)  \tag{2.25a}\\
& f(N) b=b f(N-1) \tag{2.25b}
\end{align*}
$$

which is derived when we calculate the matrix elements of the left- and right-hand side of $(2.25)$ with respect to the states $\mid v)$ of (2.18).

As a last point we note that with the help of (2.24c) we can invert (2.24a) and (2.24b) to get

$$
\begin{align*}
& b^{\dagger}=B^{\dagger}(2 C+2 \omega+n)^{-1 / 2}  \tag{2.26a}\\
& b=(2 C+2 \omega+n)^{-1 / 2} B \tag{2.26b}
\end{align*}
$$

thus obtaining the boson operators in terms of the generators $B^{\dagger}, C, B$ in an explicit, analytic, and closed form. From (1.1) we see that these boson operators will be functions of the creation and annihilation operators $\eta_{s}, \xi_{s}, s=1,2, \ldots, n$, of the $n$ particles in a space of one dimension.

We now turn our attention to the sp(4) Lie algebra to see whether it is possible there for an arbitrary irrep (1.4) for $d=2$, to arrive at expressions equivalent to (2.24).

## III. GENERATORS OF sp(4) AND THE BASIS STATES

For $\mathrm{sp}(4)$ the generators are given by (1.1) when $d=2$, but rather than write them as $B_{i j}^{\dagger}, C_{i j}, B_{i j}, i, j=1,2$, it is convenient to express nine of the ten generators in vector form through the definitions

$$
\begin{align*}
& B_{1}^{\dagger}=-\frac{1}{2}\left(B_{11}^{\dagger}-B_{22}^{\dagger}\right),  \tag{3.1a}\\
& B_{2}^{\dagger}=(i / 2)\left(B_{11}^{\dagger}+B_{22}^{\dagger}\right),  \tag{3.1b}\\
& B_{3}^{\dagger}=B_{12}^{\dagger},  \tag{3.1c}\\
& J_{1}=\frac{1}{2}\left(C_{12}+C_{21}\right)  \tag{3.1d}\\
& J_{2}=-(i / 2)\left(C_{12}-C_{21}\right),  \tag{3.1e}\\
& J_{3}=\frac{1}{2}\left(C_{11}-C_{22}\right)  \tag{3.1f}\\
& B_{1}=-\frac{1}{2}\left(B_{11}-B_{22}\right),  \tag{3.1~g}\\
& B_{2}=-(i / 2)\left(B_{11}+B_{22}\right),  \tag{3.1h}\\
& B_{3}=B_{12} \tag{3.1i}
\end{align*}
$$

while the last generator is the scalar number operator defined by

$$
\begin{equation*}
\mathscr{N}=\frac{1}{2}\left(\dot{C}_{11}+C_{22}\right) \tag{3.1j}
\end{equation*}
$$

From the definitions (1.1) for $d=2$ and the commutation relations [ $\xi_{j t}, \eta_{i s}$ ] $=\delta_{i j} \delta_{s t}$ it follows that the operators defined in (3.1) satisfy the following commutation relations:

$$
\begin{align*}
& {\left[B_{i}^{\dagger}, B_{j}^{\dagger}\right]=0,}  \tag{3.2a}\\
& {\left[B_{i}, B_{j}\right]=0,}  \tag{3.2b}\\
& {\left[B_{i}, B_{j}^{\dagger}\right]=-2 i \epsilon_{i j k} J_{k}+2 \delta_{i j} \mathscr{N},}  \tag{3.2c}\\
& {\left[J_{i}, B_{j}^{\dagger}\right]=i \epsilon_{i j k} B_{k}^{\dagger},}  \tag{3.2~d}\\
& {\left[J_{i}, B_{j}\right]=i \epsilon_{i j k} B_{k},}  \tag{3.2e}\\
& {\left[J_{i}, J_{j}\right]=i \epsilon_{i j k} J_{k},}  \tag{3.2f}\\
& {\left[\mathscr{N}, B_{i}^{\dagger}\right]=B_{i}^{\dagger},}  \tag{3.2~g}\\
& {\left[\mathscr{N}, B_{i}\right]=-B_{i},}  \tag{3.2~h}\\
& {\left[\mathscr{N}, J_{i}\right]=0,} \tag{3.2i}
\end{align*}
$$

where from now on $i, j, k$ take the values $1,2,3, \epsilon_{i j k}$ is the antisymmetric tensor, and repeated indices are summed from 1 to 3 . Note that the $J_{i}, i=1,2,3$, are the generators of the su(2) subalgebra of $\mathrm{sp}(4)$ with the standard properties of angular momentum, while, with respect to the $J_{i}$, the $B_{i}^{\dagger}, B_{i}$, $i=1,2,3$, behave as ordinary three-dimensional vectors.

The set of ten generators of $\mathrm{sp}(4)$ can be divided into three subsets of raising, weight, and lowering type, which are separated below by semicolons:

$$
\begin{equation*}
B_{i}^{\dagger}, J_{+} ; \quad \mathscr{N}, J_{0} ; \quad B_{i}, J_{-}, \quad i=1,2,3, \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{ \pm}=\mp(1 / \sqrt{2})\left(J_{1} \pm i J_{2}\right), \quad J_{0}=J_{3} . \tag{3.4}
\end{equation*}
$$

The lowest weight state, which we designate as $|\omega s\rangle$, can now be characterized by

$$
\begin{align*}
& B_{i}|\omega s\rangle=0, \quad i=1,2,3  \tag{3.5a}\\
& J_{-}|\omega s\rangle=0  \tag{3.5b}\\
& \mathscr{N}|\omega s\rangle=(\omega+n / 2)|\omega s\rangle  \tag{3.5c}\\
& J_{0}|\omega s\rangle=-s|\omega s\rangle \tag{3.5d}
\end{align*}
$$

From the expression ( $3.1 \mathrm{f}, \mathrm{j}$ ) for $\mathscr{N}, J_{0}$ we see that we can also take as weight generators $C_{11}$ and $C_{22}$ of (1.1), which from (1.3c) have the eigenvalues

$$
\begin{align*}
& C_{11}|\omega s\rangle=\left(\omega_{1}+n / 2\right)|\omega s\rangle,  \tag{3.6a}\\
& C_{22}|\omega s\rangle=\left(\omega_{2}+n / 2\right)|\omega s\rangle, \tag{3.6b}
\end{align*}
$$

so that from (3.1f), (3.1j), (3.5c), and (3.5d), we obtain

$$
\begin{align*}
& \omega_{1}=\omega-s,  \tag{3.7a}\\
& \omega_{2}=\omega+s \tag{3.7b}
\end{align*}
$$

As $\omega_{1}, \omega_{2}$ are integers, we have that both $\omega, s$ are either integers or half-integers.

A complete set of basis states for the irrep

$$
\begin{equation*}
\left[\omega_{1}+n / 2, \omega_{2}+n / 2\right] \tag{3.8}
\end{equation*}
$$

of $\operatorname{Sp}(4)$, which corresponds to (2.4) for $\mathrm{Sp}(2)$, is obtained by applying polynomials in the raising generators $B_{1}^{\dagger}, B_{2}^{\dagger}, B_{3}^{\dagger}$, $J_{+}$to $|\omega s\rangle$. Using the commutation relations (3.2) we can put powers of the $J_{+}$on the right of polynomials $P\left(B_{i}^{\dagger}\right)$ and use these powers to define lowest weight states of arbitrary projection of the angular momentum, i.e.,

$$
\begin{equation*}
|\omega s \sigma\rangle=\left[\frac{(s-\sigma)!2^{s+\sigma}}{(2 s)!(s+\sigma)!}\right]^{1 / 2}\left(-J_{+}\right)^{s+\sigma}|\omega s\rangle \tag{3.9a}
\end{equation*}
$$

$$
\begin{equation*}
|\omega s-s\rangle \equiv|\omega s\rangle \tag{3.9b}
\end{equation*}
$$

where $\sigma=-s,-s+1, \ldots, s$ and $|\omega s \sigma\rangle$ is an eigenket of $\mathscr{N}$, $J^{2}, J_{0}$ with eigenvalues $(\omega+n / 2), s(s+1)$, and $\sigma$.

The $B_{i}^{\dagger}, i=1,2,3$, are the components of a vector $\mathbf{B}^{\dagger}$ with respect to the $J_{q}, q= \pm, 0$, and thus polynomials in this vector can be characterized by their degree $v$ in its components, by an irrep $l$ of the $S U(2)$ group whose generators are $J_{q}, q= \pm, 0$ and by an irrep $\mu$ of the $O(2)$ subgroup whose generator is $J_{0}$, i.e., ${ }^{23}$

$$
\begin{equation*}
P_{\nu l \mu}\left(\mathbf{B}^{\dagger}\right)=\left(\mathbf{B}^{\dagger} \cdot \mathbf{B}^{\dagger}\right)^{(v-l) / 2} \mathscr{Y}_{l \mu}\left(\mathbf{B}^{\dagger}\right) \tag{3.10}
\end{equation*}
$$

where $\mathscr{Y}_{l \mu}$ is of the solid harmonic $\mathscr{Y}_{I \mu}(\mathbf{r})=r^{l} Y_{l \mu}(\theta, \phi)$. Clearly ${ }^{24}$

$$
\begin{align*}
& {\left[J_{q}, P_{\nu l \mu}\left(\mathbf{B}^{\dagger}\right)\right]} \\
& \quad=[l(l+1)]^{1 / 2}\langle l \mu, 1 q \mid l, \mu+q\rangle P_{v l \mu+q}\left(\mathbf{B}^{\dagger}\right) \tag{3.11}
\end{align*}
$$

where $\langle\mid\rangle$ is a Clebsch-Gordan coefficient and thus $P_{v / \mu}\left(\mathbf{B}^{\dagger}\right)$ is a Racah tensor ${ }^{24}$ of order $l$ and projection $\mu$.

The basis for the irrep (3.8) of $\mathrm{Sp}(4)$ can then be written as

$$
\begin{equation*}
P_{v l \mu}\left(\mathbf{B}^{\dagger}\right)|\omega s \sigma\rangle \equiv P|\omega s\rangle \tag{3.12a}
\end{equation*}
$$

where

$$
\begin{align*}
& v=0,1,2, \ldots, \quad l=v, v-2, \ldots, 1 \text { or } 0 \\
& \mu=l, l-1, \ldots,-l, \quad \sigma=s, s-1, \ldots,-s \tag{3.12b}
\end{align*}
$$

and the right-hand side is a shorthand notation we shall employ later.

The application of $J_{q}$ to the states (3.11) implies

$$
\begin{equation*}
J_{q} P|\omega s\rangle=\left[J_{q}, P\right]|\omega s\rangle+P J_{q}|\omega s\rangle, \tag{3.13}
\end{equation*}
$$

and thus from (3.9) and (3.11) we immediately conclude that the kets

$$
\begin{equation*}
|\omega v[l s] j m\rangle \equiv \sum_{\mu, \sigma}\langle l \mu, s \sigma \mid j m\rangle P_{v \mu}\left(\mathbf{B}^{\dagger}\right)|\omega s \sigma\rangle \tag{3.14}
\end{equation*}
$$

are an alternative basis to (3.12a) with the advantage that they are eigenkets of the Hermitian operators $\mathscr{N}, J^{2}, J_{0}$ with eigenvalues $(v+\omega+n / 2), j(j+1), m=j, j-1, \ldots,-j$.

Note that while the kets $|\omega v[l, s] j m\rangle$ are orthogonal if they differ in the eigenvalues $v, j$, or $m$, this will not be the case for the $l$ which satisfies the conditions

$$
\begin{equation*}
|j-s| \leqslant l \leqslant j+s, \quad l=v, v-2, \ldots, 1 \text { or } 0 . \tag{3.15}
\end{equation*}
$$

Thus we have a complete but nonorthonormal basis in which the $l$ is a kind of "multiplicity index." ${ }^{14}$

## IV. THE DYSON BOSON REALIZATION

To derive the Dyson form of the boson realization of $\mathrm{sp}(4)$ we shall proceed in exactly the same form as was done for $\mathrm{sp}(2)$ between Eqs. (2.7) and (2.11). We first require the effect of the creation and annihilation operators appearing in (1.1) on the states (3.12). We designate these operators as $\eta_{\alpha t}$, $\xi_{\alpha t}, \alpha=1,2, t=1,2, \ldots, n$, as now indices $i, j, k$ take the values $1,2,3$ and the $s$ appears in lowest weight state $|\omega s\rangle$. We then have

$$
\begin{align*}
& \eta_{\alpha t} P|\omega s\rangle=P \eta_{\alpha t}|\omega s\rangle  \tag{4.1}\\
& \xi_{\alpha t} P|\omega s\rangle=\left[\xi_{\alpha t}, P\right]|\omega s\rangle+P \xi_{\alpha t}|\omega s\rangle
\end{align*}
$$

$$
\begin{equation*}
=\left(\frac{\partial P}{\partial B_{i}^{\dagger}} \frac{\partial B_{i}^{\dagger}}{\partial \eta_{\alpha t}}\right)|\omega s\rangle+P \xi_{\alpha t}|\omega s\rangle, \tag{4.2}
\end{equation*}
$$

where repeated indices $i, j, k$ will be summed from 1 to 3 . Applying these results twice and summing over the index $t$ from 1 to $n$, as well as using the definitions (3.1), we obtain

$$
\begin{align*}
B_{i}^{\dagger}(P|\omega s\rangle)= & \left(B_{i}^{\dagger} P\right)|\omega s\rangle,  \tag{4.3a}\\
J_{i}(P|\omega s\rangle)= & \left(-i \epsilon_{i j k} B_{j}^{\dagger} \frac{\partial P}{\partial B_{k}^{\dagger}}\right)|\omega s\rangle+P J_{i}|\omega s\rangle,  \tag{4.3b}\\
B_{i}(P|\omega s\rangle)= & \left(-B_{i}^{\dagger} \frac{\partial^{2} P}{\partial B_{j}^{\dagger} \partial B_{j}^{\dagger}}\right)|\omega s\rangle \\
& +\left[\left(2 B_{j}^{\dagger} \frac{\partial}{\partial B_{j}^{\dagger}}+2 \omega+n\right) \frac{\partial P}{\partial B_{i}^{\dagger}}\right]|\omega s\rangle \\
& -\left[2 i_{i j k} \frac{\partial P}{\partial B_{j}^{\dagger}} J_{k}\right]|\omega s\rangle,  \tag{4.3c}\\
\mathscr{N}(P|\omega s\rangle)= & {\left[\left(B_{j}^{\dagger} \frac{\partial P}{\partial B_{j}^{\dagger}}\right)+\omega+\frac{n}{2}\right]|\omega s\rangle, } \tag{4.3d}
\end{align*}
$$

where again repeated indices $i, j, k$ are summed from 1 to 3.
As in the discussion following Eq. (2.8) for sp(2), we see that the effect of the generators of $\mathrm{sp}(4)$ on the states (3.12) can be expressed in terms of operators $B_{i}^{\dagger}, i=1,2,3$, acting multiplicatively on $P$, of differential operators $\partial / \partial B_{j}^{\dagger}$ acting also on $P$ and, besides, of operators $J_{i}$ acting only on the intrinsic states $|\omega s\rangle$. To express the generators of $\mathrm{sp}(4)$ in terms of these operators it is then convenient to introduce the definitions

$$
\begin{align*}
& \beta_{i}^{+} \equiv B_{i}^{\dagger}  \tag{4.4a}\\
& \beta_{i} \equiv \frac{\partial}{\partial B_{i}^{\dagger}} \tag{4.4b}
\end{align*}
$$

as well as a new vector operator

$$
\begin{equation*}
s_{i}, \quad i=1,2,3 \tag{4.4c}
\end{equation*}
$$

acting exclusively on the intrinsic states. These new operators will then satisfy the commutation relations
$\left[\beta_{i}, \beta_{j}\right]=\left[\beta_{i}^{+}, \beta_{j}^{+}\right]=\left[\beta_{i}, s_{j}\right]=\left[\beta_{i}^{+}, s_{j}\right]=0,(4.5 \mathrm{a})$
$\left[\beta_{i}, \beta_{j}^{+}\right]=\delta_{i j}$,
$\left[s_{i}, s_{j}\right]=i \epsilon_{i j k} s_{k}$,
which are the same as those of a Lie algebra that is the direct sum of a Weyl algebra in three dimensions and an independent two-dimensional unitary unimodular Lie algebra, i.e., $w(3) \oplus \mathrm{su}(2)$.

From (4.3) we can then express the generators of sp(4) in vector notation as follows:

$$
\begin{align*}
& \mathbf{B}^{\dagger}=\boldsymbol{\beta}^{+}  \tag{4.6a}\\
& \mathbf{J}=\mathbf{1}+\mathbf{s}  \tag{4.6b}\\
& \mathbf{B}=-\boldsymbol{\beta}^{+}(\boldsymbol{\beta} \cdot \boldsymbol{\beta})+(2 \mathfrak{R}+2 \omega+n) \boldsymbol{\beta}-2 i(\boldsymbol{\beta} \times \mathbf{s}),  \tag{4.6c}\\
& \mathscr{N}=\mathfrak{R}+(\omega+n / 2), \tag{4.6d}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{I}=-i\left(\boldsymbol{\beta}^{+} \times \boldsymbol{\beta}\right),  \tag{4.7a}\\
& \mathfrak{R}=\boldsymbol{\beta}^{+} \cdot \boldsymbol{\beta} . \tag{4.7b}
\end{align*}
$$

It is easy to check that if $\beta_{i}^{+}, \beta_{i}, s_{i}$ satisfy the commutation
rules (4.5) then $B_{i}^{\dagger}, J_{i}, B_{i}, \mathscr{N}$ satisfy the commutation rules (3.2).

Equations (4.6) for the generators of $\mathrm{sp}(4)$ are equivalent to (2.11) for $\mathrm{sp}(2)$ and we note again that here $\beta_{i}{ }^{+}$is not the Hermitian conjugate of $\beta_{i}$ so that we require the passage from the Dyson to the Holstein-Primakoff realization.

## V. THE HOLSTEIN-PRIMAKOFF BOSON REALIZATION

The Holstein-Primakoff realization would be in terms of operators

$$
\begin{equation*}
b_{i}^{\dagger}, \quad b_{i}, \quad S_{i}, \quad i=1,2,3 \tag{5.1}
\end{equation*}
$$

satisfying the same commutation rules as in (4.5) but where now $b_{i}^{\dagger}$ is the Hermitian conjugate of $b_{i}$ and $S_{i}$ is Hermitian.

As in (2.13) for the case of sp(2) we assume that the operators (5.1) and (4.4) are related by a similarity transformation with an operator $K$, i.e.,

$$
\begin{align*}
& b_{i}^{\dagger}=K^{-1} \beta_{i}^{+} K,  \tag{5.2a}\\
& b_{i}=K^{-1} \beta_{i} K,  \tag{5.2b}\\
& S_{i}=K^{-1} s_{i} K, \tag{5.2c}
\end{align*}
$$

as in this way the appropriate commutation rules for $b_{i}^{\dagger}, b_{i}$, $S_{i}$ follow immediately from (4.5). As $\left(\beta_{i}^{+}\right)^{\dagger} \neq \beta_{i}$, while $\left(b_{i}^{\dagger}\right)^{\dagger}$ $=b_{i}$, the $K$ is not unitary but we can assume, without loss of generality, that it is Hermitian. We shall furthermore impose the additional condition that $K$ should be an invariant ${ }^{18,19,21}$ of the $u(2)$ subalgebra of $\mathrm{sp}(4)$, i.e.,

$$
\begin{equation*}
[K, \mathscr{N}]=\left[K, J_{i}\right]=0 \tag{5.3}
\end{equation*}
$$

Through Eqs. (4.6) and (5.2) we then obtain in vector notation
$\mathbf{B}^{\boldsymbol{\dagger}}=\mathbf{K} \mathbf{b}^{\dagger} \boldsymbol{K}^{-1}$,
$\mathbf{J}=\mathbf{L}+\mathbf{S}$,
$\mathbf{B}=K\left[-\mathbf{b}^{\dagger}(\mathrm{b} \cdot \mathrm{b})+(2 N+2 \omega+n) \mathbf{b}-2 i(\mathrm{~b} \times \mathbf{S})\right] K^{-1}$,
$\mathscr{N}=N+(\omega+n / 2)$,
where

$$
\begin{align*}
& \mathbf{L}=-i\left(\mathbf{b}^{\dagger} \times \mathbf{b}\right),  \tag{5.5a}\\
& N=\mathbf{b}^{\dagger} \cdot \mathbf{b} . \tag{5.5b}
\end{align*}
$$

To obtain (5.4b) and ( 5.4 d ) we passed $K, K^{-1}$ to the left-hand side and from (5.3) wrote $K^{-1} \mathrm{~J} K=\mathbf{J}, K^{-1} \mathscr{N} K=\mathscr{N}$.

From (1.1) and (3.1) we see that $\mathbf{B}^{\dagger}$ is the Hermitian conjugate of $B$ and as $K$ is Hermitian we get

$$
\begin{equation*}
\mathbf{B}=K^{-1} \mathbf{b} K, \tag{5.6}
\end{equation*}
$$

which combined with $(5.4 \mathrm{c})$ gives us the equation

$$
\begin{equation*}
\mathbf{b} K^{2}=K^{2}\left[-\mathbf{b}^{\dagger}(\mathbf{b} \cdot \mathbf{b})+(2 N+2 \omega+n) \mathbf{b}-2 i(\mathbf{b} \times \mathbf{S})\right], \tag{5.7}
\end{equation*}
$$

which is the equivalent for $\mathrm{sp}(4)$ of the relation (2.17) for $\mathrm{sp}(2)$.

We now wish to see whether from (5.7) we can get the operator form of $K$. This requires, as in the arguments following (2.17), a complete set of boson states. As now besides the $b_{i}^{\dagger}, i=1,2,3$, we have the completely independent elements $S_{i}$ of a su(2) Lie algebra, our boson states will be
formed by coupling the standard harmonic oscillator states in three dimensions ${ }^{23}$

$$
\begin{equation*}
\left.A_{v l} P_{v \mu}\left(\mathbf{b}^{\dagger}\right) \mid 0\right) \tag{5.8}
\end{equation*}
$$

where $P_{v \mu \mu}\left(\mathbf{b}^{\dagger}\right)$ is given by (3.10) with $b^{\dagger}$ replacing $B^{\dagger}$ and ${ }^{23}$

$$
\begin{equation*}
A_{v l}=(-1)^{(v-l) / 2}[4 \pi /(v-l)!!(v+l+1)!!]^{1 / 2} \tag{5.9}
\end{equation*}
$$

with the orthonormalized states $\mid s \sigma$ ) for an independent su(2) Lie algebra, i.e.,
$\mid v[l, s] j m)$

$$
\begin{equation*}
\left.\left.=\sum_{\mu, \sigma}\langle l \mu, s \sigma \mid j m\rangle\left\{\left[A_{v l} P_{v l \mu}\left(b^{\dagger}\right) \mid 0\right)\right] \mid s \sigma\right)\right\} \tag{5.10}
\end{equation*}
$$

We denote these boson states by round kets to distinguish them from the angular kets (3.14) that are basis of the irrep (3.8) of $\mathbf{s p}(4)$. We furthermore notice that, from construction, the states (5.10) are orthonormal in all their quantum numbers as the kets (5.10) are eigenkets of the Hermitian operators $N, L^{2}, S^{2}, J^{2}, J_{0}$ with eigenvalues $v, l(l+1)$, $s(s+1), j(j+1), m$. Note that here we interpret $J_{i}$ as the boson operator $J_{i}=L_{i}+S_{i}, i=1,2,3$, which, from (5.4b), equals the generator $J_{i}$ of the su(2) subalgebra of $\mathrm{sp}(4)$.

Our next step would be to take the matrix elements of the left- and right-hand sides of $(5.7)$ with respect to the states (5.10). Before proceeding we first rewrite (5.7) in a more convenient form using the relations

$$
\begin{align*}
i(\mathbf{L} \times \mathbf{b}) & =N \mathbf{b}-\mathbf{b}^{\dagger}(\mathbf{b} \cdot \mathbf{b})  \tag{5.1la}\\
{\left[L^{2}, \mathbf{b}\right] } & =-2 i(\mathbf{L} \times \mathbf{b})-2 \mathbf{b}  \tag{5.11b}\\
{\left[J^{2}, \mathbf{b}\right] } & =-2 i(\mathbf{J} \times \mathbf{b})-2 \mathbf{b} \\
& =-2 i(\mathbf{L} \times \mathbf{b})-2 i(\mathbf{S} \times \mathbf{b})-2 \mathbf{b} \tag{5.11c}
\end{align*}
$$

to get
$\mathbf{b} K^{2}=K^{2}\left\{(N+2 \omega+n-1) \mathbf{b}+\frac{1}{2}\left[L^{2}, \mathrm{~b}\right]-\left[J^{2}, \mathrm{~b}\right]\right\}$.
We introduce the notation

$$
\begin{equation*}
(v[l ' s] j m|K| v[l s] j m) \equiv K_{l l}(v, j, s) \tag{5.13}
\end{equation*}
$$

which from (5.3) are the only matrix elements different from zero and in which $l^{\prime}, l$ are restricted by (3.15). Furthermore we denote the matrix elements for the corresponding operator $K^{2}$ appearing in (5.12) as

$$
\begin{equation*}
\left(v\left[l^{\prime} s\right] j m\left|K^{2}\right| v[l s] j m\right) \equiv \mathscr{M}_{l^{\prime} l}(v, j, s) \tag{5.14}
\end{equation*}
$$

Taking now the reduced matrix elements of the left- and right-hand side of (5.12) with respect to the states (5.10), we get the following recursion relation for (5.14):

$$
\begin{align*}
\sum_{\bar{l}}(v- & \left.1\left[l^{\prime} s\right] j^{\prime}\|\mathbf{b}\| v\left[\bar{l}_{s}\right] j\right) \mathscr{M}_{\bar{l}}(v, j, s) \\
= & \sum_{\bar{l}^{\prime}} \mathscr{M}_{l \bar{T}^{\prime}}\left(v-1, j^{\prime}, s\right)\{(v+2 \omega+n-2) \\
& \left.+\frac{1}{2}\left[\bar{l}^{\prime}\left(\bar{l}^{\prime}+1\right)-l(l+1)\right]-\left[j^{\prime}\left(j^{\prime}+1\right)-j(j+1)\right]\right\} \\
& \times\left(v-1\left[\bar{l}^{\prime} s\right] j^{\prime}\|\mathbf{b}\| v[l s] j\right) . \tag{5.15}
\end{align*}
$$

From the fact that $b^{\dagger}$ is the Hermitian conjugate of $b$ we get that ${ }^{24}$

$$
\begin{align*}
&\left(v-1\left[l^{\prime} s\right] j^{\prime}\|\mathbf{b}\| v[l s] j\right) \\
&=(-1)^{-j^{\prime}}\left[(2 j+1) /\left(2 j^{\prime}+1\right)\right]^{1 / 2} \\
& \times\left(v[l s] j\left\|\mathbf{b}^{\dagger}\right\| v-1\left[l^{\prime} s\right] j^{\prime}\right) \tag{5.16}
\end{align*}
$$

while standard Racah algebra ${ }^{24}$ gives us

$$
\begin{align*}
& \left(v[l s] j\left\|\mathbf{b}^{\dagger}\right\| v-1\left[l^{\prime} s\right] j^{\prime}\right) \\
& =(-1)^{s+1-l^{\prime}-j}\left[(2 l+1)\left(2 j^{\prime}+1\right)\right]^{1 / 2} W\left(l^{\prime} l j^{\prime} j ; 1 s\right) \\
& \quad \times\left(v l\left\|\mathbf{b}^{\dagger}\right\| v-1 l^{\prime}\right) \tag{5.17}
\end{align*}
$$

with $W$ being a Racah coefficient, and the last reduced matrix element takes the value ${ }^{23}$

$$
\begin{align*}
& \left(v l\left\|\mathbf{b}^{\dagger}\right\| v-1 l^{\prime}\right) \\
& \quad=[(v+l+1) l /(2 l+1)]^{1 / 2} \delta_{l^{\prime}, l-1} \\
& \quad \quad+[(v-l)(l+1) /(2 l+1)]^{1 / 2} \delta_{l^{\prime}, l+1} \tag{5.18}
\end{align*}
$$

In Appendix A we discuss the recursion relation (5.15) for $\mathscr{M}_{l^{\prime} l}(\nu, j, s)$ and show that for a given spin $s$ they can be solved in an analytic fashion though, in general, rather laboriously. The main problem is how to extract from $\mathscr{M}_{1 \eta}(v, j, s)$ the $K_{l \cdot}(v, j, s)$ that we need to establish in explicit, analytic, and closed form, through $\mathbf{B}^{\dagger}=K \mathbf{b}^{\dagger} K^{-1}$, the generators of $\mathrm{sp}(4)$ in terms of those of $w(3) \oplus \mathrm{su}(2)$. In the next section we show that this is not possible in general as it requires the solution of an algebraic equation of high degree. We can though carry it out for low values of the spin as we also show in Sec. VI.

## VI. DETERMINATION OF THE MATRIX FORM OF K FOR PARTICULAR SPINS AND THE CORRESPONDING BOSON REALIZATIONS

In Appendix A we show how to get, for a given value of the spin $s$, the explicit matrix elements $\mathscr{M}_{I^{\prime} l}(v, j, s)$ with respect to the states ( 5.10 ), associated with the operator $K^{2}$. For fixed $v, j$ we have then the finite real symmetric matrices

$$
\begin{equation*}
\mathbf{M}(v, j, s)=\left\|\mathscr{M}_{l^{\prime} l}(v, j, s)\right\| \tag{6.1}
\end{equation*}
$$

where $l^{\prime}, l$ are restricted by (3.15).
The matrix

$$
\begin{equation*}
\mathbf{K}(v, j, s)=\left\|K_{l \prime}(v, j, s)\right\| \tag{6.2}
\end{equation*}
$$

can then be obtained by first diagonalizing $\mathbf{M}(v, j, s)$ through an orthogonal transformation

$$
\begin{equation*}
\mathbf{M}=\tilde{\mathscr{O}} \mathbf{D} \mathcal{O}, \tag{6.3}
\end{equation*}
$$

where $\mathbf{D}$ is diagonal with all elements positive and $\widetilde{\mathscr{O}}$ is the transpose of $\mathscr{O}$. We take the square root of this diagonal matrix to get

$$
\begin{equation*}
\mathbf{K}=\widetilde{\mathscr{O}} \mathbf{D}^{1 / 2} \theta \tag{6.4}
\end{equation*}
$$

as then $K^{2}=M$.
Immediately one problem becomes apparent. The explicit form of $\mathbf{M}$ for a given spin $s$ can be obtained through the procedures of Appendix $A$. To diagonalize $M$ we require the solution of the secular equation

$$
\begin{equation*}
\operatorname{det}(\mathbf{M}-\lambda \mathbf{I})=0 \tag{6.5}
\end{equation*}
$$

which, in general, implies an algebraic equation in $\lambda$ of large degree. Thus the present approach can give us, in general, the matrix $K$ only numerically.

There are, though, values of $s$ such as $s=0, \frac{1}{2}, 1$, where the secular equation can be solved analytically as, from the discussion in Appendix A, it does not exceed the second degree. We expect then that for these cases it is possible to get a boson realization of $\mathrm{sp}(4)$ similar to that given in (2.24) for
$\mathrm{sp}(2)$. We proceed to show that this is the case for $s=0, \frac{1}{2}$, while for $s=1$ we just discuss the matrix elements $K_{l, i}(v, j, 1)$, as the realization follows from them in a similar fashion as in the case $s=0, \frac{1}{2}$.

Before dealing with the particular cases mentioned, we show that besides the relation $\mathbf{B}^{\dagger}=\mathbf{K} \mathbf{b}^{\dagger} \mathbf{K}^{-1}$, we have an alternative way of expressing $\mathbf{B}^{\dagger}$ in terms of elements of the enveloping algebra of $w(3) \oplus \mathrm{su}(2)$, which is relevant to the boson realization. We note that $\mathbf{b}^{\dagger}$ is a vector, which, in the ket $\mid v[l s] j m$ ) of ( 5.10 ), changes $v \rightarrow v+1 ; j \rightarrow j^{\prime}=j \pm 1, j$, while $K$ is a scalar that does not affect $v, j$. As $\mathrm{B}^{\dagger}$ is also a vector we have the reduced matrix element relation

$$
\begin{align*}
(v+1 & {\left.\left[l l^{\prime} s\right] j^{\prime}\left\|B^{\dagger}\right\| v[l s] j\right) } \\
= & \sum_{\overline{7,,^{\prime}}}\left(K_{l \eta^{\prime}}\left(v+1, j^{\prime}, s\right)\right. \\
& \left.\times\left(v+1\left[\bar{l}^{\prime} s\right] j^{\prime}\left\|b^{\dagger}\right\| v\left[\bar{l}_{s}\right] j\right) K_{\bar{l}}^{-1}(v, j, s)\right\} \tag{6.6}
\end{align*}
$$

where $K_{l^{\prime} l}(v, j, s)$ is given by (5.13) while the reduced matrix element of $b^{\dagger}$ appears in (5.17) and (5.18).

The three-dimensional vector $\mathbf{B}^{\dagger}$ can also be expanded in terms of three independent vectors with the properties of $\mathbf{b}^{\dagger}$, which we could take as

$$
\begin{equation*}
\mathbf{b}^{\dagger}, \quad\left[L^{2}, \mathbf{b}^{\dagger}\right], \quad\left[J^{2}, \mathbf{b}^{\dagger}\right] \tag{6.7}
\end{equation*}
$$

The coefficients in this expansion, which we denote by $F, G, H$, have to be invariants of the $u(2)$ Lie subalgebra of $\mathrm{sp}(4)$ if we want to satisfy the commutation relations (3.2).

We thus have

$$
\begin{equation*}
\mathbf{B}^{\dagger}=\mathbf{b}^{\dagger} \boldsymbol{F}+\left[L^{2}, \mathbf{b}^{\dagger}\right] G+\left[J^{2}, \mathbf{b}^{\dagger}\right] H \tag{6.8}
\end{equation*}
$$

An alternative form for $\mathrm{B}^{\dagger}$ can be obtained using the relation

$$
\begin{align*}
& {\left[L^{2}, \mathbf{b}^{\dagger}\right]=-2 i\left(\mathbf{L} \times \mathbf{b}^{\dagger}\right)-2 \mathbf{b}^{\dagger}}  \tag{6.9a}\\
& {\left[J^{2}, \mathbf{b}^{\dagger}\right]=-2 i\left(\mathbf{J} \times \mathbf{b}^{\dagger}\right)-2 \mathbf{b}^{\dagger}} \tag{6.9b}
\end{align*}
$$

as well as $\mathbf{J}=\mathbf{L}+\mathbf{S}$. We can then write

$$
\begin{equation*}
\mathbf{B}^{\dagger}=\mathbf{b}^{\dagger} f+i\left(\mathbf{L} \times \mathbf{b}^{\dagger}\right) g+i\left(\mathbf{S} \times \mathbf{b}^{\dagger}\right) h, \tag{6.10}
\end{equation*}
$$

where
$f=F-2 G-2 H, \quad g=-2(G+H), \quad h=-2 H$.
We now take the reduced matrix element of both sides of $(6.8)$ with respect to the states $\mid v[l s] j m)$ of $(5.10)$ and obtain

$$
\begin{align*}
(v+ & \left.1\left[l^{\prime} s\right] j^{\prime}\left\|\mathbf{B}^{\dagger}\right\| v[l s] j\right) \\
= & \sum_{\bar{l}}\left(v+1\left[l^{\prime} s\right] j^{\prime}\left\|\mathbf{b}^{\dagger}\right\| v[\bar{l} s] j\right) \\
& \times\left\{F_{7 l}(v, j, s)+\left[l^{\prime}\left(l^{\prime}+1\right)-\bar{l}(\bar{l}+1)\right] G_{\bar{l}}(v j s)\right. \\
& \left.+\left[j^{\prime}\left(j^{\prime}+1\right)-j(j+1)\right] H_{\overline{l l}}(v, j, s)\right\} \tag{6.12}
\end{align*}
$$

where

$$
\begin{equation*}
F_{7 l}(v, j, s)=\left(v\left[\bar{l}_{s}\right] j m|F| v[l s] j m\right) \tag{6.13}
\end{equation*}
$$

and similarly for $G_{l l}(v, j, s)$ and $H_{7 l}(v, j, s)$, as $F, G$, and $H$ are invariant with respect to the $u(2)$ subalgebra of $\mathrm{sp}(4)$.

If we equate (6.6) and (6.12) we get a system of linear equations in the unknowns $F_{7_{l}}(v, j, s), G_{l l}(v, j, s), H_{7 l}(v, j, s)$, in which we consider $v, j, s$ fixed while $j^{\prime}=j \pm 1, j$ and $l^{\prime}$ takes all values consistent with $v+1, j^{\prime}$ through the rules (3.15) while the same holds for $\bar{l}, l$ with respect to $v, j$.

Once we have determined the unknowns we can identify them with matrix elements of definite operators that are functions of the generators of the $\mathrm{sp}(4)$ that are invariant under the $u(2)$ Lie subalgebra of $s p(4)$, thus getting in the form (6.10) the boson realization for given spin.

## A. Boson realization for $s=0$

When the spin $s=0$ we have that $\mathbf{J}=\mathbf{L}$ and thus the states $(5.10)$ can be written as

$$
\begin{equation*}
\mid v[l 0] l m) \equiv \mid v l m\} \tag{6.14}
\end{equation*}
$$

The matrix elements $K_{l^{\prime} l}(v, j, s)$ for $s=0$ become

$$
\begin{equation*}
K_{l l}(v, l, 0)=\mathscr{M}_{l l}^{1 / 2}(v, l, 0) \equiv K(v, l) \tag{6.15}
\end{equation*}
$$

and from (A10) for $s=0$ they become $K(v l)$

$$
\begin{equation*}
=\left[\frac{(v+l+2 \omega+n-2)!(v-l+2 \omega+n-3)!!}{(2 \omega+n-2)!(2 \omega+n-3)!!}\right]^{1 / 2} \tag{6.16}
\end{equation*}
$$

From (6.6) and (6.14) we now have

$$
\begin{align*}
& \left\{v+1, l^{\prime}\left\|\mathbf{B}^{\dagger}\right\| v l\right\} \\
& \quad=K\left(v+1, l^{\prime}\right)\left\{v+1, l^{\prime}\left\|\mathbf{b}^{\dagger}\right\| v l\right\} K^{-1}(v, l) \tag{6.17}
\end{align*}
$$

and from (6.16) we obtain for the two possibilities $l^{\prime}=l \pm 1$ the equations

$$
\begin{align*}
& \left\{v+1, l+1\left\|\mathbf{B}^{\dagger}\right\| v l\right\} \\
& \quad=(v+l+n+2 \omega)^{1 / 2}\left\{v+1, l+1\left\|\mathbf{b}^{\dagger}\right\| v l\right\}  \tag{6.18a}\\
& \left\{v+1, l-1\left\|\mathbf{B}^{\dagger}\right\| v l\right\} \\
& \quad=(v-l+n+2 \omega-1)^{1 / 2}\left\{v+1, l-1\left\|\mathbf{b}^{\dagger}\right\| v l\right\} \tag{6.18b}
\end{align*}
$$

Turning now our attention to the expression (6.8) for $\mathrm{B}^{\dagger}$, we note that as $S=0$ and $J=L$ we can write it just as

$$
\begin{equation*}
\mathbf{B}^{\dagger}=\mathbf{b}^{\dagger} \boldsymbol{F}+\left[L^{2}, \mathbf{b}^{\dagger}\right] G \tag{6.19}
\end{equation*}
$$

from which we get the matrix element

$$
\begin{align*}
\left\{v+1, l^{\prime}\left\|\mathbf{B}^{\dagger}\right\| v l\right\}= & \left\{v+1, l^{\prime}\left\|\mathbf{b}^{\dagger}\right\| v l\right\} \\
& \times\left\{F(v, l)+\left[l^{\prime}\left(l^{\prime}+1\right)\right.\right. \\
& -l(l+1)] G(v, l)\} \tag{6.20a}
\end{align*}
$$

where

$$
\begin{equation*}
F(v, l)=\{v \operatorname{lm}|F| v \operatorname{lm}\} \tag{6.20b}
\end{equation*}
$$

as it is independent of $m$, and similarly for $G(v, l)$.
Substituting $l^{\prime}=l \pm 1$ in (6.20) and comparing with (6.18) we get the equations

$$
\begin{align*}
& F(v, l)+2(l+1) G(v, l)=(v+l+2 \omega+n)^{1 / 2}  \tag{6.21a}\\
& F(v, l)-2 l G(v, l)=(v-l+2 \omega+n-1)^{1 / 2}
\end{align*}
$$

from which

$$
\begin{align*}
F(v, l)= & (2 l+1)^{-1}\left\{l(v+l+2 \omega+n)^{1 / 2}\right. \\
& \left.+(l+1)(v-l+2 \omega+n-1)^{1 / 2}\right\},  \tag{6.22a}\\
G(v, l)= & {[2(2 l+1)]^{-1}\left\{(v+l+2 \omega+n)^{1 / 2}\right.} \\
& \left.-(v-l+2 \omega+n-1)^{1 / 2}\right\} . \tag{6.22b}
\end{align*}
$$

From (6.9a) we see that Eq. (6.19) can also be written as

$$
\begin{equation*}
\mathbf{B}^{\dagger}=\mathbf{b}^{\dagger} f+i\left(\mathbf{L} \times \mathbf{b}^{\dagger}\right) \mathbf{g} \tag{6.23}
\end{equation*}
$$

where

$$
\begin{equation*}
f=F-2 G, \quad g=-2 G \tag{6.24}
\end{equation*}
$$

We can now replace in (6.22) $v, l$ by the operators

$$
\begin{equation*}
N, \quad L \equiv\left(\mathbf{L}^{2}+\frac{1}{4}\right)^{1 / 2}-\frac{1}{2} \tag{6.25}
\end{equation*}
$$

which give precisely these eigenvalues when acting on $\mid \boldsymbol{v l m}\}$. Thus we obtain

$$
\begin{align*}
f(N, L)= & \left\{(L-1)(2 L+1)^{-1}(N+L+2 \omega+n)^{1 / 2}\right. \\
& \left.+(L+2)(2 L+1)^{-1}(N-L+2 \omega+n-1)^{1 / 2}\right\} \\
g(N, L)= & (2 L+1)^{-1}\left\{(N-L+2 \omega+n-1)^{1 / 2}\right.  \tag{6.26a}\\
& \left.-(N+L+2 \omega+n)^{1 / 2}\right\} \tag{6.26b}
\end{align*}
$$

where the square roots and reciprocals cause us no trouble as they are operators diagonal in the basis $\mid v / m\}$.

The expressions (6.23) and (6.26) give us then the boson realization of $\mathrm{sp}(4)$ for the $\operatorname{spin} s=0$ when they are supplemented with

$$
\mathbf{B}=(f-2 g) \mathbf{b}-i g(\mathbf{L} \times \mathbf{b})
$$

as well as with

$$
\begin{align*}
& \mathbf{J}=\mathbf{L}  \tag{6.27a}\\
& \mathscr{N}=N+(\omega+n / 2) \tag{6.27b}
\end{align*}
$$

where (6.27a) and (6.27b) come from (5.4b) and (5.4d) when $\mathbf{S}=0$, while ( $6.23^{\prime}$ ) follows from (6.23) by Hermitian conjugation, where we note that from (6.26) $f, g$ are Hermitian.

The expressions (6.23) and (6.27) are then the boson realization of $\mathrm{sp}(4)$ for $S=0$ and they correspond to (2.24) for $\mathrm{sp}(2)$. We would like now to invert them to get $\mathbf{b}^{\dagger}$ and $\mathbf{b}$ in terms of $\mathbf{B}^{\dagger}, \mathbf{B}, \mathbf{J}$, and $\mathscr{N}$, as was done in (2.26) for $\mathrm{sp}(2)$. For this purpose we need only the equation

$$
\begin{equation*}
i\left(\mathbf{J} \times \mathbf{B}^{\dagger}\right)=\mathbf{b}^{\dagger}\left(\mathbf{L}^{2}-2\right) g+i\left(\mathbf{L} \times \mathbf{b}^{\dagger}\right)(f-3 g), \tag{6.28}
\end{equation*}
$$

where to get the right-hand side we use (6.23) and (6.27a). From (6.23) and (6.28) we then obtain $\mathbf{b}^{\dagger}=\left[\mathbf{B}^{\dagger}(f-3 g)-i\left(\mathbf{J} \times \mathbf{B}^{\dagger}\right) g\right]\left[f^{2}-3 f g-\left(J^{2}-2\right) g^{2}\right]^{-1}$,
where $f$ and $g$ are given by (6.26) in which, from (6.27a) and (6.27b), we replace $N$ by $\mathscr{N}-(\omega+n / 2)$ and $L$ by $J$, where now

$$
\begin{equation*}
J \equiv\left(\mathbf{J}^{2}+\frac{1}{4}\right)^{1 / 2}-\frac{1}{2} . \tag{6.30}
\end{equation*}
$$

Taking the Hermitian conjugate of (6.29) we finally obtain $\mathbf{b}=\left[f^{2}-3 f g-\left(J^{2}-2\right) g^{2}\right]^{-1}[(f-g) \mathbf{B}+i g(\mathbf{J} \times \mathbf{B})]$,
and thus we have in ( 6.29 ) and ( $6.29^{\prime}$ ) the boson operators for the "closed shell" case corresponding to $s=0$.

## B. Boson realization for $s=\frac{1}{2}$

When the spin $s=\frac{1}{2}$ the states (5.10) take the form

$$
\begin{equation*}
\left.\left\lvert\, v\left[l \frac{1}{2}\right] j m\right.\right), \tag{6.31}
\end{equation*}
$$

where $l=j \pm \frac{1}{2}$. Thus the matrices $\mathbf{M}$ and K of (6.1) and (6.2) for fixed $v, j$ are $2 \times 2$ and besides they are diagonal, as from (3.15) both $v-l^{\prime}$ and $v-l$ must be even. We have then that

$$
\begin{equation*}
K_{l l}\left(v, j, \frac{1}{2}\right)=\mathscr{M}_{l l}^{1 / 2}\left(v, j, \frac{1}{2}\right), \tag{6.32}
\end{equation*}
$$

and from (A22) and (A23) for $s=\frac{1}{2}$ we have that

$$
\begin{align*}
& K_{j+1 / 2, j+1 / 2}\left(v, j, \frac{1}{2}\right) \\
& \equiv K_{+}(v, j) \\
&=\left[\frac{\left(v+j+2 \omega+n-\frac{3}{2}\right)!!\left(v-j+2 \omega+n-\frac{5}{2}\right)!!}{(2 \omega+n-1)!(2 \omega+n-4)!!}\right]^{1 / 2} \tag{6.33a}
\end{align*}
$$

$$
K_{j-1 / 2, j-1 / 2}\left(v, j, \frac{1}{2}\right)
$$

$$
\equiv K_{-}(v, j)
$$

$$
\begin{equation*}
=\left[\frac{\left(v+j+2 \omega+n-\frac{3}{2}\right)!!\left(v-j+2 \omega+n-\frac{1}{2}\right)!!}{(2 \omega+n-1)!(2 \omega+n-4)!!}\right]^{1 / 2} \tag{6.33b}
\end{equation*}
$$

where we have made use of in (A22) and (A23) that $\mathscr{M}_{00}\left(0, \frac{1}{2}, \frac{1}{2}\right)=1$ and $\mathscr{M}_{11}\left(1, \frac{1}{2}, \frac{1}{2}\right)=(2 \omega+n-2)$.

From the diagonal character of the matrix $K\left(v, j, \frac{1}{2}\right)$ we see that the summation in the reduced matrix elements of $\mathbf{B}^{\dagger}$ given by (6.6) disappears and thus we have

$$
\begin{align*}
(v+ & \left.1\left[l^{\prime} \frac{1}{2}\right] j^{\prime}\left\|\mathbf{B}^{\dagger}\right\| v\left[l \frac{1}{2}\right] j\right) \\
= & K_{l}^{\prime} l^{\prime}\left(v+1, j^{\prime}, \frac{1}{2}\right)\left(v+1\left[l^{\prime} \frac{1}{2}\right] j^{\prime}\left\|\mathbf{b}^{\dagger}\right\| v\left[l \frac{1}{2}\right] j\right) \\
& \times K_{l l}^{-1}\left(v, j, \frac{1}{2}\right) . \tag{6.34}
\end{align*}
$$

We note furthermore that from (6.13) $F_{l^{\prime} l}\left(v, j, \frac{1}{2}\right)$ is also diagonal in the indices $l^{\prime}, l$ as again $l^{\prime}, l=j \pm \frac{1}{2}$ and $v-l, v-l^{\prime}$ are even. As this applies also to $G$ and $H$, we see that the sum in the reduced matrix element of $\mathrm{B}^{\dagger}$ given by (6.12) also disappears and we have

$$
\begin{align*}
(v+ & \left.1\left[l^{\prime} \frac{1}{2}\right] j^{\prime}\left\|B^{\dagger}\right\| v\left[l \frac{1}{2}\right] j\right) \\
= & \left(v+1\left[l^{\prime} \frac{1}{2}\right] j^{\prime}\left\|b^{\dagger}\right\| v\left[l \frac{1}{2}\right] j\right) \\
& \times\left\{F_{l l}\left(v, j, \frac{1}{2}\right)+\left[l^{\prime}\left(l^{\prime}+1\right)-l(l+1)\right] G_{l l}\left(v, j, \frac{1}{2}\right)\right. \\
& \left.+\left[j^{\prime}\left(j^{\prime}+1\right)-j(j+1)\right] H_{l l}\left(v, j, \frac{1}{2}\right)\right\} . \tag{6.35}
\end{align*}
$$

Equating (6.34) and (6.35) we see that the reduced matrix element of $\mathbf{b}^{\dagger}$ will cancel and thus we get

$$
\begin{gather*}
F_{l l}\left(v, j, \frac{1}{2}\right)+\left(l^{\prime}-l\right)\left(l+l^{\prime}+1\right) G_{l l}\left(v, j, \frac{1}{2}\right) \\
+\left(j^{\prime}-j\right)\left(j+j^{\prime}+1\right) H_{l l}\left(v, j, \frac{1}{2}\right) \\
=K_{l^{\prime} l^{\prime}}\left(v+1, j^{\prime}, \frac{1}{2}\right) K_{l l}^{-1}\left(v, j, \frac{1}{2}\right) . \tag{6.36}
\end{gather*}
$$

We note from (3.15) that for $l=j+\frac{1}{2}$ we have for $\left(l^{\prime}, j^{\prime}\right)$ the admissible values

$$
\begin{equation*}
\left(l^{\prime}, j^{\prime}\right)=\left(j+\frac{3}{2}, j+1\right), \quad\left(j-\frac{1}{2}, j\right), \quad\left(j-\frac{1}{2}, j-1\right), \tag{6.37a}
\end{equation*}
$$

while for $l=j-\frac{1}{2}$ they become

$$
\begin{equation*}
\left(l^{\prime}, j^{\prime}\right)=\left(j+\frac{1}{2}, j+1\right), \quad\left(j+\frac{1}{2}, j\right), \quad\left(j-\frac{3}{2}, j-1\right) \tag{6.37b}
\end{equation*}
$$

Substituting these values in (6.36) and using (6.33) as well as the notation

$$
\begin{equation*}
F_{l l}\left(v, j, \frac{1}{2}\right)=F_{j \pm 1 / 2, j \pm 1 / 2}\left(v, j, \frac{1}{2}\right) \equiv F_{ \pm}(v, j), \tag{6.38}
\end{equation*}
$$

and similar ones for $G, H$, we obtain two sets of three linear equations, one for the unknowns $F_{+}, G_{+}, H_{+}$and the other for $F_{-}, G_{-}, H_{-}$. Thus we easily determine the six unknowns as functions of $v, j$ in a similar fashion as we did in (6.22) for $s=0$.

We want though to express $F_{ \pm}, G_{ \pm}, H_{ \pm}$not as functions of $v, j$ but as operators invariant under the $u(2)$ subalgebra of $\mathrm{sp}(4)$. For this purpose we note that, for fixed $v, j$, the $2 \times 2$ matrix

$$
\begin{equation*}
\mathbf{F}(v, j)=\left\|F_{l^{\prime} l}\left(v, j, \frac{1}{2}\right)\right\|, \quad l^{\prime}, l=j \pm \frac{1}{2} \tag{6.39}
\end{equation*}
$$

becomes

$$
\begin{align*}
& \mathbf{F}(v, j)=\left[\begin{array}{cc}
F_{+}(v, j) & 0 \\
0 & 0
\end{array}\right], \quad \text { if } v-j-\frac{1}{2} \text { is even, }  \tag{6.40a}\\
& \mathbf{F}(v, j)=\left[\begin{array}{ll}
0 & 0 \\
0 & F_{-}(v, j)
\end{array}\right], \quad \text { if } v-j-\frac{1}{2} \text { is odd. } \tag{6.40b}
\end{align*}
$$

Thus if we want to write it in operator form we need projection operators that distinguish between the two cases. Using $\mathbf{L}^{2}$, whose eigenvalues are $l(l+1)$ with $l=j \pm \frac{1}{2}$, we immediately notice that the operators

$$
\begin{align*}
& {\left[-(2 J-1) / 4+\mathbf{L}^{2} /(2 J+1)\right]}  \tag{6.41a}\\
& {\left[(2 J+3) / 4-\mathbf{L}^{2} /(2 J+1)\right]} \tag{6.41b}
\end{align*}
$$

where $J$ is given by ( 6.30 ), have the appropriate projection property as for fixed $v, j$, (6.41a) has the matrix representation

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad \text { if } v-j-\frac{1}{2} \text { even, }
$$

$$
\left[\begin{array}{ll}
0 & 0  \tag{6.42a}\\
0 & 0
\end{array}\right], \quad \text { if } v-j-\frac{1}{2} \text { odd }
$$

while for (6.41b) we obtain

$$
\begin{align*}
& {\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad \text { if } v-j-\frac{1}{2} \text { even, }} \\
& {\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], \quad \text { if } v-j-\frac{1}{2} \text { odd. }} \tag{6.42b}
\end{align*}
$$

The operator $F$ can then be written as

$$
\begin{align*}
F= & F_{+}(N, J)\left[-\frac{2 J-1}{4}+\frac{\mathbf{L}^{2}}{2 J+1}\right] \\
& +F_{-}(N, J)\left[\frac{2 J+3}{4}-\frac{\mathbf{L}^{2}}{2 J+1}\right], \tag{6.43}
\end{align*}
$$

where the $F_{ \pm}(N, J)$ are obtained when we replace in $F_{ \pm}(v, j), v$ by $N=\mathbf{b}^{\dagger} \cdot \mathbf{b}$ and $j$ by $J$ of (6.30). A similar result holds for the operators $G$ and $H$ also appearing in (6.8).

Writing now $B^{\dagger}$ in the form (6.10), where $f, g, h$ are related with $F, G, H$ by (6.11) we finally obtain that the former have the operator form

$$
\begin{aligned}
f= & (4 J)^{-1}\left[(2 J+3)\left(N-J+2 \omega+n-\frac{1}{2}\right)^{1 / 2}\right. \\
& \left.+(2 J-3)\left(N+J+2 \omega+n-\frac{1}{2}\right)^{1 / 2}\right] \\
& \times\left[-(2 J-1) / 4+\mathbf{L}^{2} /(2 J+1)\right] \\
& +[4(J+1)]^{-1}\left[(2 J+5)\left(N-J+2 \omega+n-\frac{3}{2}\right)^{1 / 2}\right. \\
& \left.+(2 J-1)\left(N+J+2 \omega+n+\frac{1}{2}\right)^{1 / 2}\right] \\
& \left.\times[2 J+3) / 4-\mathbf{L}^{2} /(2 J+1)\right], \\
g= & (2 J)^{-1}\left[\left(N-J+2 \omega+n-\frac{1}{2}\right)^{1 / 2}\right. \\
& \left.-\left(N+J+2 \omega+n-\frac{1}{2}\right)^{1 / 2}\right] \\
& \times\left[-(2 J-1) / 4+\mathbf{L}^{2} /(2 J+1)\right] \\
& +[2(J+1)]^{-1}\left[\left(N-J+2 \omega+n-\frac{3}{2}\right)^{1 / 2}\right. \\
& \left.-\left(N+J+2 \omega+n+\frac{1}{2}\right)^{1 / 2}\right]
\end{aligned}
$$

$$
\begin{equation*}
\times\left[(2 J+3) / 4-\mathbf{L}^{2} /(2 J+1)\right] \tag{6.44b}
\end{equation*}
$$

$$
\begin{equation*}
h=2 g \tag{6.44c}
\end{equation*}
$$

The boson realization of $\operatorname{sp}(4)$ for $s=\frac{1}{2}$ is given by the $\mathbf{B}^{\dagger}$ of (6.10), in which $f, g, h$ have the form (6.44), by the B which is the Hermitian conjugate of $\mathbf{B}^{\dagger}$, by $\mathbf{J}=\mathbf{L}+\mathbf{S}$, and by $\mathscr{N}=N+\omega+n / 2$. Thus we have an explicit, analytic, and closed realization for one case of "open shells."

## C. The matrix form of $K$ for $s=1$

We saw from (6.6) and (6.12) that a boson realization of $\mathrm{sp}(4)$ is possible for any spin $s$ for which we know the matrix elements $K_{l l}(v, j, s)$. This was corroborated in the previous subsections for $s=0, \frac{1}{2}$. For $s=1$ the analysis is similar though longer and we shall only indicate here how we arrive at the matrix elements of $K$.

When the spin $s=1$, the states (5.10) have $l=j \pm 1, j$, and $v-l$ must be even. Thus the matrix $M$ of (6.1), whose elements we designate, as in Appendix A, by

$$
\begin{equation*}
M_{\tau \tau}(\nu, j, 1)=\mathscr{M}_{j+\tau^{\prime}, j+\tau}(\nu, j, 1), \quad \tau, \tau^{\prime}=1,0,-1 \tag{6.45}
\end{equation*}
$$

vanishes except for $M_{00}(v, j, 1)$ when $v-j$ is even, while for $v-j$ odd only the matrix elements with $\tau, \tau^{\prime}= \pm 1$ remain. The set of equations (A7) lead us then to recursion relations. We use one of them to find the element denoted by 1 later on in Fig. 2, which is given explicitly by (A10) when we put in it $s=1$ and thus for $v-j$ odd we have

$$
\begin{align*}
M_{1,-1} & (v, j, 1) \\
= & 3(2 j+1)^{-1}[j(j+1)(v-j+1)(v+j+2) / 20]^{1 / 2} \\
& \times \frac{(v+j+2 \omega+n-3)!!}{(2 \omega+n)!!} \frac{(v-j+2 \omega+n-4)!!}{(2 \omega+n-3)!!} \\
& \times M_{1,-1}(2,1,1), \tag{6.46a}
\end{align*}
$$

where, from another of the recursion relations (A7) we get

$$
\begin{equation*}
M_{1,-1}(2,1,1)=-4 \sqrt{5}[3(2 \omega+n-2)]^{-1} \tag{6.46b}
\end{equation*}
$$

For $v-j$ even the recursion relations lead to the explicit expression (A13), which for $s=1$ gives
$M_{00}(v, j, 1)=\frac{(v-j+2 \omega+n-3)!!(v+j+2 \omega+n-2)!!}{(2 \omega+n-3)!(2 \omega+n)!!}$,
where we took $M_{00}(1,1,1)=1$.
We use other recursion relations (A7) to find for $v-j$ odd the matrix elements

$$
\begin{align*}
M_{11}(v, j, 1)= & \{(v-j+2 \omega+n-3) \\
& \left.+\frac{3}{\sqrt{20}} \frac{(v-j+1)(j+1)}{(2 j+1)} M_{1,-1}(2,1,1)\right\} \\
& \times M_{00}(v-1, j, 1),  \tag{6.48}\\
M_{-1,-1}(v, j, 1)= & \{(v+j+2 \omega+n-2) \\
& \left.+\frac{3}{\sqrt{20}} \frac{(v+j+2) j}{(2 j+1)} M_{1,-1}(2,1,1)\right\} \\
& \times M_{00}(v-1, j, 1), \tag{6.49}
\end{align*}
$$

and as $M_{1,-1}(2,1,1), M_{00}(v-1, j .1)$ are already given above we have determined all the matrix elements of $\mathbf{M}$ as $M_{-1,1}(v, j, s)=M_{1,-1}(v, j, s)$ because of the symmetric character of $\mathbf{M}$. One easily checks that the $M_{\tau^{\prime} \tau}(\nu, j, 1)$ obtained above satisfy all of the recursion relations (A7).

We turn now our attention to the matrix K of (6.2) whose elements we also write in the notation (6.45), i.e.,

$$
\begin{equation*}
K_{\tau_{\tau} \tau}(v, j, 1) \equiv K_{j+\tau^{\prime} j+\tau}(v, j, 1) . \tag{6.50}
\end{equation*}
$$

For $v-j$ even, as $\mathbf{M}$ is a diagonal matrix with only $M_{00}(v, j, 1)$ nonvanishing, we get

$$
\begin{equation*}
K_{00}(v, j, 1)=M_{00}^{1 / 2}(v, j, 1) \tag{6.51}
\end{equation*}
$$

with all other elements being zero. For $v-j$ odd we consider the $2 \times 2$ matrix made up of the nonvanishing elements of $M_{\tau \tau}(v, j, 1)$, i.e.,
$\left[\begin{array}{cc}M_{1,1}(v, j, 1) & M_{1,-1}(v, j, 1) \\ M_{-1,1}(v, j, 1) & M_{-1,-1}(v, j, 1)\end{array}\right]=\Delta\left[\begin{array}{ll}\alpha & \gamma \\ \gamma & \delta\end{array}\right]$,
where from (6.46), (6.48), and (6.49) we have

$$
\begin{align*}
\Delta= & {[(2 \omega+n-2)(2 j+1)]^{-1} M_{00}(v-1, j, 1), }  \tag{6.53a}\\
\alpha= & {[(2 j+1)(2 \omega+n-2)(v-j+2 \omega+n-3)} \\
& -2(v-j+1)(j+1)],  \tag{6.53b}\\
\gamma= & -2[j(j+1)(v-j+1)(v+j+2)]^{1 / 2},  \tag{6.53c}\\
\delta= & {[(2 j+1)(2 \omega+n-2)(v+j+2 \omega+n-2)} \\
& -2 j(v+j+2)] . \tag{6.53d}
\end{align*}
$$

The eigenvalues of the matrix (6.52) will be denoted by

$$
\begin{equation*}
\lambda_{ \pm}^{2}=\Delta / 2\left\{(\alpha+\delta) \pm\left[(\alpha-\delta)^{2}+4 \gamma^{2}\right]^{1 / 2}\right\} \tag{6.54}
\end{equation*}
$$

while the orthogonal $2 \times 2$ matrix that diagonalizes it depends only on an angle $\phi$ given by

$$
\cos 2 \phi=(\alpha-\delta) /\left[(\alpha-\delta)^{2}+4 \gamma^{2}\right]^{1 / 2}
$$

or

$$
\sin 2 \phi=2 \gamma /\left[(\alpha-\delta)^{2}+4 \gamma^{2}\right]^{1 / 2}
$$

Thus for $v-j$ odd the $3 \times 3$ matrix $K$ of (6.4) takes the form

$$
\mathbf{K}=\left[\begin{array}{clc}
\frac{1}{2}\left[\lambda_{+}+\lambda_{-}+\left(\lambda_{+}-\lambda_{-}\right) \cos 2 \phi\right] & 0 & \frac{1}{2}\left(\lambda_{+}-\lambda_{-}\right) \sin 2 \phi  \tag{6.56}\\
0 & 0 & 0 \\
\frac{1}{2}\left(\lambda_{+}-\lambda_{-}\right) \sin 2 \phi & 0 & \frac{1}{2}\left[\lambda_{+}+\lambda_{-}-\left(\lambda_{+}-\lambda_{-}\right) \cos 2 \phi\right]
\end{array}\right],
$$

while for $v-j$ even, its only nonvanishing matrix element is given by $K_{00}(v, j, 1)$ of (6.51).

With the help of these $K$ 's the matrix elements in (6.6) can be evaluated, and thus from (6.12) we can in turn get the matrix elements of the operators $F, G$, and $H$ in the basis (5.10). These matrices can be transformed into operators but now they will not only be functions of $N, J, \mathbf{L}^{2}$, as in (6.44), but will depend also on other invariants of the $u(2)$ Lie subalgebra of $\mathrm{sp}(4)$ that we can form from $b_{i}^{\dagger}, b_{i}$, and $S_{i}$, as will be suggested by the classical analysis presented in the next section.

## VII. THE CLASSICAL LIMIT

In the present section we want to consider both the ten generators of $\mathrm{sp}(4)$ in (3.1) and the nine generators of $w(3) \oplus \operatorname{su}(2)$ in (5.1), as classical observables. We wish then to express the generators of $\mathrm{sp}(4)$ as functions of those of $w(3) \oplus \operatorname{su}(2)$ and of the parameter $\omega$ in such a way that they satisfy the classical counterpart of the commutation relations in (3.2), i.e., when we replace there the commutators by Poisson brackets

$$
\begin{equation*}
[F, G] \rightarrow i\{F, G\} \tag{7.1}
\end{equation*}
$$

As in the Introduction, we start by discussing the corresponding problem for $\mathrm{sp}(2)$, which will not only serve as a guideline for the $\mathrm{sp}(4)$ case, but will also show us how much more complicated is the latter case as compared with the former.

We deal in $\mathrm{sp}(2)$ with the observables $B^{\dagger}, C, B$, which from (2.1) satisfy the Poisson bracket relations

$$
\begin{align*}
& \left\{C, B^{\dagger}\right\}=-2 i B^{\dagger}  \tag{7.2a}\\
& \{C, B\}=2 i B  \tag{7.2b}\\
& \left\{B, B^{\dagger}\right\}=-4 i C \tag{7.2c}
\end{align*}
$$

Furthermore we would like to express $B^{\dagger}, C, B$ as functions of the boson observables $b^{\dagger}$ and $b$ (whose Poisson bracket is $\left\{b^{\dagger}, b\right\}=i$ ) as well as a parameter $\omega$ which characterizes the irrep of $\mathrm{sp}(2)$. From the relation between standard Poisson brackets and those in terms of creation and annihilation observables ${ }^{25}$ we see that

$$
\begin{equation*}
\{F, G\}=i\left(\frac{\partial F}{\partial b^{\dagger}} \frac{\partial G}{\partial b}-\frac{\partial F}{\partial b} \frac{\partial G}{\partial b^{\dagger}}\right) \tag{7.3}
\end{equation*}
$$

To achieve our purpose we first note that the classical counterpart of the relation between $C$ and $N=b^{\dagger} b$, given in (2.24c), is

$$
\begin{equation*}
C=2 N+\omega, \tag{7.4}
\end{equation*}
$$

as the term $n / 2$ appearing in (2.24c) comes from $\frac{1}{2} \Sigma_{s=1}^{n}\left(\xi_{s} \eta_{s}-\eta_{s} \xi_{s}\right)$, when $\left[\xi_{s}, \eta_{t}\right]=\delta_{s t}$, while classically this term vanishes.

Turning now our attention to $B^{\dagger}, B$, considered as classical observables, we immediately see from (7.3) that

$$
\begin{align*}
& B^{\dagger}=f(N) b^{\dagger},  \tag{7.5a}\\
& B=f(N) b \tag{7.5b}
\end{align*}
$$

will satisfy the Poisson bracket relations (7.2a) and (7.2b) for an arbitrary real function $f(N)$. To determine $f$ we could use the relation (7.2c) but it is more direct to employ the classical Casimir operator_of $\mathrm{sp}(2)$, which has the form ${ }^{2}$

$$
\begin{equation*}
G=\frac{1}{4}\left(B^{\dagger} B-C^{2}\right) \tag{7.6}
\end{equation*}
$$

as, from (7.2), the Poisson bracket of $G$ with $B^{\dagger}, B$, and $C$ vanishes. The value of this Casimir operator ${ }^{2}$ can be obtained from (2.5) when we disregard $n$ and 2 as compared with $\omega$, i.e.,

$$
\begin{equation*}
G=-\frac{1}{4} \omega^{2} . \tag{7.7}
\end{equation*}
$$

From (7.5)-(7.7) we then get
$B^{\dagger} B-C^{2}=N f^{2}-(2 N+\omega)^{2}=-\omega^{2}$,
from which we obtain

$$
\begin{equation*}
f(N)=2(N+\omega)^{1 / 2} \tag{7.9}
\end{equation*}
$$

Thus the classical realization of $\mathrm{sp}(2)$ is given by

$$
\begin{align*}
& B^{\dagger}=2(N+\omega)^{1 / 2} b^{\dagger}  \tag{7.10a}\\
& C=2 N+\omega  \tag{7.10~b}\\
& B=2(N+\omega)^{1 / 2} b, \tag{7.10c}
\end{align*}
$$

as would also follow from (2.24) if we disregard there $n / 2$. From (7.10) we see that the Casimir operator (7.6) takes the value $-\omega^{2} / 4$ and, from (7.3), the generators of $\operatorname{sp}(2)$ satisfy the Poisson bracket relations (7.2).

We wish now to see how far we can go in extending the previous analysis to the generators of sp(4), i.e., in expressing the observables $B_{i}^{\dagger}, J_{i}, B_{i}, \mathscr{N}$ [that satisfy the Poisson brackets obtained from (3.2) and (7.1)] in terms of $b_{i}^{\dagger}, b_{i}, S_{i}$. Note that now the Poisson bracket relation in terms of the latter variables becomes ${ }^{25,26}$

$$
\begin{equation*}
\{F, G\}=i\left(\frac{\partial F}{\partial b_{i}^{\dagger}} \frac{\partial G}{\partial b_{i}}-\frac{\partial F}{\partial b_{i}} \frac{\partial G}{\partial b_{i}^{\dagger}}\right)+\frac{\partial F}{\partial S_{i}} \frac{\partial G}{\partial S_{j}} \epsilon_{i j k} S_{k}, \tag{7.11}
\end{equation*}
$$

where repeated indices $i, j, k$ are summed from 1 to 3 . The expression (7.11) corresponds for $\mathrm{sp}(4)$ to (7.3) for $\mathrm{sp}(2)$.

To achieve our purpose we first note that from (5.4b) and ( 5.4 d ) the classical expressions for the generators $J_{i}, \mathscr{N}$ for the $u(2)$ Lie subalgebra of $s p(4)$ are given by

$$
\begin{align*}
& \mathbf{J}=\mathbf{L}+\mathbf{S}  \tag{7.12a}\\
& \mathscr{N}=N+\omega \tag{7.12b}
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{L}=-i\left(\mathbf{b}^{\dagger} \times \mathbf{b}\right)  \tag{7.12c}\\
& N=\mathbf{b}^{\dagger} \cdot \mathbf{b} \tag{7.12d}
\end{align*}
$$

We turn now our attention to $\mathbf{B}^{\dagger}$ considered as a classical observable. As it is a vector, we can expand it in terms of three independent vectors and from (6.10) we choose these to be

$$
\begin{equation*}
\mathbf{b}^{\dagger}, \quad i\left(\mathbf{L} \times \mathbf{b}^{\dagger}\right), \quad i\left(\mathbf{S} \times \mathbf{b}^{\dagger}\right) . \tag{7.13}
\end{equation*}
$$

We can then write

$$
\begin{equation*}
\mathbf{B}^{\dagger}=f \mathbf{b}^{\dagger}+g i\left(\mathbf{L} \times \mathbf{b}^{\dagger}\right)+i h\left(\mathbf{S} \times \mathbf{b}^{\dagger}\right) \tag{7.14}
\end{equation*}
$$

where, from the discussion in Sec. VI, we see that we can take $f, g$, and $h$ as real and functions of $\mathbf{b}^{\dagger}, \mathbf{b}$, and $\mathbf{S}$ that are invariant under the $u(2)$ Lie subalgebra of $s p(4)$. From (7.12a), (7.12b), and (7.14) we see then immediately that

$$
\begin{align*}
& \left\{J_{i}, B_{j}^{\dagger}\right\}=\epsilon_{i j k} B_{k}^{\dagger}  \tag{7.15a}\\
& \left\{\mathscr{N}, B_{j}^{\dagger}\right\}=-i B_{j}^{\dagger} \tag{7.15b}
\end{align*}
$$

as

$$
\begin{align*}
& \left\{J_{i}, f\right\}=\left\{L_{i}+S_{i}, f\right\}=0,  \tag{7.16a}\\
& \{\mathscr{N}, f\}=\{N, f\}=0, \tag{7.16b}
\end{align*}
$$

and similarly for $g$ and $h$. Taking the conjugate of (7.14) we then obtain

$$
\begin{equation*}
\mathbf{B}=f \mathbf{b}-i g(\mathbf{L} \times \mathbf{b})-i h(\mathbf{S} \times \mathbf{b}), \tag{7.17}
\end{equation*}
$$

where (7.14) and (7.17) are for $\mathrm{sp}(4)$ what (7.5) was for $\mathrm{sp}(2)$.
Our next task is to try to determine $f, g$, and $h$, and, following the discussion for $\mathrm{sp}(2)$, we would like to use for this purpose the Casimir operators of $s p(4)$, which, in the classical picture, have the form ${ }^{27}$

$$
\begin{align*}
G_{2}= & \mathscr{N}^{2}+J^{2}-\mathbf{B}^{\dagger} \cdot \mathbf{B},  \tag{7.18}\\
G_{4}= & \mathscr{N}^{2} J^{2}+i \mathscr{N}\left[\mathbf{J} \cdot\left(\mathbf{B}^{\dagger} \times \mathbf{B}\right)\right]-\frac{1}{4}\left(\mathbf{B}^{\dagger} \times \mathbf{B}\right)^{2} \\
& -\left(\mathbf{J} \cdot \mathbf{B}^{\dagger}\right)(\mathbf{J} \cdot \mathbf{B}), \tag{7.19}
\end{align*}
$$

where the indices 2 and 4 are used to indicate their degrees in the generators of $\mathrm{sp}(4)$.

We now need to determine the value of these Casimir operators in terms of the $\omega, s$ that characterize, through (3.7) and (3.8), the irrep of $\mathrm{sp}(4)$. For this purpose we go back to the quantum picture and apply these operators to the lowest weight state $|\omega s\rangle$ of (3.5). As $B_{i}|\omega s\rangle=0$ we have only to consider the action of $\mathscr{N}^{2}, J^{2}$ on this state and, going back to the classical limit where $n / 2$ or 1 can be disregarded as compared to $s$ or $\omega$, we get

$$
\begin{align*}
& G_{2}=\omega^{2}+s^{2},  \tag{7.20a}\\
& G_{4}=\omega^{2} s^{2}, \tag{7.20b}
\end{align*}
$$

which are the equations that for $\mathrm{sp}(4)$ correspond to (7.7) for $\mathrm{sp}(2)$.

As the value of $s^{2}$ is also associated with the observable $S^{2}$ in the enveloping algebra of $w(3) \oplus s u(2)$, we can then write two algebraic equations for the three unknowns $f, g, h$ in the form

$$
\begin{align*}
& G_{2}-\omega^{2}-S^{2}=0  \tag{7.21a}\\
& G_{4}-\omega^{2} S^{2}=0 \tag{7.21b}
\end{align*}
$$

where in $G_{2}, G_{4}$ we replace $J=\mathbf{L}+\mathbf{S}, \mathscr{N}=N+\omega$ and $\mathbf{B}^{\dagger}$, $\mathbf{B}$ by (7.14) and (7.17). The coefficients of powers of $f, g, h$ in these equations are necessarily invariant of the $u(2)$ Lie subalgebra of $\mathrm{sp}(4)$ and in fact only the following six invariants appear:

$$
\begin{align*}
& N, \quad L^{2}, \quad \mathbf{L} \cdot \mathbf{S}, \quad S^{2} \\
& A \equiv\left(\mathbf{b}^{\dagger} \cdot \mathbf{S}\right)(\mathbf{b} \cdot \mathbf{S})  \tag{7.22}\\
& D \equiv\left[\left(\mathbf{b}^{\dagger} \cdot \mathbf{b}^{\dagger}\right)(\mathbf{b} \cdot \mathbf{S})^{2}+(\mathbf{b} \cdot \mathbf{b})\left(\mathbf{b}^{+} \cdot \mathbf{S}\right)^{2}\right]
\end{align*}
$$

The two algebraic equations given below are then those corresponding to (7.21a) and (7.21b), i.e.,

$$
\begin{align*}
f^{2} N & -2 f g L^{2}-2 f h(\mathbf{L} \cdot \mathbf{S})+g^{2} N L^{2}+2 g h N(\mathbf{L} \cdot \mathbf{S}) \\
& +h^{2} N S^{2}-h^{2} A-\left(N^{2}+2 \omega N\right. \\
& \left.+L^{2}+2 \mathbf{L} \cdot \mathbf{S}\right)=0, \\
\frac{1}{4}\left[f^{2} N\right. & -2 f g L^{2}-2 f h(\mathbf{L} \cdot \mathbf{S})+g^{2} N L^{2}+2 g h N(\mathbf{L} \cdot \mathbf{S}) \\
& \left.+h^{2}\left(N S^{2}-A\right)\right]^{2} \\
& -\frac{1}{4}\left(\left(N^{2}-L^{2}\right)\left[f^{2}-g^{2} L^{2}-2 g h \mathbf{L} \cdot \mathbf{S}-h^{2} S^{2}\right]^{2}\right. \\
& \left.+h^{4} A^{2}+h^{2}\left[f^{2}-g^{2} L^{2}-2 g h \mathbf{L} \cdot \mathbf{S}-h^{2} S^{2}\right] D\right\} \\
& -(N+\omega)\left\{2 f h A+g h(D-2 N A)+\left[h^{2}(\mathbf{L} \cdot \mathbf{S})\right.\right. \\
& \left.-2 f h N+2 g h L^{2}\right]\left(S^{2}+\mathbf{L} \cdot \mathbf{S}\right) \\
& \left.+\left(f^{2}-2 f g N+g^{2} L^{2}\right)\left[L^{2}+\mathbf{L} \cdot \mathbf{S}\right]\right\} \\
& -\left\{[f+(h-g) N]^{2} A\right. \\
& \left.+(h-g)^{2}\left(N^{2}-L^{2}\right) A-[f+(h-g) N](h-g) D\right\}
\end{align*}
$$

$$
\begin{align*}
& +\left\{S^{2}\left(N^{2}+2 N \omega\right)+\left(N^{2}+2 N \omega+\omega^{2}\right)\right. \\
& \left.\times\left[L^{2}+2(\mathbf{L} \cdot \mathbf{S})\right]\right\}=0 \tag{7.23b}
\end{align*}
$$

These equations play for $\mathrm{sp}(4)$ the role that (7.8) played for $\mathrm{sp}(2)$ and we see how much more complicated is the present problem. Furthermore they already show us that it will not be possible to obtain explicit, analytic, and closed expressions for $f, g$, and $h$ as functions of the six $u(2)$ invariants in (7.22). This follows from the fact that the quadratic equation (7.23a) allows us, for example, to express $h$ in terms of $f$ and $g$ with one square root. Substituting in the fourth-order equation (7.23b) and squaring to eliminate the square root we get an eighth-degree algebraic equation in $f$ and $g$ which cannot be solved analytically to give, for example, $g$ as a function of $f$.

But even if $h$ and $g$ could be given as explicit closed functions of $f$, we would still have the problem of determining the latter. We no longer have at our disposal Casimir operators, so we would have to use Poisson brackets of the generators of $\mathrm{sp}(4)$. Rather than employ them directly it is more convenient to consider scalar functions of them such as

$$
\begin{align*}
& \left(\mathbf{J} \cdot \mathbf{B}^{\dagger}\right),  \tag{7.24a}\\
& (\mathbf{J} \cdot \mathbf{B}), \tag{7.24b}
\end{align*}
$$

whose Poisson bracket is, from (3.2) and (7.1), given by

$$
\begin{equation*}
\left\{\left(\mathbf{J} \cdot \mathbf{B}^{\dagger}\right),(\mathbf{J} \cdot \mathbf{B})\right\}=-\left[\mathbf{J} \cdot\left(\mathbf{B}^{\dagger} \times \mathbf{B}\right)\right]+2 i J^{2} \mathscr{N} . \tag{7.25}
\end{equation*}
$$

From (7.11), (7.14), and (7.17) we obtain

$$
\begin{align*}
&\left(\mathbf{J} \cdot \mathbf{B}^{\dagger}\right)=f\left(\mathbf{b}^{\dagger} \cdot \mathbf{S}\right)+i(h-g)\left[(\mathbf{L} \times \mathbf{S}) \cdot \mathbf{b}^{\dagger}\right],  \tag{7.26a}\\
&(\mathbf{J} \cdot \mathbf{B})=f(\mathbf{b} \cdot \mathbf{S})-i(h-g)[(\mathbf{L} \times \mathbf{S}) \cdot \mathbf{b}],  \tag{7.26b}\\
&-i\left[\mathbf{J} \cdot\left(\mathbf{B}^{\dagger} \times \mathbf{B}\right)\right] \\
&= {\left[f^{2}-2 f g N+g^{2} L^{2}+2 g h(\mathbf{L} \cdot \mathbf{S})\right] } \\
& \times L^{2}+\left[f^{2}-2 f h N+h^{2}(\mathbf{L} \cdot \mathbf{S})-2 f g N+g^{2} L^{2}\right] \\
& \times(\mathbf{L} \cdot \mathbf{S})+g h(D-2 N A)+\left[-2 f h N+2 g h L^{2}\right. \\
&\left.+h^{2}(\mathbf{L} \cdot \mathbf{S})\right] S^{2}+2 f h A, \tag{7.26c}
\end{align*}
$$

and thus, from (7.12a), (7.12b), and (7.26), we see that (7.25) gives us a partial differential equation involving $f, g$, and $h$, which together with the equations (7.23a) and (7.23b) could determine these three unknown functions. It is clear, though, from the above discussion, that this will not give us $f$, $g$, and $h$ as explicit, analytic, and closed functions of the six $\mathbf{u}(2)$ invariants of (7.22), thus corroborating the quantum mechanical discussion of Sec. VI.

## VIII. CONCLUSION

The discussion carried out in this paper on the boson realization of $\mathrm{sp}(4)$ covers two main aspects. In the first one we illustrate in a simple fashion how to obtain the Dyson boson realization and then we pass it to Holstein-Primakoff form through a similarity transformation with an operator $K$, getting the equation (5.7) that $K^{2}$ satisfies. In Appendix A we show that for definite irreps of $\mathrm{Sp}(4)$ the matrix representation of $K^{2}$ can be found in an explicit, analytic, and closed form.

The second aspect, discussed in Sec. VI, shows through Eqs. (6.6) and (6.12) that an explicit, analytic, and closed form for the boson realization of $\mathrm{sp}(4)$ is possible if the matrix
expression of $K$ is known. The problem, though, is that to get the matrix representation of the operator $K$ from that of $K^{2}$ implies, in general, the solution of algebraic equation of high degree which cannot be done analytically. Thus the boson realization of $s p(4)$ equivalent to the simple and well-known expression for $\mathrm{sp}(2)$ rederived in (2.24), is only possible in some special cases when $K$ can be obtained analytically as illustrated explicitly for $s=0, \frac{1}{2} \mathrm{in} \mathrm{Sec}$. VI.

A discussion for the classical limit, in which the operator $K$ does not appear, illustrates again through the highdegree algebraic equations associated with the Casimir operators, that a boson realization in an explicit, analytic, and closed form is, in general, not feasible.

The analysis carried out for $\mathrm{sp}(4)$ is clearly susceptible to generalization ${ }^{19-21}$ to $\mathrm{sp}(2 d)$, so the conclusions indicated in the previous paragraphs are also applicable to the more general case. We note, though, that while the matrix representation $K$ cannot be obtained from $K^{2}$ analytically, there is no problem for getting it numerically and thus the procedures developed in previous references ${ }^{19-21}$ are applicable to the determination of the matrix elements of the generators of the Lie algebra $\operatorname{sp}(2 d)$ in a basis associated with an irrep of the chain of groups $\mathrm{Sp}(2 d) \supset \mathrm{U}(\mathrm{d})$. Because of its simplicity we illustrate this well-known point in Appendix B for the cases $d=1$ and 2.
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## APPENDIX A: MATRIX REPRESENTATION OF $K^{2}$

We start by considering in the recursion relation (5.15) the notation

$$
\begin{equation*}
l=j+\tau \tag{A1}
\end{equation*}
$$

in which $\tau$ goes from $-s$ to $s$ in steps of 1 but subject to the restriction (3.15). We then can write

$$
\begin{equation*}
\mathscr{M}_{l^{\prime} l}(v, j, s) \equiv M_{\tau^{\prime} \tau}(v, j, s) \tag{A2}
\end{equation*}
$$

and express (5.15) as

$$
\begin{align*}
& \sum_{\bar{\tau}} R_{\tau^{\prime} \bar{\tau}}\left(v, j, j^{\prime}\right) M_{\bar{\tau} \tau}(v, j, s) \\
& \quad=\sum_{\bar{\tau}^{\prime}} M_{\tau^{\prime} \vec{\tau}^{\prime}}\left(v-1, j^{\prime}, s\right) T_{\vec{\tau}_{\tau} \tau}\left(v, j, j^{\prime}\right), \tag{A3}
\end{align*}
$$

where
$R_{\tau^{\prime} \bar{\tau}}\left(v, j, j^{\prime}\right)=\left(v-1\left[j^{\prime}+\tau^{\prime}, s\right] j^{\prime}\|b\| v[j+\bar{\tau}, s] j\right)$,

$$
\begin{align*}
& T_{\bar{\tau}_{\tau}}\left(v, j, j^{\prime}\right)  \tag{A4a}\\
&=\left\{v+2 \omega+n-2+\frac{1}{2}\left[\left(j^{\prime}+\bar{\tau}^{\prime}\right)\left(j^{\prime}+\bar{\tau}^{\prime}+1\right)\right.\right. \\
&-(j+\tau)(j+\tau+1)]
\end{align*}
$$

$$
\begin{equation*}
\left.-j^{\prime}\left(j^{\prime}+1\right)+j(j+1)\right\} R_{\nabla_{\tau} \tau}\left(v, j, j^{\prime}\right) \tag{A4b}
\end{equation*}
$$

where the reduced matrix elements (\|b \|) are given by (5.16)(5.18).

The evaluation of the matrices $\mathbf{R}$ and $\mathbf{T}$ for the three cases $j^{\prime}=j \pm 1$ and $j^{\prime}=j$ is immediate so we have the following.
(a) For $j^{\prime}=j \pm 1$,
$R_{r_{\tau}}(v, j, j+\lambda)=a_{\tau}^{\lambda}(v, j) \delta_{\tau_{\tau}}+b_{r}^{\lambda}(v, j) \delta_{r_{r}, \tau-2 \lambda}$,
$T_{r, \tau}(\nu, j, j+\lambda)=u_{\tau}^{\lambda}(v, j) \delta_{\tau_{\tau}}+v_{\tau}^{\lambda}(\nu, j) \delta_{\tau, \tau-2 \lambda}$,
where the coefficients $a_{\tau}^{\lambda}, b_{\tau}^{\lambda}, u_{\tau}^{\lambda}$, and $v_{\tau}^{\lambda}$, with $\lambda= \pm 1$, are given by

$$
\begin{align*}
& a_{\tau^{\prime}}^{\lambda}(\nu, j) \\
& \quad=-\left[\frac{\left(2 j+\tau^{\prime}+s+\lambda+2\right)\left(2 j+\tau^{\prime}+s+\lambda+1\right)\left(2 j+\tau^{\prime}-s+\lambda+1\right)\left(2 j+\tau^{\prime}-s+\lambda\right)\left(v-\lambda \tau^{\prime}-\lambda j-(\lambda-1) / 2\right)}{4\left(2 j+2 \tau^{\prime}+2 \lambda+1\right)\left(2 j+2 \tau^{\prime}+1\right)(2 j+2 \lambda+1)(j+(\lambda+1) / 2)}\right]^{1 / 2}, \tag{A5c}
\end{align*}
$$

$\boldsymbol{b}_{\tau^{\prime}}^{\lambda}(v, j)=-\left[\frac{\left(s+\lambda \tau^{\prime}+2\right)\left(s+\lambda \tau^{\prime}+1\right)\left(s-\lambda \tau^{\prime}\right)\left(s-\lambda \tau^{\prime}-1\right)\left(v+\lambda j+\lambda \tau^{\prime}+(\lambda+5) / 2\right)}{4\left(2 j+2 \tau^{\prime}+4 \lambda+1\right)\left(2 j+2 \tau^{\prime}+2 \lambda+1\right)(2 j+2 \lambda+1)(j+(\lambda+1) / 2)}\right]^{1 / 2}$,
$u_{\tau^{\prime}}^{\lambda}(v, j)=\left[v-\lambda j+\lambda \tau^{\prime}+2 \omega+n-(\lambda+5) / 2\right] a_{r^{\prime}}^{\lambda}(v, j)$,
and

$$
\begin{equation*}
v_{r^{\prime}}^{\lambda}(v, j)=\left[v-3 \lambda j-\lambda \tau^{\prime}+2 \omega+n-\frac{3}{2}(\lambda+3)\right] b_{r^{\prime}}^{\lambda}(v, j) . \tag{A5f}
\end{equation*}
$$

(b) For $j^{\prime}=j$,

$$
\begin{align*}
R_{\tau \tau}(v, j, j) & =a_{\tau}^{0}(v, j) \delta_{\tau, \tau-1}+b_{\tau}^{0}(v, j) \delta_{\tau, \tau+1}  \tag{A6a}\\
T_{\tau \tau}(v, j, j) & =u_{\tau}^{0}(v, j) \delta_{\tau, \tau-1}+v_{\tau}^{0}(v, j) \delta_{\tau, \tau+1} \tag{A6b}
\end{align*}
$$

where the coefficients $a_{r}^{0}, b_{r}^{0}, u_{r}^{0}$, and $v_{\tau}^{0}$ are given by

$$
\begin{align*}
& a_{\tau}^{0}(v, j)=-\left[\frac{\left(2 j+\tau^{\prime}+s+2\right)\left(2 j+\tau^{\prime}-s+1\right)\left(s+\tau^{\prime}+1\right)\left(s-\tau^{\prime}\right)\left(v+j+\tau^{\prime}+2\right)}{4\left(2 j+2 \tau^{\prime}+3\right)\left(2 j+2 \tau^{\prime}+1\right) j(j+1)}\right]^{1 / 2},  \tag{A6c}\\
& b_{\tau}^{0}(v, j)=\left[\frac{\left(2 j+\tau^{\prime}+s+1\right)\left(2 j+\tau^{\prime}-s\right)\left(s+\tau^{\prime}\right)\left(s-\tau^{\prime}+1\right)\left(v-j-\tau^{\prime}+1\right)}{4\left(2 j+2 \tau^{\prime}-1\right)\left(2 j+2 \tau^{\prime}+1\right)(j+1) j}\right]^{1 / 2},  \tag{A6d}\\
& u_{\tau}^{0}(v, j)=\left(v-j-\tau^{\prime}+2 \omega+n-3\right) a_{\tau^{0}}^{0}(v, j), \tag{A6e}
\end{align*}
$$

and

$$
\begin{equation*}
v_{r_{r}}^{0}(v, j)=\left(v+j+\tau^{\prime}+2 \omega+n-2\right) b_{\tau^{\prime}}^{0}(v, j) . \tag{A6f}
\end{equation*}
$$

Substituting the matrices $\mathbf{R}$ and $\mathbf{T}$ in $\mathbf{E q}$. (A3) we get three sets of recursion relations for $\mathbf{M}$. These are

$$
\begin{align*}
& a_{\tau}^{+}(v, j) M_{\tau_{\tau} \tau}(v, j, s)+b_{\tau}^{+}(v, j) M_{\tau+2, \tau}(v, j, s)=M_{\tau \tau}(v-1, j+1, s) u_{\tau}^{+}(v, j)+M_{\tau, \tau-2}(v-1, j+1, s) v_{\tau-2}^{+}(v, j),  \tag{A7a}\\
& a_{\tau}^{0}(v, j) M_{\tau+1, \tau}(v, j, s)+b_{\tau}^{0}(v, j) M_{\tau^{\prime}-1, \tau}(v, j, s)=M_{\tau, \tau-1}(v-1, j, s) u_{\tau-1}^{0}(v, j)+M_{\tau, \tau+1}(v-1, j, s) v_{\tau+1}^{0}(v, j), \tag{A7b}
\end{align*}
$$

and

$$
\begin{equation*}
a_{\tau^{\prime}}^{-}(v, j) M_{\tau_{\tau} \tau}(v, j, s)+b_{\tau^{\prime}}^{-}(v, j) M_{\tau^{\prime}-2, \tau}(v, j, s)=M_{\tau^{\prime} \tau}(v-1, j-1, s) u_{\tau}^{-}(v, j)+M_{\tau, \tau+2}(v-1, j-1, s) v_{\tau+2}^{-}(v, j), \tag{A7c}
\end{equation*}
$$

where we define $a_{\tau^{\prime}}^{ \pm} \equiv a_{\tau^{ \pm}}{ }^{1}, b_{\tau^{\prime}}^{\ddagger} \equiv b_{\tau^{\prime}}{ }^{1}, u_{\tau^{\prime}}^{\ddagger} \equiv u_{\tau^{\prime}}{ }^{1}$, and $v_{\tau^{\prime}}^{ \pm} \equiv v_{\tau^{\prime}}{ }^{1}$.
First of all, we illustrate in Fig. 1 what elements of the matrix $\mathbf{M}$ are connected by each set of recursion relations. We use the symbols,+ 0 , and - to represent the elements connected by the sets (A7a), (A7b), and (A7c), respectively.

To solve the recursion relations (A7) we have to distinguish two different cases: one of them when the spin $s$ of the intrinsic state is an integer and the other when $s$ is a half-integer. This is due to the fact that the matrix $\left\|M_{\tau \tau}(v, j s)\right\|$ has elements different from zero only when $\tau^{\prime}-\tau$ is an even number.

## 1. The case of integer spin

We shall begin by discussing the procedure to solve the recursion relations for the case when $s$ is an integer.
We first consider the matrix elements $M_{\tau_{\tau}}$ when $\left(\tau^{\prime}, \tau\right)=(s,-s)$ in Eq. (A7a) and $\left(\tau^{\prime}, \tau\right)=(-s, s)$ in Eq. (A7c), i.e.,

$$
\begin{align*}
& M_{s,-s}(v, j, s)=\left[u_{-s}^{+}(v, j) / a_{s}^{+}(v, j)\right] M_{s,-s}(v-1, j+1, s),  \tag{A8}\\
& M_{-s, s}(v, j, s)=\left[u_{s}^{-}(v, j) / a_{-s}^{-}(v, j)\right] M_{-s, s}(v-1, j-1, s), \tag{A9}
\end{align*}
$$

where $a_{\tau}^{\lambda}, u_{\tau}^{\lambda}$ are given by Eqs. (A5c) and (A5e). It is easily proved that the matrix $\mathbf{M}$ is symmetric so that we can solve the homogeneous recursion relations (A8) and (A9) if we define $x=v+j, y=v-j$, and $W(x, y) \equiv M_{s,-s}(v, j, s)$. The solution is given by

$$
\begin{align*}
M_{s,-}(v, j, s)= & \left\{\frac{(2 j-2 s+1)!!(2 j+2 s)!!(v-j+s)!!(4 s-1)!!(v+j+s+1)!!}{(2 j+1)(2 s)!(2 j-2 s)!(2 j+2 s-1)!!(v-j-s)!(4 s+1)!(v+j-s+1)!!}\right\}^{1 / 2} \\
& \times \frac{(2 s+1)!(v-j-s+2 \omega+n-3)!(v+j-s+2 \omega+n-2)!!}{(2 \omega+n-3)!!(2 s+2 \omega+n-2)!!} M_{s,-s}(2 s, s, s) . \tag{A10}
\end{align*}
$$

We continue by establishing the recursion relations (A7a) and (A7c) for the matrix element $M_{s-1,-s+1}$, i.e.,

$$
\begin{align*}
& M_{s-1,-s+1}(v, j, s)=\left[u_{-s+1}^{+}(v, j) / a_{s-1}^{+}(v, j)\right] M_{s-1,-s+1}(v-1, j+1, s),  \tag{A11}\\
& M_{s-1,-s+1}(v, j, s)=\left[u_{s-1}^{-}(v, j) / a_{-s+1}^{-}(v, j)\right] M_{s-1,-s+1}(v-1, j-1, s), \tag{A12}
\end{align*}
$$

where $a_{\tau^{\prime}}^{\lambda}$, and $u_{\tau^{\lambda}}^{\lambda}$ are given by Eqs. (A5c) and (A5e). These homogeneous recursion relations can be solved in a form similar to that applied to (A8) and (A9), so that we get

$$
\begin{align*}
& M_{s-1,-s+1}(v, j, s) \\
&= {\left[\frac{(2 s+1)(2 s+2)!(v-j+s-1)!!(2 j-2 s+3)!(2 j+2 s)!!(2 j-1)!!(2 j-2)!!(v+j+s)!!}{3(4 s-1)(4 s)!!(2 j-2 s)!(2 j+2 s-3)!(2 j+1)!!(2 j+2)!!(v-j-s+1)!!(v+j-s+2)!!}\right]^{1 / 2} } \\
& \times \frac{(v-j-s+2 \omega+n-2)!!(v+j-s+2 \omega+n-1)!!}{(2 s-2)!(2 \omega+n-3)!!(2 s+2 \omega+n-2)!!} M_{s-1,-s+1}(2 s-1, s, s) . \tag{A.13}
\end{align*}
$$

Until now we have found the matrix elements $M_{s,-s}$ and $M_{s-1,-s+1}$, which are denoted in Fig. 2 by 1 and 2 to stress that they were first to be evaluated. Before we can solve the inhomogeneous recursion relations associated to $M_{s-2,-s+2}(\nu, j, s)$, we need to know $M_{s,-s+2}(v, j, s)$ and $M_{s-2,-s}(v, j, s)$, which we designate by 3 and $3^{\prime}$ to indicate that they are the next to be filled. These elements are obtained from Eq. (A7b) with the values $\left(\tau^{\prime}, \tau\right)=(s,-s+1)$ and $\left(\tau^{\prime}, \tau\right)=(s-1,-s)$, i.e.,
$M_{s,-s+2}(v, j, s)=\left[b_{s}^{0}(v+1, j) / v_{-s+2}^{0}(v+1, j)\right] M_{s-1,-s+1}(v+1, j, s)-\left[u_{-s}^{0}(v+1, j) / v_{-s+2}^{0}(v+1, j)\right] M_{s,-s}(v, j, s)$
and
$M_{s-2,-s}(v, j, s)=\left[v_{-s+1}^{0}(v, j) / b_{s-1}^{0}(v, j)\right] M_{s-1,-s+1}(v-1, j, s)-\left[a_{s-1}^{0}(v, j) / b_{s-1}^{0}(v, j)\right] M_{s,-s}(v, j, s)$,
where the terms $b_{\tau}^{0}, v_{\tau}^{0}, u_{-s}^{0}$, and $a_{s-1}^{0}$ are given in (A6c)-(A6f), $M_{s-1,-s+1}$ is given in Eq. (A13), and $M_{s,-s}$ in Eq. (A10). Now, the recursion relations for $M_{s-2,-s+2}(v, j, s)$ are the following:

$$
\begin{align*}
& M_{s-2,-s+2}(v, j, s)-\frac{u_{-s+2}^{+}(v, j)}{a_{s-2}^{+}(v, j)} M_{s-2,-s+2}(v-1, j+1, s) \\
&=\frac{v_{-s}^{+}(v, j)}{a_{s-2}^{+}(v, j)} M_{s-2,-s}(v-1, j+1, s)-\frac{b_{s-2}^{+}(v, j)}{a_{s-2}^{+}(v, j)} M_{s,-s+2}(v, j, s) \tag{A16a}
\end{align*}
$$

and

$$
\begin{align*}
& M_{s-2,-s+2}(v, j, s)-\frac{u_{s-2}^{-}(v, j)}{a_{-s+2}^{-}(v, j)} M_{s-2,-s+2}(v-1, j-1, s) \\
&=\frac{v_{s}^{-}(v, j)}{a_{-s+2}^{-}(v, j)} M_{s,-s+2}(v-1, j-1, s)-\frac{b_{-s+2}^{-}(v, j)}{a_{-s+2}^{-}(v, j)} M_{s-2,-s}(v, j, s) . \tag{A16b}
\end{align*}
$$

We see that they can be written symbolically in the form

$$
\begin{align*}
& W(x, y)=f_{1}(x, y) W(x, y-2)+g_{1}(x, y)  \tag{A17a}\\
& W(x, y)=f_{2}(x, y) W(x-2, y)+g_{2}(x, y) \tag{A17b}
\end{align*}
$$

where we define $x=v+j, y=v-j$, and $W(x, y) \equiv M_{s-2,-s+2}(v, j, s)$. These two relations are of the type

$$
\begin{equation*}
Z_{n+1}=a_{n} Z_{n}+b_{n} \tag{A18}
\end{equation*}
$$

whose solution is given by

$$
\begin{equation*}
Z_{n+1}=\prod_{k=0}^{n} a_{n-k} Z_{0}+\sum_{t=0}^{n-1} \prod_{k=0}^{n-t} a_{n-k} b_{t}+b_{n} \tag{A19}
\end{equation*}
$$

Then we can obtain the element $M_{s-2,-s+2}(v, j, s)$, which we denote by 4 in Fig. 2. To continue we would like to get $M_{s-3,-s+3}(v, j, s)$, for this we need to know the matrix elements denoted by 5 and 5 ' in Fig. 2. The latter can be obtained from Eq. (A7b) in terms of matrix elements already known. Once we have them, we can deduce directly the elements $M_{s,-s+4}$ and $M_{s-4,-s}$ indicated by 6 and $6^{\prime}$ as well as $M_{s-3,-s+3}$, denoted by 7, by solving recursion relations of the same type as (A17).

The cases we have discussed so far suggest a general algorithm to obtain the remaining elements of the matrix $\left\|M_{\gamma^{\prime} \tau}\right\|$, namely the elements outside the secondary diagonal are obtained successively from Eq. (A7b) in terms of three other elements previously known, and the elements in the secondary diagonal are obtained from inhomogeneous relations of the same type as
(A17), in which enter some of the elements outside the secondary diagonal that were determined at a previous stage.

## 2. The case of half-integer spin

When $s$ is a half-integer we first obtain the matrix element $M_{s,-s+1}(v, j, s)$, which appears in Fig. 3 denoted by 1. The recursion relations for it have the form

$$
\begin{align*}
M_{s,-s+1}(v, j, s) & =\left[u_{-s+1}^{+}(v, j) / a_{s}^{+}(v, j)\right] M_{s,-s+1}(v-1, j+1, s),  \tag{A20}\\
M_{s,-s+1}(v, j, s) & =\left[u_{s}^{-}(v, j) / a_{-s+1}^{-}(v, j)\right] M_{s,-s+1}(v-1, j-1, s), \tag{A21}
\end{align*}
$$

where $a_{\tau}^{\lambda}$ and $u_{\tau}^{\lambda}$ are given by Eqs. (A5c) and (A5e). Their solution is given by

$$
\begin{align*}
& M_{s,-s+1}(v, j, s) \\
&= {\left[\frac{(2 j-2 s+3)!(2 j+2 s)!!(v-j+s-1)!!(v+j+s+1)!!(2 j)!(2 j-1)!!(2 s+1)(2 s+2)(2 s+2)!!}{3(2 j+2)!!(2 j-2 s)!!(2 s-1)!!(2 j+2 s-1)!!(4 s)!(2 j+1)!(4 s+1)(v+j-s+2)!!(v-j-s)!!}\right]^{1 / 2} } \\
& \quad \times \frac{(v+j-s+2 \omega+n-2)!!(v-j-s+2 \omega+n-2)!!}{(2 s+2 \omega+n-2)!!(2 \omega+n-2)!!} M_{s,-s+1}(2 s, s, s) . \tag{A22}
\end{align*}
$$

The matrix element $M_{s-1,-s}(v, j, s)$, denoted by 2 in Fig. 3, is obtained solving recursion relations similar to those of Eqs. (A20) and (A21). Thus we have

$$
\begin{align*}
& M_{s-1,-s}(v, j, s) \\
&= {\left[\frac{(2 j-2 s+1)!!(2 j+2 s)!!(v-j+s)!!(v+j+s)!(2 s+1)(2 s)(2 s)!!}{(v-j-s+1)!!(2 s-1)!(4 s-1)(4 s)!(2 j+1)(2 j)(2 j-2 s)!(2 j+2 s-3)!!(v+j-s+1)!!}\right]^{1 / 2} } \\
& \times \frac{(v-j-s+2 \omega+n-3)!!}{(2 \omega+n-4)!!} \frac{(v+j-s+2 \omega+n-1)!!}{(2 s+2 \omega+n-2)!!} M_{s-1,-s}(2 s-1, s, s) . \tag{A23}
\end{align*}
$$

Next we can extablish, with Eqs. (A7a) and (A7c), the recursion relations for the matrix element $M_{s-1,-s+2}(v, j, s)$, which is denoted by 3 in Fig. 3, i.e.,
$M_{s-1,-s+2}(v, j, s)-\left[u_{-s+2}^{+}(v, j) / a_{s-1}^{+}(v, j)\right] M_{s-1,-s+2}(v-1, j+1, s)=\left[v_{-s}^{+}(v, j) / a_{s-1}^{+}(v, j)\right] M_{s-1,-s}(v-1, j+1, s)$,
$M_{s-1,-s+2}(v, j, s)-\left[u_{s-1}^{-}(v, j) / a_{-s+2}^{-}(v, j)\right] M_{s-1,-s+2}(v-1, j-1, s)=-\left[b_{-s+2}(v, j) / a_{-s+2}^{-}(v, j)\right] M_{s-1,-s}(v, j, s)$.
(A25)
These are of the same form as those in (A16). Thus, their solution has the form (A19). Using Eq. (A7b), we can evaluate directly the matrix elements denoted in Fig. 3 by $4\left(M_{s-2,-s+1}\right), 4^{\prime}\left(M_{s,-s+3}\right)$, and $5\left(M_{s-3,-s}\right)$ in terms of matrix elements already known. Once we have 4 and $4^{\prime}$, by means of recursion relations of type (A17), we can deduce $6\left(M_{s-2,-s+3}\right)$.

The cases we have discussed so far suggest a general algorithm to obtain the remaining elements of the matrix $\left\|M_{r^{\prime}+}\right\|$ namely the elements $M_{\tau, \tau+1}$ are obtained from inhomogeneous relations of the same type as (A17), in which some of the previous matrix elements enter; the elements that differ from $M_{\tau,-t+1}$ are obtained successively from Eq. (A6b) in terms of other three elements previously known.

## APPENDIX B: MATRIX ELEMENTS OF THE GENERATORS OF SP(4)

Again, as in Sec. II and the beginning of Sec. VII, we start by discussing first the case of $\mathrm{sp}(2)$. The normalized ${ }^{28}$ states that are the basis for an irrep $\omega+n / 2$ are, from (2.4), given by

$$
\mid \boldsymbol{v} \omega]=\left[\frac{(2 \omega+n-2)!!}{(2 v)!(2 v+2 \omega+n-2)!!}\right]^{1 / 2}|v, \omega\rangle
$$

$$
\begin{equation*}
=\left[\frac{(2 \omega+n-2)!!}{(2 v)!!(2 v+2 \omega+n-2)!!}\right]^{1 / 2}\left(B^{\dagger}\right)^{v}|\omega\rangle \tag{B1}
\end{equation*}
$$

so that the matrix elements of $B^{\dagger}$ become $\left[v+1, \omega\left|B^{\dagger}\right| v, \omega\right]=[(2 v+2)(2 v+2 \omega+n)]^{1 / 2}$,
while that of $B$ can be obtained by Hermitian conjugation and the one of $C$ is trivial.

On the other hand, if we take

$$
\begin{equation*}
B^{\dagger}=K b^{\dagger} K^{-1} \tag{B3}
\end{equation*}
$$

FIG. 1. We indicate symbolically the matrix elements $M_{\tau_{\tau} \tau}(\nu, j, s)$ that are connected by the recursion relations in equations (a) (A7a), (b) (A7b), and (c) (A7c). We write double symbols when the matrix element appears two times in the recursion relation.
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IG. 2. We denote the matrix elements $M_{\tau^{\prime} \tau}(\nu, j, s)$ for integer $s$ by ordinal numbers $1,2, \ldots$ to indicate the order in which they are evaluated.
and we use the basis $\mid v)$ of $(2.18)$ as well as the expression of the matrix element of $K$ given in (2.22), we immediately obtain

$$
\begin{equation*}
\left(v+1\left|B^{\dagger}\right| v\right)=[(2 v+2)(2 v+2 \omega+n)]^{1 / 2} \tag{B4}
\end{equation*}
$$

which coincides with (B2) as we expect.
From the analysis for $\mathrm{sp}(2)$ we immediately conclude that in the case of $\mathrm{sp}(4)$ we get the matrix elements of $B^{\dagger}$ if we use

$$
\begin{equation*}
B_{i}^{\dagger}=K b_{i}^{\dagger} K^{-1} \tag{B5}
\end{equation*}
$$

and the basis of states $\mid v[l s] j m)$ of (5.10), i.e.,

$$
\begin{align*}
&(v+\left.1\left[l^{\prime} s\right] j^{\prime}\left\|B^{\dagger}\right\| v[l s] j\right) \\
&=\sum_{\overrightarrow{l, \bar{l}}}\left\{K _ { l \cdot \overline { \eta } } ( v + 1 , j ^ { \prime } , s ) \left(v+1\left[\bar{l}^{\prime} s\right]\right.\right. \\
&\left.\left.\quad \times j^{\prime}\left\|b^{\dagger}\right\| v[\bar{l} s] j\right) K_{\bar{u}} \bar{u}^{1}(v, j, s)\right\} \tag{B6}
\end{align*}
$$

where the reduced matrix element of $b^{\dagger}$ given in (5.17), (5.18), and $K_{l^{\prime} l}\left(v, j_{s} s\right)$ is discussed in Sec. VI. The matrix elements of $B_{i}$ are obtained by Hermitian conjugation and those of $J_{i}, \mathscr{N}$ are trivial.
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The two-missing label problem for basis vectors of an $\mathrm{SO}(5)$ irreducible representation reduced according to the principal $\mathrm{SO}(3)$ subalgebra is considered. A pair of commuting Hermitian operators which are scalars with respect to the $\mathrm{SO}(3)$ subalgebra are explicitly constructed within the $\operatorname{SO}(5)$ enveloping algebra. One label generating operator is of fourth order and the other of sixth order in the $\mathrm{SO}(5)$ basis elements.

## I. INTRODUCTION

In the reduction of irreducible representations (IRT's) of a Lie algebra $G$ into IR's of a subalgebra $H$, the latter usually does not provide enough labels to specify the basis states uniquely. By the introduction of extra labels to distinguish the states unambiguously, in general an orthogonalization procedure must be carried out. This difficulty is conceptually resolved by taking as bases the common eigenstates of a complete set of commuting Hermitian operators. Therefore, besides the Casimir invariants of the algebra and subalgebra one has to construct within the enveloping algebra of $G$ an appropriate number of commuting missing label operators which are subalgebra scalars, i.e., which commute with all elements of $H$.

The simplest two-missing label problem is that of $\mathrm{SU}(4) \supset \mathrm{SO}(4)$. A pair of independent commuting $\mathrm{SO}(4)$ scalars has been found by Moshinsky and Nagel. ${ }^{1}$ Another independent set of commuting operators has also been constructed by Quesne ${ }^{2}$ and Partensky and Maguin. ${ }^{3}$ The commuting scalars for this problem are of third or fourth degree in the basis elements of $\operatorname{SU}(4)$. Recently, the twomissing label problem $G_{2} \supset S U(2) \times S U(2)$ has been solved by Hughes and Van der Jeugt. ${ }^{4}$ From their work it becomes apparent that in order to construct missing label operators one should not necessarily try to express them in terms of a class of functionally independent subalgebra scalars. As we know from a theorem due to Peccia and Sharp ${ }^{5}$ these are in number twice the number of missing labels.

In this paper we study the two-missing label problem which is associated to the chain $\mathrm{SO}(5) \supset \mathrm{SO}(3)$, where $\mathrm{SO}(3)$ denotes the principal $\mathrm{SO}(3)$ subalgebra of $\mathrm{SO}(5)$. In a first step we have constructed all the linearly independent $\mathrm{SO}(3)$ scalars up to sixth order in the basis elements in the $\mathrm{SO}(5)$ enveloping algebra. From these we were able to find a pair of commuting operators which are both linear combinations of the $\mathrm{SO}(3)$ scalars, hence $\mathrm{SO}(3)$ scalars themselves. One of the operators turns out to be of fourth degree in the $\mathrm{SO}(3)$ tensor components, the other one of sixth degree.

It should be noted that the internal labeling of $\mathrm{SO}(5)$ states, which we obtain here, is clearly different from the one proposed by Bincer ${ }^{6}$ on account of the reduction $\mathrm{SO}(5)$

[^2]$\supset \mathrm{SO}(3) \times \mathrm{SO}(2)$, because the $\mathrm{SO}(3)$ subalgebra is not principal there. Also, one cannot make use of a procedure of Van der Jeugt ${ }^{7}$ for obtaining a pair of commuting scalars for $G \supset[\mathrm{SU}(2)]^{\mathrm{n}}$.

Finally, if the SO(5) IR's are restricted to the symmetrical representations exclusively, the problem reduces into a one-missing label problem that has been exhaustively considered by the present authors elsewhere. ${ }^{8}$

## II. THE SO(3) SCALARS IN SO(5)

A basis for the Lie algebra $\mathrm{SO}(5)$ may be chosen to consist of the generators $\left(l_{0}, l_{ \pm 1}\right)$ of the principal subalgebra SO(3) together with a seven-dimensional irreducible tensor representation $q_{\mu}(\mu=-3,-2, \ldots,+3)$ of $\mathrm{SO}(3)$. These satisfy the commutation relations

$$
\begin{align*}
& {\left[l_{0}, l_{ \pm 1}\right]= \pm l_{ \pm 1}, \quad\left[l_{+1}, l_{-1}\right]=-l_{0}}  \tag{2.1}\\
& {\left[l_{ \pm 1}, q_{\mu}\right]=\mp[(3 \mp \mu)(4 \pm \mu) / 2]^{1 / 2} q_{\mu \pm 1}} \\
& {\left[l_{0}, q_{\mu}\right]=\mu q_{\mu}} \tag{2.2}
\end{align*}
$$

together with the mutual commutation relations of the $q_{\mu}$,

$$
\begin{align*}
& {\left[q_{0}, q_{ \pm 1}\right]= \pm 10^{-1 / 2} q_{ \pm 1} \pm\left(6^{1 / 2} / 10\right) l_{ \pm 1},} \\
& {\left[q_{0}, q_{ \pm 2}\right]=10^{-1 / 2} q_{ \pm 2},} \\
& {\left[q_{0}, q_{ \pm 3}\right]=\mp 10^{-1 / 2} q_{ \pm 3},} \\
& {\left[q_{\mp 1}, q_{ \pm 2}\right]=\mp\left(5^{-1 / 2} / 2\right) l_{ \pm 1},} \\
& {\left[q_{\mp 1}, q_{3}\right]=\mp 5^{-1 / 2} q_{ \pm 2},}  \tag{2.3}\\
& {\left[q_{\mp 2}, q_{ \pm 3}\right]=\mp 5^{-1 / 2} q_{ \pm 1} \pm\left(3^{1 / 2} / 10\right) l_{ \pm 1},} \\
& {\left[q_{\mp 1}, q_{\mp 2}\right]=\mp 5^{-1 / 2} q_{\mp 3},} \\
& {\left[q_{-1}, q_{+1}\right]=10^{-1 / 2} q_{0}+\frac{1}{0} l_{0},} \\
& {\left[q_{-2}, q_{+2}\right]=-10^{-1 / 2} q_{0}-l_{0},} \\
& {\left[q_{-3}, q_{+3}\right]=-10^{-1 / 2} q_{0}+\frac{3}{10} l_{0} .}
\end{align*}
$$

It should be noticed from (2.1) and (2.2) that the $\mathrm{SO}(3)$ subalgebra is realized by means of the components of a threedimensional spherical tensor. Hence, we can immediately define $\mathrm{SO}(3)$ scalars by coupling the $l$ and $q$ tensors to rank zero tensors. We have developed a Pascal program for the construction of such scalars as homogeneous linear combinations of $\mathrm{SO}(5)$ generator strings. Thereby we have exploited the concept of recursivity which is implemented in the Pascal language. Let us describe an $\mathrm{SO}(3)$ scalar in the $\mathrm{SO}(5)$ enveloping algebra by $(a, b)$, where $a$ and $b$ denote the degrees
in the $q$ and $l$ generators, respectively. We define

$$
\begin{aligned}
& (0,2)=(l l)^{0}, \quad(2,0)=(q q)^{0}, \\
& (1,3)=\left(q\left((l l)^{2} l\right)^{3}\right)^{0}, \quad(2,2)=\left((q q)^{2}(l l)^{2}\right)^{0} \\
& (3,1)=\left(\left((q q)^{2} q\right)^{1} l\right)^{0}, \\
& (2,4)=\left((q q)^{4}\left(\left((l l)^{2} l\right)^{3} l\right)^{4}\right)^{0} \\
& (3,3)=\left(\left((q q)^{2} q\right)^{3}\left((l l)^{2} l\right)^{3}\right)^{0} \\
& (4,0)=\left(\left((q q)^{2} q\right)^{3} q\right)^{0} \\
& (4,2)=\left(\left(\left((q q)^{2} q\right)^{1} q\right)^{2}(l l)^{2}\right)^{0} \\
& \left.(5,1)=\left(\left(\left((q q)^{2} q\right)^{1} q\right)^{2} q\right)^{1} l\right)^{0} \\
& \left.(6,0)=\left(\left(\left((q q)^{2} q\right)^{1} q\right)^{2} q\right)^{3} q\right)^{0}
\end{aligned}
$$

These are the elementary $\mathbf{S O}(3)$ scalars up to sixth degree in the $\mathrm{SO}(5)$ generators. ${ }^{9}$

In order to express our final result in rational form we have redefined the $\mathrm{SO}(5)$ Lie algebra (2.1)-(2.3) such that all the structure constants become integers, i.e., we introduce the generators

$$
\begin{align*}
& l_{ \pm}=\mp \sqrt{2} l_{ \pm 1}, \quad q_{0}^{\prime},=\sqrt{10} q_{0} \quad q_{ \pm 1}^{\prime}=\sqrt{30} q_{ \pm 1}  \tag{2.5}\\
& q_{ \pm 2}^{\prime}=\sqrt{300} q_{ \pm 2}, \quad q_{ \pm 3}^{\prime}=\sqrt{50} q_{ \pm 3}
\end{align*}
$$

Reexpressing the $\mathrm{SO}(3)$ scalars (2.4) in terms of the new basis elements $l_{0}, l_{ \pm}$, and $q_{\mu}^{\prime}(|\mu| \leqslant 3)$ it suffices to separate an overall irrational factor such that the remaining linear combination of generator strings contains integer coefficients only. Hence, we define rescaled scalars by

$$
\begin{align*}
& {[0,2]=-2 \sqrt{3}(0,2), \quad[2,0]=-300 \sqrt{7}(2,0)} \\
& {[1,3]=-60 \sqrt{7}(1,3), \quad[2,2]=-120 \sqrt{70}(2,2)} \\
& {[3,1]=-12600 \sqrt{2}(3,1)} \\
& {[2,4]=-50400 \sqrt{55}(2,4)} \\
& {[3,3]=-100800 \sqrt{5}(3,3)}  \tag{2.6}\\
& {[4,0]=-50400 \sqrt{5}(4,0)} \\
& {[4,2]=-126000 \sqrt{42}(4,2)} \\
& {[5,1]=-2646000 \sqrt{30}(5,1)} \\
& {[6,0]=-5292000 \sqrt{3}(6,0)}
\end{align*}
$$

These scalars denoted by $[a, b]$ are still homogeneous polynomials of degree $a$ in the $q_{\mu}^{\prime}$ 's and of degree $b$ in the $l_{0}, l_{ \pm}$ generators, respectively. All the coefficients are integers and the smallest coefficient equals in absolute value unity.

## III. TWO COMMUTING SCALARS $X_{1}$ AND $X_{2}$

In order to construct besides the $\mathrm{SO}(3)$ and $\mathrm{SO}(5)$ Casimir invariants, two commuting $\mathrm{SO}(3)$ scalars, we need to consider the commutators of the scalars (2.6), of which we are assured that they possess only integer coefficients, too. Due to the Poincaré-Birkhoff-Witt theorem we can compare the the commutator results by bringing the generator strings into a predefined standard ordering of the generators. We have chosen here the left to right ordering

$$
\begin{equation*}
q_{+3}^{\prime} q_{+2}^{\prime} q_{+1}^{\prime} q_{0}^{\prime} q_{-1}^{\prime} q_{-2}^{\prime} q_{-3}^{\prime} l_{+} l_{-} l_{0} \tag{3.1}
\end{equation*}
$$

which is rather convenient for calculational purposes.

A fortran 77 program has been developed which replaces a nonstandard ordered polynomial form by the corresponding standard ordered polynomial together with all the extra lower-degree polynomial forms, themselves standard ordered, incurred by interchanging basis elements and making use of the commutation relations in terms of the structure constants. This program is a revised and optimalized version of a former FORTRAN IV program which we used in previous work and which has been used by Hughes and Van der Jeugt ${ }^{4}$ in solving the $G_{2} \supset \mathrm{SU}(2) \times \mathbf{S U}(2)$ state labeling problem.

In a first step we have established, in the $l_{0}, l_{ \pm}, q_{\mu}^{\prime}$ basis, the $\mathrm{SO}(3)$ Casimir $L^{2}$ and the $\mathrm{SO}(5)$ Casimirs $I_{2}$ and $I_{4}$ of second and fourth degree, respectively. We obtained

$$
\begin{align*}
L^{2}= & {[0,2] / 2 } \\
I_{2}= & ([2,0]+15[0,2]) / 2 \\
I_{4}= & ([4,0]-4[3,1]-6[2,2]+2[0,2][2,0]  \tag{3.2}\\
& +24[1,3]-24[0,2][0,2]-384[0,2]) / 8
\end{align*}
$$

Again we have in these forms factorized a rational number such that the lowest coefficient in absolute value equals 1 . In the search for two additional $\mathrm{SO}(3)$ scalars we could readily demonstrate that at least one of them should be of degree higher than 4 in the basis elements. Hence, we conjectured that one scalar would be of fourth degree, the other of sixth degree, and therefore we considered first the commutators of fourth-order scalars with the sixth-order scalars constructed out of the set (2.6) and brought into standard order. We then searched for linear combinations of these commutators in which the highest or ninth-degree terms vanished, and then adjustments were made to eliminate the lower-degree terms. Proceeding this way, our initial hypothesis concerning the degree of two commutating scalars fortunately proved to be valid. Moreover, we found that the solution is certainly not unique. The simplest one contains as a fourth-order scalar $X_{1}$, a linear combination of two homogeneous scalars (2.6) only, namely

$$
\begin{equation*}
X_{1}=3[2,2]+4[1,3] . \tag{3.3}
\end{equation*}
$$

The second scalar $X_{2}$ of sixth degree that commutes with $X_{1}$ is then given by

$$
\begin{align*}
X_{2}= & {[6,0]+24[5,1]+28[3,1] I_{2}+12[4,2]+\alpha[2,2] I_{2} } \\
& -864[3,3] / 5+2172[3,1] L^{2} / 5 \\
& +(4 \alpha-1296)[1,3] I_{2} / 3 \\
& +576[2,4] / 35+\beta[2,2] L^{2} \\
& +(4 \beta-116208 / 7)[1,3] L^{2} / 3 \tag{3.4}
\end{align*}
$$

where $\alpha$ and $\beta$ are free parameters.

## IV. CONCLUSIONS

Solutions of internal missing label problems generated by state reduction according to a canonical chain of algebra subalgebra inclusions usually lack physical relevance. The reason is that the canonical chains in general do not end up with an $\mathrm{SO}(3)$ or $\mathrm{SU}(2) \times \mathrm{SU}(2)$ subalgebra, which is maximal in the algebra considered.

In the present paper we have shown, following the ideas already expounded by Hughes and Van der Jeugt ${ }^{4}$ in their solution of the $G_{2} \supset \mathrm{SU}(2) \times \mathrm{SU}(2)$ missing label problem, that also the $\mathrm{SO}(5) \supset \mathrm{SO}(3)$ two-missing label problem can be completely solved.
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#### Abstract

Let $L$ and $L_{0}$ be a simple Lie algebra and its sub-Lie algebra, respectively. Then, a given irreducible representation $\omega$ of $L$ decomposes into a direct sum of irreducible components of $L_{0}$, which is called the branching rule. The general Dynkin indices introduced earlier satisfy many sum rules for the branching rule. These are found to be strong enough to uniquely determine the branching rule for many cases we have studied. The sum rules are especially useful for cases of exceptional Lie algebras.


## I. INTRODUCTION AND SUMMARY OF MAIN RESULTS

Let $G$ and $L$ be a compact Lie group and its associated Lie algebra, respectively. Any irreducible representation $\omega$ of $G($ or $L)$ restricted to its closed subgroup $G_{0}$ (or its sub-Lie algebra $L_{0}$ ) will be, in general, reducible and will be decomposed as a direct sum

$$
\begin{equation*}
\omega \supset \rho=\sum_{j} \oplus \rho_{j} \tag{1.1}
\end{equation*}
$$

of irreducible representation components $\rho_{j}$ 's of $G_{0}$ (or $L_{0}$ ). In many problems of physics, it is very important to determine this decomposition, which will be called the branching rule (hereafter referred to as BR) for the reduction $G \downarrow G_{0}$ (or $\left.L \downarrow L_{0}\right)$. If $G$ is one of the classical groups $\mathrm{U}(k), \mathrm{SU}(k), \mathrm{SO}(k)$, and $\operatorname{Sp}(2 n)$, the use of the Schur function method ${ }^{1,2}$ provides a general framework of obtaining the BR for many subgroups $G_{0}$. Indeed, the general BR's are already found in this manner for $\mathrm{U}(k) \downarrow \mathrm{U}(k-1)$ by Weyl, ${ }^{3}$ for $\mathrm{SO}(k) \downarrow \mathrm{SO}(k-1)$ by Boerner, ${ }^{4}$ for $\operatorname{Sp}(2 k) \downarrow \operatorname{Sp}(2 k-2)$ by Miller ${ }^{5}$ and Hegerfeldt, ${ }^{6}$ for $\mathrm{U}(p+q) \downarrow \mathrm{U}(p) \times \mathrm{U}(q)$ and $\mathrm{U}(p q) \downarrow \mathrm{U}(p) \times \mathrm{U}(q)$ by Whippman ${ }^{7}$ and by Itzykson and Nauenberg, ${ }^{8}$ for $\mathrm{SO}(2 k) \downarrow \mathrm{U}(k), \mathrm{SO}(2 k+1) \downarrow \mathrm{U}(k)$, and $\mathrm{Sp}(2 k) \downarrow \mathrm{U}(k)$ by King, ${ }^{9}$ and for $\mathrm{SO}(2 p+2 q) \downarrow \mathrm{SO}(2 p) \times \mathrm{SO}(2 q)$ and $\mathrm{SO}(2 p+2 q+2) \downarrow \mathrm{SO}(2 p+1) \times \mathrm{SO}(2 q+1)$ by Black and Wybourne. ${ }^{10}$ More exhaustive references as well as further elaborations on this method can be found in articles by King and El-Sharkaway ${ }^{11}$ and by Black, King, and Wybourne. ${ }^{12}$

However, the method described above appears to become quite unmanageable and impractical, in general, when $G$ is one of the exceptional Lie groups $G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, or when $G_{0}$ contains an exceptional subgroup as its factor. For such a case, it is more convenient to deal with the reduction $L \downarrow L_{0}$ of Lie algebras rather than $G \downarrow G_{0}$ of Lie groups. Hereafter, we restrict ourselves for cases of $L$ being a simple Lie algebra and of $L_{0}$ being reductive, i.e., a direct product of a semisimple Lie algebra and an Abelian Lie algebra. There are many methods ${ }^{13-18}$ for finding the BR's for such a case. Unfortunately, hand calculations based upon these methods are still impractical for all but a few low-dimensional representations. For any simple Lie algebra $L$ of rank less than or equal to 8, a large table for the BR's of $L$ into its maximal sub-Lie algebras $L_{0}$ has been tabulated by McKay and Pa tera. ${ }^{19}$ Also, the branching rule for $E_{8} \downarrow D_{8}$ has been comput-
ed by Wybourne ${ }^{20}$ and by Bélanger ${ }^{21}$ for all irreducible representations of $E_{8}$ with dimensions less than 76271625.

The purpose of this paper is to demonstrate a fact that the notion of general indices introduced elsewhere ${ }^{22}$ [hereafter referred to as (I)] is quite useful to test the validity of BR's. As we shall see shortly, there are many branching index sum rules to be satisfied, and these are essentially sufficient to uniquely determine the BR's for many cases in a mechanical way without investigating structures of $L$ and $L_{0}$.

Let $L$ be a simple Lie algebra, and let $\left\{t_{\mu}\right\}(\mu=1,2, \ldots)$ be a basis of $L$ with Lie multiplication table

$$
\begin{equation*}
\left[t_{\mu}, t_{\nu}\right]=C_{\mu \nu}^{\lambda} t_{\lambda} \tag{1.2}
\end{equation*}
$$

where $C_{\mu \nu}^{\lambda}$ is the structure constant of $L$ and the standard summation convention on repeated indices is hereafter understood. It is known ${ }^{23}$ that any simple Lie algebra $L$ with rank $r$ has precisely $r$ independent Casimir invariants which we call fundamental. Let $J_{p}$ be the $p$ th-order fundamental Casimir invariant of $L$ of form

$$
\begin{equation*}
J_{P}=g^{\mu_{1} \mu_{2} \cdots \mu_{p}} t_{\mu_{1}} t_{\mu_{2}} \cdots t_{\mu_{p}} \tag{1.3}
\end{equation*}
$$

where $g^{\mu_{1} \mu_{2} \cdots \mu_{p}}$ is completely symmetric in $p$ indices $\mu_{1}, \mu_{2}, \ldots, \mu_{p}$, and satisfies orthogonality conditions ${ }^{22}$ such as

$$
\begin{equation*}
g^{\mu v \alpha \beta} g_{\mu \nu} g_{\alpha \beta}=0 \tag{1.4}
\end{equation*}
$$

for the special case of $p=4$. Here, $g_{\mu v}$ is the Killing form except for normalization, i.e.,

$$
\begin{equation*}
g_{\mu v}=C \operatorname{Tr}\left(\operatorname{ad} t_{\mu} \text { ad } t_{v}\right) \tag{1.5}
\end{equation*}
$$

for an unspecified nonzero constant $C$ and we lower and raise Greek indices $\mu, \nu, \ldots$ by $g_{\mu \nu}$ and its inverse $g^{\mu \nu}$. The explicit form of $J_{4}$ can be found in Ref. 24. As we emphasized in (I), $J_{p}$ is either identically zero, or unique apart from its overall normalization constant, except for the case of the Lie algebra $D_{p}$ corresponding to the $\mathrm{SO}(2 p)$ group where we have two fundamental $p$ th-order Casimir invariants $J_{p}$ and $\widehat{J}_{p}$. Let $\omega$ be a representation of $L$. The $p$ th-order Dynkin index $D_{p}(\omega)$ is now defined by

$$
\begin{equation*}
D_{p}(\omega)=\operatorname{Tr}^{(\omega)}\left(J_{p}\right) \tag{1.6}
\end{equation*}
$$

where the trace refers to the representation $\omega$. Note that we have changed our notation from $D^{(p)}(\omega)$ in $(\mathrm{I})$ to $D_{p}(\omega)$. If $\omega$ is irreducible, then we have

$$
\begin{equation*}
D_{p}(\omega)=d(\omega) J_{p}(\omega) \tag{1.7}
\end{equation*}
$$

where $d(\omega)$ and $J_{p}(\omega)$ are the dimension and eigenvalue of $J_{p}$ in the irreducible representation $\omega$, respectively.

Now, consider the branching rule Eq. (1.1) for $L \downarrow L_{0}$. If $L_{0}$ is also simple, then it has been shown in (I) that we must have a branching sum rule

$$
\begin{equation*}
\xi_{p} D_{p}(\omega)=\sum_{j} D_{p}^{(0)}\left(\rho_{j}\right) \tag{1.8}
\end{equation*}
$$

except for special case of $L=D_{p}$ ( $p$ being even and $p \geqslant 4$ ), corresponding to the $\mathrm{SO}(4 l)$ group ( $p=2 l$ being even). Here, $D_{p}^{(0)}\left(\rho_{j}\right)$ is the $p$ th-order index of the sub-Lie algebra $L_{0}$ in its irreducible component $\rho_{j}$, and $\xi_{p}$ is a constant, which may depend upon $p, L$, and $L_{0}$ but not on $\omega$. Therefore, once $\xi_{p}$ is computed for a particular representation $\omega_{0}$ of $L$ from Eq. (1.8), then we can use Eq. (1.8) to test the BR for any irreducible representation $\omega$. We note that Eq. (1.8) is valid also for $L=D_{q}$ if $p \neq q$. The Lie algebra $D_{p}(p \geqslant 4)(p$ being even) possess two fundamental $p$ th-order indices $D_{p}(\omega)$ and $\hat{D}_{p}(\omega)$, as we noted in (I) and in Ref. 24. For such a case, Eq. (1.8) must be replaced by

$$
\begin{gather*}
\xi_{p} D_{p}(\omega)+\hat{\xi}_{p} \hat{D}_{p}(\omega)=\sum_{j} D_{p}^{(0)}\left(\rho_{j}\right) \\
\left(L=D_{p}, \quad p=\text { even }>4\right), \tag{1.9}
\end{gather*}
$$

introducing two unknown constants $\xi_{p}$ and $\hat{\xi}_{p}$. However, we will not consider such a case hereafter. We simply remark here that the sum rule Eq. (1.8) for the special case of $p=2$ has been originally noted by Dynkin. ${ }^{25}$

Next, let $\bar{D}_{4}(\omega)$ be another fourth-order index defined by

$$
\begin{align*}
& \bar{D}_{4}(\omega)=\operatorname{Tr}^{(\omega)} I_{4},  \tag{1.10a}\\
& I_{4}=I_{2}\left[I_{2}-\frac{1}{6} I_{2}\left(\omega_{0}\right)\right] \tag{1.10b}
\end{align*}
$$

where $\omega_{0}$ refers hereafter to the adjoint representation of $L$. When $\omega$ is irreducible, then

$$
\begin{equation*}
\bar{D}_{4}(\omega)=D_{2}(\omega)\left[\frac{D_{2}(\omega)}{d(\omega)}-\frac{1}{6} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right] \tag{1.11}
\end{equation*}
$$

Here $d\left(\omega_{0}\right)$ is the dimension of $L$. Now, we have also the following fourth-order sum rule

$$
\begin{equation*}
\eta_{4} D_{4}(\omega)+\theta \bar{D}_{4}(\omega)=\sum_{j} \bar{D}_{4}^{(0)}\left(\rho_{j}\right) \tag{1.12}
\end{equation*}
$$

for any simple Lie algebras other than $L=D_{4}$ corresponding to the $\mathrm{SO}(8)$ group. Here, $\boldsymbol{\eta}_{4}$ is a new unknown constant but $\theta$ is related to $\boldsymbol{\xi}_{2}$ by
$\theta=\left\{d\left(\omega_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right] / d_{0}\left(\rho_{0}\right)\left[d\left(\omega_{0}\right)+2\right]\right\}\left(\xi_{2}\right)^{2}$
in terms of $\xi_{2}$ appearing in Eq. (1.8) with $p=2$, and $\rho_{0}$ is the adjoint representation of $L_{0}$ with dimension $d_{0}\left(\rho_{0}\right)$. Note that $\bar{D}_{4}^{(0)}(\rho)$ for the irreducible representation $\rho$ of $L_{0}$ is defined similarly to Eq. (1.11) by

$$
\begin{equation*}
\bar{D}_{4}^{(0)}(\rho)=D_{2}^{(0)}(\rho)\left\{\frac{D_{2}^{(0)}(\rho)}{d_{0}(\rho)}-\frac{1}{6} \frac{D_{2}^{(0)}\left(\rho_{0}\right)}{d_{0}\left(\rho_{0}\right)}\right\} \tag{1.14}
\end{equation*}
$$

when we define $d_{0}(\rho)$ to be the dimension of $\rho$. We can also prove the validity of the following fifth-order mixed sum rule

$$
\begin{align*}
& \eta_{5} D_{5}(\omega)+\xi_{2} \xi_{3} \frac{d_{0}\left(\rho_{0}\right)+6}{d_{0}\left(\rho_{0}\right)} \frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+6} \\
& \times D_{3}(\omega)\left[\frac{D_{2}(\omega)}{d(\omega)}-\frac{1}{4} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right] \\
& \quad=\sum_{j}\left[\frac{D_{2}^{(0)}\left(\rho_{j}\right)}{d_{0}\left(\rho_{j}\right)}-\frac{1}{4} \frac{D_{2}^{(0)}\left(\rho_{0}\right)}{d_{0}\left(\rho_{0}\right)}\right] D_{3}^{(0)}\left(\rho_{j}\right) . \tag{1.15}
\end{align*}
$$

Since the new constants $\eta_{4}$ and $\eta_{5}$ are independent of the generic irreducible representation $\omega$, sum rules (1.12) and (1.15) can be used to check the BR, once the values of $\eta_{4}$ and $\eta_{5}$ are computed from a particular known BR. Although we can find a mixed six-order sum rule, we will discuss it later. These mixed index sum rules are analogs of similar sum rules for Kronecker products given in (I).

If $L_{0}$ is a direct product

$$
\begin{equation*}
L_{0}=L_{A} \times L_{B} \tag{1.16}
\end{equation*}
$$

or two simple Lie algebras $L_{A}$ and $L_{B}$, we write the branching rule as

$$
\begin{equation*}
\omega \supset \rho=\sum_{j} \oplus \rho_{j}=\sum_{j} \oplus\left(\rho_{a}^{(A)} \otimes \rho_{b}^{(B)}\right) \tag{1.17}
\end{equation*}
$$

where $\rho_{a}^{(A)}$ and $\rho_{b}^{(B)}$ are irreducible representations of $L_{A}$ and $L_{B}$, respectively, with $\rho_{j}=\rho_{a}^{(A)} \otimes \rho_{b}^{(B)}$. First, considering $L \downarrow L_{A}$ and $L \downarrow L_{B}$, we evidently have

$$
\begin{align*}
& d(\omega)=\sum_{j} d^{(A)}\left(\rho_{a}\right) d^{(B)}\left(\rho_{b}\right),  \tag{1.18a}\\
& \xi_{p}^{(A)} D_{p}(\omega)=\sum_{j} d^{(B)}\left(\rho_{b}\right) D_{p}^{(A)}\left(\rho_{a}\right),  \tag{1.18b}\\
& \xi_{p}^{(B)} D_{p}(\omega)=\sum_{j} d^{(A)}\left(\rho_{a}\right) D_{p}^{(B)}\left(\rho_{b}\right) . \tag{1.18c}
\end{align*}
$$

In addition, we find the following mixed sum rules:

$$
\begin{align*}
& \eta_{4}^{(A B)} D_{4}(\omega)+\frac{d\left(\omega_{0}\right)}{2+d\left(\omega_{0}\right)} \xi_{2}^{(A)} \xi_{2}^{(B)} \bar{D}_{4}(\omega) \\
& \quad=\sum_{j} D_{2}^{(A)}\left(\rho_{a}\right) D_{2}^{(B)}\left(\rho_{b}\right),  \tag{1.19}\\
& \eta_{3}^{(A B)} D_{5}(\omega)+\frac{d\left(\omega_{0}\right)}{6+d\left(\omega_{0}\right)} \xi_{2}^{(A)} \xi_{3}^{(B)} \\
& \\
& \times\left\{\frac{D_{2}(\omega)}{d(\omega)}-\frac{1}{4} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\} D_{3}(\omega)  \tag{1.20}\\
& \quad=\sum_{j} D_{2}^{(A)}\left(\rho_{a}\right) D_{3}^{(B)}\left(\rho_{b}\right),
\end{align*}
$$

for new constants $\eta_{4}^{(A B)}$ and $\eta_{5}^{(A B)}$.
We remark that Eqs. (1.19) and (1.20) are also valid even when at least one of $L_{A}$ and $L_{B}$ is simple and the other is an Abelian Lie algebra. If $L_{A}$ is an Abelian Lie algebra, then the corresponding $g_{\mu \nu}^{(A)}$ cannot be the Killing metric, but we can always find a suitable $g_{\mu \nu}^{(A)}$ such that

$$
I_{2}^{(A)}=g^{(A) \mu v} t_{\mu}^{(A)} t_{v}^{(A)}
$$

is a-Casimir invariant with a property that the inverse matrix $g_{\mu \nu}^{(A)}$ of $g^{(A) \mu \nu}$ exists. This is because $L_{A}$ is still a reductive Lie algebra. ${ }^{26}$ However, we will not explicitly discuss such a case hereafter.

For special cases, we can say more. For example, $E_{6}$ has no seventh-order fundamental Casimir invariant. Then, this
gives the trace identity of the seventh order, ${ }^{27}$ which implies a validity of mixed branching index sum rules of a new type. Similarly, $E_{8}$ has no genuine sixth-order fundamental Casimir invariant, leading to complicated new sum rules. These will be discussed shortly.

Let $\square$ be a fixed irreducible representation of $L$. If $D_{p}(\square) \neq 0$, then it is convenient to set

$$
\begin{equation*}
D_{p}(\omega)=Q_{p}(\omega) D_{p}(\square) . \tag{1.21}
\end{equation*}
$$

We emphasize the fact that $Q_{p}(\omega)$ is well defined only when $J_{p} \neq 0$. For cases of $L$ being classical Lie algebras $A_{n}(n \geqslant 1)$, $B_{n}(n>2), C_{n}(n>2)$, and $D_{n}(n>3)$, the explicit formula of $Q_{p}(\omega)$ for any irreducible representation $\omega$ has been calculated elsewhere ${ }^{28}$ [hereafter referred to as (II)], where we choose $\square$ to be the defining representation of $L$. However, if $L$ is one of the exceptional Lie algebras $G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, then it is very difficult to give the general formula of $D_{p}(\omega)$ or $Q_{p}(\omega)$, although we can easily evaluate them for a few low-dimensional representations (see the Appendix). Regardless, this fact causes the branching index sum rules such as Eqs. (1.8) and (1.12) to be less useful in practice for exceptional Lie algebras. We can circumvent the problem by using the other indices $l_{2}(\omega)$ and $l_{4}(\omega)$ introduced by Patera et al., ${ }^{29}$ which may be defined as

$$
\begin{equation*}
l_{2 p}(\omega)=\sum_{M}(M, M)^{p} \quad(p=0,1,2, \ldots) . \tag{1.22}
\end{equation*}
$$

Here, the summation extends over all weights $M$ of $\omega$ and ( $M, M$ ) is the standard scalar product in the root space of $L$. An extensive table of $d(\omega), l_{2}(\omega)$, and $l_{4}(\omega)$ has been tabulated in Ref. 19 for any simple Lie algebra $L$ with rank less than or equal to 8 . First, it is easy to prove

$$
\begin{equation*}
D_{2}(\omega)=r^{-1} d\left(\omega_{0}\right) l_{2}(\omega) \tag{1.23}
\end{equation*}
$$

for any simple Lie algebra $L$ with rank $r$. Then Eq. (1.11) gives

$$
\begin{equation*}
\bar{D}_{4}(\omega)=\left[\frac{d\left(\omega_{0}\right)}{r}\right]^{2} l_{2}(\omega)\left[\frac{l_{2}(\omega)}{d(\omega)}-\frac{1}{6} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right] . \tag{1.24}
\end{equation*}
$$

The relation between $l_{4}(\omega)$ and $D_{4}(\omega)$ is more complicated, but we find

$$
\begin{equation*}
l_{4}(\omega)=\eta D_{4}(\omega)+\frac{r(r+2)}{d\left(\omega_{0}\right)\left[2+d\left(\omega_{0}\right)\right]} \bar{D}_{4}(\omega) \tag{1.25}
\end{equation*}
$$

except for the case of $L=D_{4}$ corresponding to the $\mathrm{SO}(8)$ group where the relation is slightly more involved. In Eq. (1.25), $\eta$ is a constant whose explicit value has been calculated in Ref. 24 for a suitable normalization of $D_{4}(\omega)$. It is found that $\eta$ is nonzero for all classical Lie algebras $A_{n}(n \geqslant 3)$, $B_{n}(n \geqslant 3), C_{n}(n \geqslant 3)$, and $D_{n}(n \geqslant 5)$.

For any exceptional Lie algebras as well as $A_{1}$ and $A_{2}$, we know $D_{4}(\omega)=0$ identically. ${ }^{24}$ Then Eqs. (1.24) and (1.25) imply the validity of

$$
\begin{equation*}
l_{4}(\omega)=\frac{(r+2) d\left(\omega_{0}\right)}{r\left[2+d\left(\omega_{0}\right)\right]} l_{2}(\omega)\left\{\frac{l_{2}(\omega)}{d(\omega)}-\frac{1}{6} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\} \tag{1.26}
\end{equation*}
$$

for these algebras. This relation is also valid for $B_{2}\left(=C_{2}\right)$ (because of $\eta=0$ ) as well as special classes of irreducible representations $\omega$ for the Lie algebra $D_{4}$ by reasons explained in Ref. 24. We can verify Eq. (1.26) for many $\omega$ 's from the table of Ref. 19 for these cases. Hereafter, we restrict our-
selves to the consideration of $L$ being one of the exceptional Lie algebras, unless it is stated otherwise. We now set

$$
\begin{equation*}
\bar{\xi}_{2}=\left(r_{0} / r\right)\left[d\left(\omega_{0}\right) / d_{0}\left(\rho_{0}\right)\right] \xi_{2} \tag{1.27}
\end{equation*}
$$

where $r_{0}$ and $d_{0}\left(\rho_{0}\right)$ are the rank and the dimension of the simple sub-Lie algebra $L_{0}$, respectively. Then, first, Eq. (1.8) for $p=2$ is rewritten as

$$
\begin{equation*}
\bar{\xi}_{2} l_{2}(\omega)=\sum_{j} l_{2}^{(0)}\left(\rho_{j}\right) \tag{1.28}
\end{equation*}
$$

for the branching rule equation (1.1). Also, since any exceptional Lie algebra possesses no third-order and fourth-order fundamental Casimir invariants, we have $D_{3}(\omega)$ $=D_{4}(\omega)=0$, which leads to the sum rules

$$
\begin{align*}
& \sum_{j} D_{3}^{(0)}\left(\rho_{j}\right)=0,  \tag{1.29}\\
& \frac{r}{r+2} \frac{r_{0}+2}{r_{0}}\left(\bar{\xi}_{2}\right)^{2} l_{4}(\omega)=\sum_{j} l_{4}^{(0)}\left(\rho_{j}\right),  \tag{1.30}\\
& \frac{d_{0}\left(\rho_{0}\right)+2}{d_{0}\left(\rho_{0}\right)} \frac{r}{r+2}\left(\bar{\xi}_{2}\right)^{2} l_{4}(\omega)+\frac{1}{6} \frac{l_{2}^{(0)}\left(\rho_{0}\right)}{d_{0}\left(\rho_{0}\right)} \bar{\xi}_{2} l_{2}(\omega) \\
& \quad=\sum_{j} \frac{\left[l_{2}^{(0)}\left(\rho_{j}\right)\right]^{2}}{d_{0}\left(\rho_{j}\right)} \tag{1.31}
\end{align*}
$$

We note that Eq. (1.31) is not independent of Eq. (1.30) if $L_{0}$ is one of $A_{1}, A_{2}, B_{2}, G_{2}, F_{4}, E_{6}, E_{7}, E_{8}$. Together with the dimensional sum rule

$$
\begin{equation*}
d(\omega)=\sum_{j} d_{0}\left(\rho_{j}\right) \tag{1.32}
\end{equation*}
$$

these formulas are found to be in general sufficient to determine the branching rule uniquely for many low-dimensional representations $\omega$. The important exception for this statement is cases of representations of $E_{6}$, which are not selfcontragradient. This is because a representation $\rho$ and its contragradient representation $\rho^{*}$ have exactly the same $d_{0}(\rho), l_{2}^{(0)}(\rho)$, and $l_{4}^{(0)}(\rho)$ so that these sum rules cannot distinguish $\rho_{j}$ from $\rho_{j}^{*}$. Since odd index $D_{3}(\rho)$ changes its sign for $\rho \rightarrow \rho^{*}$, the sum rule Eq. (1.29) can reduce the ambiguity for the case when $L_{0}$ contains one of $A_{n}$ as its factor. However, we cannot resolve the overall contragradiency of representations. We can resolve the whole matter by considering the $D_{5}(\omega)$ sum rule, which we rewrite as

$$
\begin{equation*}
\bar{\xi}_{5} Q_{5}(\omega)=\sum_{j} Q_{5}^{(0)}\left(\rho_{j}\right) \tag{1.33}
\end{equation*}
$$

in terms of $Q_{5}(\omega)$ defined by Eq. (1.21). As we shall see in Sec. III, the validity of Eq. (1.33) can settle the ambiguity of choosing $\rho_{j}$ or $\rho_{j}^{*}$, when we note

$$
\begin{equation*}
Q_{3}^{(0)}\left(\rho^{*}\right)=-Q_{3}^{(0)}(\rho) . \tag{1.34}
\end{equation*}
$$

Next, let us consider the case $L_{0}=L_{A} \times L_{B}$ as in Eq. (1.16). First, Eqs. (1.18) and (1.19) with $D_{4}(\omega)=0$ lead to
$\bar{\xi}_{2}^{(A)} l_{2}(\omega)=\sum_{j} d^{(B)}\left(\rho_{b}\right) l_{2}^{(A)}\left(\rho_{a}\right)$,
$\bar{\xi}_{2}^{(B)} l_{2}(\omega)=\sum_{j} d^{(A)}\left(\rho_{a}\right) l_{2}^{(B)}\left(\rho_{b}\right)$,
$\frac{r}{r+2} \frac{2+r_{A}}{r_{A}}\left(\bar{\xi}_{2}^{(A)}\right)^{2} l_{4}(\omega)=\sum_{j} d^{(B)}\left(\rho_{b}\right) l_{4}^{(A)}\left(\rho_{a}\right)$,
$\frac{r}{r+2} \frac{2+r_{B}}{r_{B}}\left(\bar{\xi}{ }_{2}^{(B)}\right)^{2} l_{4}(\omega)=\sum_{j} d^{(A)}\left(\rho_{a}\right) l_{4}^{(B)}\left(\rho_{b}\right)$,
$\frac{r}{r+2} \bar{\xi}_{2}^{(A)} \bar{\xi}_{2}^{(B)} l_{4}(\omega)=\sum_{j} l_{2}^{(A)}\left(\rho_{a}\right) l_{2}^{(B)}\left(\rho_{b}\right)$,
while Eq. (1.20) with $D_{3}(\omega)=0$ may be rewritten as

$$
\begin{align*}
& \eta_{5}^{(A B)} D_{5}(\omega)=\sum_{j} D_{2}^{(A)}\left(\rho_{a}\right) D_{3}^{(B)}\left(\rho_{b}\right),  \tag{1.38a}\\
& \eta_{5}^{(B A)} D_{5}(\omega)=\sum_{j} D_{2}^{(B)}\left(\rho_{b}\right) D_{3}^{(A)}\left(\rho_{a}\right) . \tag{1.38b}
\end{align*}
$$

Similarly, we find

$$
\begin{align*}
& \sum_{j} d^{(A)}\left(\rho_{a}\right) Q_{s}^{(B)}\left(\rho_{b}\right)=\bar{\xi}_{s}^{(B)} Q_{s}(\omega),  \tag{1.39a}\\
& \sum_{j} l_{2}^{(A)}\left(\rho_{a}\right) Q_{s}^{(B)}\left(\rho_{b}\right) \\
& \quad=\bar{\xi}_{2}^{(A)} \bar{\xi}_{s}^{(B)} \frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+10}\left\{\frac{l_{2}(\omega)}{d(\omega)}-\frac{5}{12} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\} Q_{s}(\omega), \tag{1.39b}
\end{align*}
$$

$\sum_{j} D_{3}^{(A)}\left(\rho_{a}\right) D_{4}^{(B)}\left(\rho_{b}\right)=0$,

$$
\begin{align*}
& \sum_{j} D_{3}^{(A)}\left(\rho_{a}\right) \bar{D}_{4}^{(B)}\left(\rho_{b}\right) \\
&= 2 \xi_{2}^{(B)} \eta_{5}^{(B A)} \frac{d^{(B)}\left(\rho_{0}\right)+2}{d^{(B)}\left(\rho_{0}\right)} \frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+10} D_{5}(\omega) \\
& \times\left\{\frac{D_{2}(\omega)}{d(\omega)}-\frac{5}{12} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\}, \tag{1.39~d}
\end{align*}
$$

as the fifth- and seventh-order sum rules involving $D_{5}(\omega)$ [or $\left.Q_{5}(\omega)\right]$. From Eqs. (1.39c) and (1.39d), we can also derive a calculationally more convenient sum rule:

$$
\begin{align*}
& \sum_{j} D_{3}^{(A)}\left(\rho_{a}\right) l_{4}^{(B)}\left(\rho_{b}\right) \\
&= 2 \bar{\xi}_{2}^{(B)} \eta_{5}^{(B A)} \frac{r_{B}+2}{d_{B}\left(\rho_{0}\right)} \frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+10} D_{5}(\omega) \\
& \times\left\{\frac{l_{2}(\omega)}{d(\omega)}-\frac{5}{12} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\} \tag{1.39e}
\end{align*}
$$

We remark that Eqs. (1.39) are also valid for $L=D_{5}$ corresponding to the $\mathrm{SO}(10)$ group. The validity of the sum rules Eqs. (1.35)-(1.39) turns out to be sufficiently restrictive so as to uniquely determine the BR's of many $\omega$ 's of any exceptional Lie algebras as far as can be checked. Examples will be given in Sec. III.

When $L_{0}$ is a direct product of three simple Lie algebras,

$$
L_{0}=L_{A} \times L_{B} \times L_{C}
$$

with

$$
\omega \supset \rho=\sum_{j} \oplus \rho_{j}=\sum_{j} \oplus\left(\rho_{a}^{(A)} \otimes \rho_{b}^{(B)} \otimes \rho_{c}^{(C)}\right)
$$

the knowledge of the six-order index $D_{6}(\omega)$ is convenient. For this case, we can prove the sum rule of the form

$$
\begin{align*}
& \sum_{j} l_{2}^{(A)}\left(\rho_{a}\right) l_{2}^{(B)}\left(\rho_{b}\right) l_{2}^{(C)}\left(\rho_{c}\right) \\
&= \eta_{6} D_{6}(\omega)+\left\{\left[d\left(\omega_{0}\right)\right]^{2} /\left[d\left(\omega_{0}\right)+2\right]\left[d\left(\omega_{0}\right)+4\right]\right\} \\
& \times \bar{\xi}_{2}^{(A)} \bar{\xi}_{2}^{(B)} \bar{\xi}_{2}^{(C)} R_{6}(\omega), \tag{1.40}
\end{align*}
$$

where we have set

$$
\begin{align*}
R_{6}(\omega)= & l_{2}(\omega) \\
& +\left[\frac{l_{2}(\omega)}{d(\omega)}\right]^{2}-\frac{1}{2} \frac{l_{2}(\omega)}{d(\omega)} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}  \tag{1.41}\\
& {\left.\left[\frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right]^{2}\right\} . }
\end{align*}
$$

We may also note that we have a six-order sum rule for $L \downarrow L_{0}$ of the form

$$
\begin{align*}
& \frac{\left[d_{0}\left(\rho_{0}\right)\right]^{2}}{\left[d_{0}\left(\rho_{0}\right)+2\right]\left[d_{0}\left(\rho_{0}\right)+4\right]} \sum_{j} \frac{\left[l_{2}^{(0)}\left(\rho_{j}\right)\right]^{3}}{\left(d_{0}\left(\rho_{j}\right)\right)^{2}} \\
& =\eta_{6}^{\prime} D_{6}(\omega)+\frac{\left[d\left(\omega_{0}\right)\right]^{2}}{\left[d\left(\omega_{0}\right)+2\right]\left[d\left(\omega_{0}\right)+4\right]}\left(\bar{\xi}_{2}\right)^{3} \frac{\left[l_{2}(\omega)\right]^{3}}{[d(\omega)]^{2}} \\
& \quad+\frac{r}{2(r+2)}\left(\bar{\xi}_{2}\right)^{2}\left\{\frac{l_{2}^{(0)}\left(\rho_{0}\right)}{d_{0}\left(\rho_{0}\right)+4}-\frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+4} \bar{\xi}_{2}\right\} l_{4}(\omega), \tag{1.42}
\end{align*}
$$

if $L_{0}$ is simple.
Also for $L_{0}=L_{A} \times L_{B}$, we find

$$
\begin{align*}
& \sum_{j} l_{2}^{(A)}\left(\rho_{a}\right) l_{4}^{(B)}\left(\rho_{b}\right) \\
& \quad=\eta_{6}^{\prime \prime} D_{6}(\omega)+\left\{\left[d\left(\omega_{0}\right)\right]^{2} /\left[d\left(\omega_{0}\right)+2\right]\left[d\left(\omega_{0}\right)+4\right]\right\} \\
& \quad \times \bar{\xi}_{2}^{(A)}\left[\bar{\xi}_{2}^{(B)}\right]^{2}\left[\left(r_{B}+2\right) / r_{B}\right] R_{6}(\omega) . \tag{1.43}
\end{align*}
$$

For $L=E_{8}$, we have $D_{6}(\omega)=0$ identically, so that Eqs. (1.40), (1.42), and (1.43) do not contain new unknown constants $\eta_{6}, \eta_{6}^{\prime}$, and $\eta_{6}^{\prime \prime}$.

Finally, we simply mention here a mixed seventh-order index sum rule for $L \downarrow L_{0}=L_{A} \times L_{B} \times L_{C}$ of the form
$\sum_{j} l_{2}^{(A)}\left(\rho_{a}\right) D_{3}^{(B)}\left(\rho_{b}\right) l_{2}^{(C)}\left(\rho_{c}\right)$

$$
\begin{align*}
= & \frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+10}\left\{\frac{r_{B}}{d^{(A)}\left(\rho_{0}\right)} \bar{\xi}_{2}^{(C)} \eta_{5}^{(A B)}+\frac{r_{C}}{d^{(C)}\left(\rho_{0}\right)}\right. \\
& \left.\times \bar{\xi}_{2}^{(A)} \eta_{5}^{(C B)}\right\} D_{5}(\omega)\left\{\frac{l_{2}(\omega)}{d(\omega)}-\frac{5}{12} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\}, \tag{1.44}
\end{align*}
$$

where $\eta_{5}^{(A B)}$ or $\eta_{5}^{(C B)}$ is the same coefficient $\eta_{5}^{(A B)}$ or $\eta_{5}^{(C B)}$ appearing in Eq. (1.38a) when we consider $L \downarrow L_{A} \times L_{B}$, or $L \downarrow L_{C} \times L_{B}$. Equation (1.44) is again useful to resolve possible contragradiency ambiguity which may occur for the case of $L=E_{6}$. It is also valid for the Lie algebra $L=D_{5}$.

## II. DERIVATION OF MAIN FORMULA

## First, let

$$
\begin{equation*}
X_{\mu}=\omega\left(t_{\mu}\right) \tag{2.1}
\end{equation*}
$$

be the representation matrix of element $t_{\mu} \in L$ in the irreducible representation $\omega$. Then as is well known, ${ }^{30} \operatorname{Tr}\left(X_{\mu} X_{\nu}\right)$ is proportional to $g_{\mu v}$, if $L$ is simple:

$$
\begin{equation*}
\operatorname{Tr}\left(X_{\mu} X_{v}\right)=\left[1 / d\left(\omega_{0}\right)\right] D_{2}(\omega) g_{\mu v} \tag{2.2}
\end{equation*}
$$

where $\omega_{0}$ is the adjoint representation of $L$ and

$$
\begin{equation*}
D_{2}(\omega)=\operatorname{Tr}\left(g^{\mu \nu} X_{\mu} X_{v}\right) . \tag{2.3}
\end{equation*}
$$

Restricting $X_{\mu}$ and $X_{v}$ to be elements of a Cartan subalgebra $H_{a}$ and $H_{b}$ in Eq. (2.2) and multiplying $g^{a b}$, we find Eq. (1.23), i.e.,

$$
\begin{equation*}
D_{2}(\omega)=r^{-1} d\left(\omega_{0}\right) l_{2}(\omega) \tag{2.4}
\end{equation*}
$$

where $r$ is the rank of $L$ and $l_{2}(\omega)$ is defined by Eq. (1.22). Since ( $M, M$ ) in Ref. (19) is normalized by the condition $(\alpha, \alpha)_{\max }=2$ for roots $\alpha$ of $L$, Eq. (2.4) imposes a suitable choice of the normalization constant $C$ in Eq. (1.5).

Next let us briefly review the derivation of the index branching sum rules Eq. (1.8) for $p=2$ and $p=4$. Consider

$$
\begin{equation*}
\frac{1}{4!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\alpha} X_{\beta}\right) \tag{2.5}
\end{equation*}
$$

where $P$ stands for 4 ! permutations of indices $\mu, v, \alpha$, and $\beta$. If $L$ is not the Lie algebra $D_{4}$ corresponding to the $\mathrm{SO}(8)$ group, then by reasons explained in (I) and in Ref. 24 we can express it as a linear combination

$$
\begin{align*}
& \frac{1}{4!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\alpha} X_{\beta}\right) \\
& \quad=F_{1}(\omega) g_{\mu v \alpha \beta}+F_{2}(\omega)\left\{g_{\mu \nu} g_{\alpha \beta}+g_{\mu \alpha} g_{\nu \beta}+g_{\mu \beta} g_{v \alpha}\right\} \tag{2.6}
\end{align*}
$$

for some $F_{1}(\omega)$ and $F_{2}(\omega)$ to be determined. Multiplying $g^{\mu \nu \alpha \beta}$ and $g^{\mu \nu} g^{\alpha \beta}$ to both sides of Eq. (2.6) and noting the orthogonality condition Eq. (1.4), we obtain

$$
\begin{align*}
& F_{1}(\omega) g_{\mu v a \beta} g^{\mu v \alpha \beta}=D_{4}(\omega) \\
& F_{2}(\omega) d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]=\bar{D}_{4}(\omega) \tag{2.7}
\end{align*}
$$

If $g_{\mu \nu \alpha \beta} g^{\mu v \alpha \beta}=0$, then this implies $D_{4}(\omega)=0$ for all irreducible representations $\omega$ of $L$ and hence $J_{4}=0$ by HarishChandra's theorem, ${ }^{23}$ which in turn implies $g^{\mu v a \beta}=0$. Therefore, we may rewrite Eq. (2.6) as

$$
\begin{align*}
\frac{1}{4!} \sum_{P} & \operatorname{Tr}\left(X_{\mu} X_{v} X_{\alpha} X_{\beta}\right) \\
= & C_{1} D_{4}(\omega) g_{\mu v \alpha \beta}+\left\{1 / d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]\right\}  \tag{2.8}\\
& \times \bar{D}_{4}(\omega)\left\{g_{\mu \nu} g_{\alpha \beta}+g_{\mu \alpha} g_{v \beta}+g_{\mu \beta} g_{v \alpha}\right\}
\end{align*}
$$

Here, the constant $C_{1}$ is given by

$$
\begin{equation*}
C_{1}=1 / g_{\mu v \alpha \beta} g^{\mu v \alpha \beta} \tag{2.9}
\end{equation*}
$$

if $J_{4}$ is not identically zero, while $C_{1}$ is arbitrary if $J_{4}=0$ identically. In either case, the constant $C_{1}$ is regarded to be independent of the generic irreducible representation $\omega$. When $L$ is the Lie algebra $D_{4}$, we have two independent fourth-order Casimir invariants, so that we have to modify Eq. (2.8) by adding another term $\widehat{C}_{1} \widehat{D}_{4}(\omega) \hat{g}_{\mu \nu \alpha \beta}$ to the right side of Eq. (2.8), as in Ref. 24. If we restrict ourselves to Cartan subalgebra elements of $X_{\mu}=H_{a}, X_{v}=H_{b}, X_{\alpha}=H_{c}$, and $X_{\beta}=H_{d}$ and multiply $g^{a b} g^{e d}$ to both sides of Eq. (2.8), we find

$$
\begin{align*}
& l_{4}(\omega)=\eta D_{4}(\omega)+\left\{r(r+2) / d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]\right\} \bar{D}_{4}(\omega),  \tag{2.10}\\
& \eta=C_{1} g^{a b} g^{c d} g_{a b c d} \tag{2.11}
\end{align*}
$$

Clearly, the constant $\eta$ is independent of the generic irreducible representation $\omega$, and this reproduces Eq. (1.25). The explicit value of $\eta$ has been computed in Ref. 24 for a suitable
normalization of $D_{4}(\omega)$.
Now, let $L_{0}$ be a simple sub-Lie algebra of $L$. We rearrange the basis of $L$ so that the base of $L_{0}$ is spanned by its first $m$ elements $t_{1}, t_{2}, \ldots, t_{m}$ of $L$. In order to distinguish the basis of $L_{0}$ from that of $L$, we use the notation $\left\{t_{j}\right\}$ $(j=1,2, \ldots, m)$ and $\left\{t_{\mu}\right\}(\mu=1,2, \ldots, d)$ for bases of $L_{0}$ and $L$, respectively. The $p$ th-order fundamental index $D_{p}^{(0)}(\rho)$ of $L_{0}$ is defined by

$$
\begin{align*}
D_{p}^{(0)}(\rho) & =\operatorname{Tr}^{(\rho)} J_{p}^{(0)} \\
& =g^{(0) j_{2} \cdots j_{p}} \operatorname{Tr}^{(\rho)}\left(X_{j_{1}} X_{j_{2}} \cdots X_{j_{p}}\right), \tag{2.12}
\end{align*}
$$

where

$$
\begin{equation*}
J_{p}^{(0)}=g^{(0) j j_{2} \cdots j_{p}} t_{j_{1}} t_{j_{2}} \cdots t_{j_{p}} \tag{2.13}
\end{equation*}
$$

is the $p$ th-order fundamental Casimir invariant of $L_{0}$ and $\rho$ is a representation of $L_{0}$, which may not be necessarily irreducible. In Eq. (2.2) we now restrict indices to those of the subalgebra $L_{0}$ with $\mu=i$ and $v=j$, and multiply $g^{(0) i j}$ to both sides. When we note

$$
D_{p}^{(0)}(\rho)=\sum_{j} D_{p}^{(0)}\left(\rho_{j}\right)
$$

for $\rho=\Sigma_{j} \oplus \rho_{j}$, this reproduces Eq. (1.8) for $p=2$ as

$$
\begin{align*}
& \xi_{2} D_{2}(\omega)=\sum_{j} D_{2}^{(0)}\left(\rho_{j}\right)  \tag{2.14a}\\
& \xi_{2}=\frac{1}{d\left(\omega_{0}\right)} g^{(0, i j} g_{i j}=\frac{d_{0}\left(\rho_{0}\right)}{d\left(\omega_{0}\right)} \eta_{2} \tag{2.14b}
\end{align*}
$$

where we have defined $\eta_{2}$ by

$$
\begin{equation*}
g_{i j}=\eta_{2} g_{i j}^{(0)} \tag{2.15}
\end{equation*}
$$

and $d_{0}\left(\rho_{0}\right)$ is the dimension of $L_{0}$. Similarly, we restrict ourselves in Eq. (2.8) to $L_{0}$ with $\mu=i, v=j, \alpha=k$, and $\beta=l$, and multiply $g^{(0) / j k l}$ to both sides. Noting the orthogonality condition

$$
g^{(0, i j k l} g_{i j}^{(0)} g_{k l}^{(0)}=0
$$

we find similarly

$$
\begin{align*}
& \xi_{4} D_{4}(\omega)=\sum_{j} D_{4}^{(0)}\left(\rho_{j}\right),  \tag{2.16a}\\
& \xi_{4}=C_{1} g^{(0) j i j k l} g_{i j k l} . \tag{2.16b}
\end{align*}
$$

Clearly both $\xi_{2}$ and $\xi_{4}$ are independent of the generic irreducible representation $\omega$ of $L$. However, if $L$ is the Lie algebra $D_{4}$, then Eq. (2.16a) must be modified by Eq. (1.9) with $p=4$ since the Lie algebra $D_{4}$ has now two independent fourthorder fundamental indices $D_{4}(\omega)$ and $\widehat{D}_{4}(\omega)$ as in Ref. 24.

Next, we multiply $g^{(0 \mid i j} g^{(0) \mid k I}$ to both sides of Eq. (2.8) with $\mu=i, v=j, \alpha=k$, and $\beta=l$. Then, after some calculations, we obtain now the mixed fourth-order sum rule Eq. (1.12)

$$
\begin{align*}
& \sum_{j} \bar{D}_{4}^{(0)}\left(\rho_{j}\right)=\eta_{4} D_{4}(\omega)+\theta \bar{D}_{4}(\omega),  \tag{2.17a}\\
& \eta_{4}=C_{1} g^{(0) i j} g^{(0) k l} g_{i j k l},  \tag{2.17b}\\
& \theta=\left\{d_{0}\left(\rho_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right] / d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]\right\}\left(\eta_{2}\right)^{2} \\
& \quad=\left\{d\left(\omega_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right] / d_{0}\left(\rho_{0}\right)\left[d\left(\omega_{0}\right)+2\right]\right\}\left(\xi_{2}\right)^{2} \tag{2.17c}
\end{align*}
$$

We remark ${ }^{24}$ that $g_{i j k l}$ may not necessarily be proportional
to $g_{i j k l}^{(0)}$, although it can be expressed as a linear combination of $g_{i j k l}^{(0)}$ and $g_{i j}^{(0)} g_{k l}^{(0)}+g_{i k}^{(0)} g_{j l}^{(0)}+g_{i l}^{(0)} g_{k l}^{(0)}$. Hence, $\eta_{4}$ defined by Eq. ( 2.17 b ) is not necessarily zero but may be regarded as a new unknown constant, although it can be in principle computable.

If $L$ is one of $A_{1}, A_{2}, G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, we know ${ }^{24}$ $D_{4}(\omega)=0$ identically for all $\omega$. In that case, Eqs. (2.10) and (2.17a) are rewritten as Eqs. (1.26) and (1.31), when we note Eq. (2.14a). The mixed sum rule Eq. (1.30) can be derived also as follows. Assuming $L_{0} \neq D_{4}$, Eq. (1.25) for $L_{0}$ with $\omega$ being replaced by $\rho_{j}$ gives

$$
\begin{equation*}
l_{4}^{(0)}\left(\rho_{j}\right)=\eta_{0} D_{4}^{(0)}\left(\rho_{j}\right)+\frac{r_{0}\left(r_{0}+2\right)}{d_{0}\left(\rho_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right]} \bar{D}_{4}^{(0)}\left(\rho_{j}\right) \tag{2.18}
\end{equation*}
$$

Summing over $j$, this leads to

$$
\begin{aligned}
\sum_{j} l_{4}^{(0)}\left(\rho_{j}\right)= & \eta_{0} \sum_{j} D_{4}^{(0)}\left(\rho_{j}\right)+\frac{r_{0}\left(r_{0}+2\right)}{d_{0}\left(\rho_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right]} \\
& \times \sum_{j} \bar{D}_{4}^{(0)}\left(\rho_{j}\right) .
\end{aligned}
$$

Using Eqs. (2.16a), (2.17a), and (2.10), we can rewrite this as

$$
\begin{align*}
& \sum_{j} l_{4}^{(0)}\left(\rho_{j}\right)= \bar{C}_{4} D_{4}(\omega)+\frac{r_{0}\left(r_{0}+2\right)}{r(r+2)} \frac{d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]}{d_{0}\left(\rho_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right]} \\
& \times \theta l_{4}(\omega)  \tag{2.19a}\\
& \bar{C}_{4}=\eta_{0} \xi_{4}+\left\{r_{0}\left(r_{0}+2\right) / d_{0}\left(\rho_{0}\right)\left[d_{0}\left(\rho_{0}\right)+2\right]\right\} \\
& \times\left\{\eta_{4}-\left(d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right] / r(r+2)\right) \theta \eta\right\} \tag{2.19b}
\end{align*}
$$

If $L$ is one of $A_{1}, A_{2}, G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, then $D_{4}(\omega)=0$ so that Eq. (2.19a) reproduces Eq. (1.30), when we further note Eqs. (1.27) and (2.17c). Although we have assumed $L_{0} \neq D_{4}$ for this derivation, this assumption is actually unnecessary for the validity of Eq. (2.19a). However, we will not go into its detail here, since it will be straightforward to prove it with a slight modification. We remark here that Eqs. (1.30) and (1.31) will not be independent of each other when $L_{0}$ is one of $A_{1}, A_{2}, B_{2}, G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$, since $l_{4}^{(0)}\left(\rho_{j}\right)$ will be expressed in terms of $l_{2}^{(0)}\left(\rho_{j}\right)$ as in Eq. (1.26) with replacement of $\omega \rightarrow \rho$ and $\omega_{0} \rightarrow \rho_{0}$.

Next, consider the derivation of Eq. (1.15). Because of the reason explained in (I), we can express $\Sigma_{P} \operatorname{Tr}\left(X_{\mu} X_{\nu} X_{\lambda} X_{\alpha} X_{\beta}\right)$ also as

$$
\begin{align*}
& \frac{1}{5!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\lambda} X_{\alpha} X_{\beta}\right) \\
& \quad=F_{3}(\omega) g_{\mu \nu \lambda \alpha \beta}+F_{4}(\omega) \frac{1}{5!} \sum_{P} g_{\mu \nu} g_{\lambda \alpha \beta}, \tag{2.20}
\end{align*}
$$

where $P$ stands now for 5 ! permutations of indices $\mu, v, \lambda, \alpha$, and $\beta$. Multiplying $g^{\mu \nu \lambda \alpha \beta}$ to both sides of Eqs. (2.20) and noting the orthogonality condition

$$
g^{\mu \nu \lambda \alpha \beta} g_{\mu \nu} g_{\lambda \alpha \beta}=0
$$

it gives

$$
\begin{equation*}
D_{5}(\omega)=F_{3}(\omega) g^{\mu \nu \lambda \alpha \beta} g_{\mu \nu \lambda \alpha \beta} \tag{2.21a}
\end{equation*}
$$

Similarly, multiplying $g^{\mu \nu} g^{\imath \alpha \beta}$ and noting $g^{\mu \nu} g_{\lambda \mu \nu}=0$, we find

$$
\begin{align*}
D_{3}(\omega) & {\left[\frac{D_{2}(\omega)}{d(\omega)}-\frac{1}{4} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right] } \\
& =\frac{1}{10}\left[d\left(\omega_{0}\right)+6\right] g^{\lambda \alpha \beta} g_{\lambda \alpha \beta} F_{4}(\omega), \tag{2.21b}
\end{align*}
$$

which determines $F_{3}(\omega)$ and $F_{4}(\omega)$ in terms of indices. We now restrict Greek suffices $\mu, \nu, \lambda, \alpha$, and $\beta$ in Eq. (2.20) to the subindices $i, j, k, l$, and $p$ of $L_{0}$, and multiply $g^{(0) i j k l p}$ or $g^{(0) i j} g^{(0) k l} p$ to both sides of Eq. (2.20). After some calculations, we find Eq. (1.8) for $p=5$ and Eq. (1.15), respectively, with $C_{5}=g^{(0) i j} g^{(0) k l l^{p}} g_{i j k l p} / g^{\mu \nu \lambda \alpha \beta} g_{\mu \nu \lambda \alpha \beta}$.

We will next discuss the case where $L_{0}$ is a direct product of two simple Lie algebras $L_{A}$ and $L_{B}$, i.e., $L_{0}=L_{A} \times L_{B}$. We label bases of $L_{A}$ and $L_{B}$, respectively, as $\left\{t_{i}\right\}$ and $\left\{t_{a}\right\}$. Considering $L \downarrow L_{A}$ and $L \downarrow L_{B}$, we have clearly

$$
\begin{align*}
& \xi_{p}^{(A)} D_{p}(\omega)=\sum_{j} d^{(B)}\left(\rho_{b}\right) D_{p}^{(A)}\left(\rho_{a}\right),  \tag{2.22a}\\
& \xi_{p}^{(B)} D_{p}(\omega)=\sum_{j} d^{(A)}\left(\rho_{a}\right) D_{p}^{(B)}\left(\rho_{b}\right), \tag{2.22b}
\end{align*}
$$

when we decompose $\omega$ as

$$
\begin{equation*}
\omega \supset \rho=\sum_{j} \oplus \rho_{j}=\sum_{j} \oplus\left[\rho_{a}^{(A)} \otimes \rho_{b}^{(B)}\right] \tag{2.23}
\end{equation*}
$$

of irreducible components $\rho_{j}=\rho_{a}^{(A)} \otimes \rho_{b}^{(B)}$ of $L_{A} \times L_{B}$. Next, we study the cases of $p=4$ and 5 in more detail. In Eq. (2.8), we choose $X_{\mu}=X_{i}, \quad X_{v}=X_{j} \in L_{A} \quad$ and $\quad X_{\alpha}=X_{a}$, $X_{B}=X_{b} \in L_{B}$, and multiply $g^{(A) i j g^{(B) a b}}$ to find

$$
\begin{align*}
& \sum_{j} D_{2}^{(A)}\left(\rho_{a}\right) D_{2}^{(B)}\left(\rho_{b}\right) \\
& \quad=\eta_{4}^{(A B)} D_{4}(\omega)+\frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+2} \xi_{2}^{(A)} \xi_{2}^{(B)} \bar{D}_{4}(\omega),  \tag{2.24a}\\
& \eta_{4}^{(A B)} \tag{2.24b}
\end{align*}=C_{1} g^{(A) i j g^{(B) a b} g_{i j a b} .}
$$

Similarly, we choose $X_{\mu}=X_{i}, X_{v}=X_{j} \in L_{A}, X_{\lambda}=X_{a}$, $X_{\alpha}=X_{b}, \quad X_{\beta}=X_{c} \in L_{B}$ in Eq. (2.20) and multiply $g^{(A) i j} g^{(B) a b c}$. In this way, we find
$\sum_{j} D_{2}^{(A)}\left(\rho_{a}\right) D_{3}^{(B)}\left(\rho_{b}\right)$
$=\eta_{5}^{(A B)} D_{5}(\omega)+\frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+6} \xi_{2}^{(A)} \xi_{3}^{(B)}$
$\times D_{3}(\omega)\left[\frac{D_{2}(\omega)}{d(\omega)}-\frac{1}{4} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right]$,
$\eta_{5}^{(A B)}=g^{(A) i j} g^{(B) a b c} g_{i j a b c} / g^{\mu \nu \lambda \alpha \beta} g_{\mu \nu \lambda \alpha \beta}$,
which is Eq. (1.20). If $g^{\mu \nu \lambda \alpha \beta} g_{\mu \nu \lambda \alpha \beta}=0$, then $\eta_{5}^{(A B)}$ is arbitrary.

Hereafter, we assume $L$ to be one of the exceptional Lie algebras $G_{2}, F_{4}, E_{6}, E_{7}$, and $E_{8}$ unless it is stated otherwise. We now have $D_{3}(\omega)=D_{4}(\omega)=D_{7}(\omega)=0$ identically for all $\omega$, since exceptional Lie algebras do not possess any fundamental third, fourth, and seventh Casimir invariants. Also, we have $D_{5}(\omega)=0$ except for the case of $L=E_{6}$. Moreover, $D_{6}(\omega)=0$ for $L=E_{8}$. Equations (1.37) and (1.38a) are direct consequences of Eqs. (2.24a) and (2.25a), respectively, when we note

$$
\begin{align*}
l_{4}(\omega) & =\frac{r(r+2)}{d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]} \bar{D}_{4}(\omega) \\
& =\frac{(r+2) d\left(\omega_{0}\right)}{r\left[d\left(\omega_{0}\right)+2\right]} l_{2}(\omega)\left\{\frac{l_{2}(\omega)}{d(\omega)}-\frac{1}{6} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\},  \tag{2.26a}\\
\bar{\xi}_{2} & =\frac{r_{0}}{r} \eta_{2}=\frac{r_{0}}{r} \frac{d\left(\omega_{0}\right)}{d_{0}\left(\rho_{0}\right)} \xi_{2} . \tag{2.26b}
\end{align*}
$$

Consider next the sixth and seventh index sum rules. First, we express

$$
\begin{align*}
& \frac{1}{6!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{\nu} X_{\lambda} X_{\alpha} X_{\beta} X_{\gamma}\right) \\
& \quad=C_{6} D_{6}(\omega) g_{\mu \nu \lambda \alpha \beta_{\gamma}}+F_{6}(\omega) \frac{1}{6!} \sum_{P} g_{\mu v} g_{\lambda \alpha} g_{\beta_{\gamma}} \tag{2.27}
\end{align*}
$$

since we have $J_{3}=J_{4}=0$ for the present case. Multiplying $g^{g \nu} g^{\lambda a} g^{\beta \gamma}$ to both sides of Eq. (2.27), we find

$$
\begin{align*}
F_{6}(\omega)= & \frac{15}{d\left(\omega_{0}\right)\left[d\left(\omega_{0}\right)+2\right]\left[d\left(\omega_{0}\right)+4\right]} D_{2}(\omega)\left\{\left[\frac{D_{2}(\omega)}{d(\omega)}\right]^{2}\right. \\
& \left.-\frac{1}{2} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)} \frac{D_{2}(\omega)}{d(\omega)}+\frac{1}{12}\left[\frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right]^{2}\right\} . \tag{2.28}
\end{align*}
$$

Choosing $\mu=i, v=j, \lambda=k, \alpha=l, \beta=p$, and $\gamma=q \in L_{0}$, and multiplying $g^{i j} g^{k l} g^{p q}$ to both sides of Eq. (2.27), we find

$$
\begin{aligned}
\sum_{j} R_{6}^{(0)}\left(\rho_{j}\right)= & \eta_{6}^{\prime \prime} D_{6}(\omega)+\left[\frac{d\left(\omega_{0}\right)}{d_{0}\left(\rho_{0}\right)}\right]^{2} \\
& \times \frac{\left[d_{0}\left(\rho_{0}\right)+2\right]\left[d_{0}\left(\rho_{0}\right)+4\right]}{\left[d_{0}\left(\omega_{0}\right)+2\right]\left[d\left(\omega_{0}\right)+4\right]}\left(\bar{\xi}_{2}\right)^{3} R_{6}(\omega),
\end{aligned}
$$

which gives Eq. (1.42). Similarly, we can derive Eq. (1.40). Analogously, we obtain

$$
\begin{align*}
& \frac{1}{7!} \sum_{P} \operatorname{Tr}\left(X_{\mu} X_{v} X_{\lambda} X_{\alpha} X_{\beta} X_{\gamma} X_{\tau}\right) \\
& \quad=C_{5} F_{7}(\omega) \frac{1}{7!} \sum_{P} g_{\mu \nu} g_{\lambda \alpha \beta \gamma \gamma}  \tag{2.29a}\\
& F_{7}(\omega)=\frac{21}{\left[d\left(\omega_{0}\right)+10\right]} D_{5}(\omega)\left\{\frac{D_{2}(\omega)}{d(\omega)}-\frac{5}{12} \frac{D_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\} \tag{2.29b}
\end{align*}
$$

$C_{5}=1 / g^{\lambda \alpha \beta \gamma \tau} g_{\lambda \alpha \beta \gamma \tau}$.
Actually, $C_{5}$ is meaningless when $D_{5}(\omega)=0$ identically. However, we can assume then $C_{5}$ to be arbitrary but finite so that we have $C_{5} F_{7}(\omega)=0$ anyway. From Eqs. (2.29), we can derive the mixed seventh-order sum rules Eqs. (1.39b)(1.39d) and (1.43). Combining Eqs. (1.39c) and (1.39d) and using Eq. (1.25) for $L_{0}$, we find also Eq. (1.39e)

$$
\begin{align*}
& \sum_{j} D_{3}^{(A)}\left(\rho_{a}\right) l_{4}^{(B)}\left(\rho_{b}\right) \\
&= 2 \bar{\xi}_{2}^{(B)} \eta_{5}^{(B A)} \frac{r_{B}+2}{d_{B}\left(\rho_{0}\right)} \frac{d\left(\omega_{0}\right)}{d\left(\omega_{0}\right)+10} \\
& \times D_{5}(\omega)\left\{\frac{l_{2}(\omega)}{d(\omega)}-\frac{5}{12} \frac{l_{2}\left(\omega_{0}\right)}{d\left(\omega_{0}\right)}\right\} . \tag{2.30}
\end{align*}
$$

In passing, we note that the validity of Eq. (2.29) is related to the trace identity of the seventh order. Let $t \in L$ be an arbitrary element of $L$ so that

$$
\begin{equation*}
t=\xi^{\mu} t_{\mu}, \tag{2.31a}
\end{equation*}
$$

for arbitrary real or complex numbers $\xi^{\mu}$. Corresponding to this, we have

$$
\begin{equation*}
X=\omega(t)=\xi^{\mu} X_{\mu} . \tag{2.31b}
\end{equation*}
$$

Then, multiplying $\xi^{\mu} \xi^{\nu} \xi^{\lambda} \xi^{\alpha} \xi^{\beta} \xi^{\gamma} \xi^{\tau}$ to both sides of Eq. (2.29a), we find ${ }^{27}$

$$
\begin{equation*}
\operatorname{Tr} X^{7}=\frac{d\left(\omega_{0}\right)}{D_{2}(\omega) D_{5}(\omega)} F_{7}(\omega) \operatorname{Tr} X^{2} \operatorname{Tr} X^{5}, \tag{2.32}
\end{equation*}
$$

which is also valid for the Lie algebra $D_{5}$. Similarly for the Lie algebra $E_{8}$, we have $D_{6}(\omega)=0$ identically since $E_{8}$ has no fundamental sixth-order Casimir invariant. Then, multiplying $\xi^{\mu} \xi^{\nu} \xi^{\lambda} \xi^{\alpha} \xi^{\beta} \xi^{r}$ to Eq. (2.29), it leads to

$$
\begin{equation*}
\operatorname{Tr} X^{6}=\left[\frac{d\left(\omega_{0}\right)}{D_{2}(\omega)}\right]^{3} F_{6}(\omega)\left(\operatorname{Tr} X^{2}\right)^{3}, \tag{2.33}
\end{equation*}
$$

as has been already noted in Ref. 31 and (I). It may be needless to mention that $D_{3}(\omega)=D_{4}(\omega)=0$ implies the validity of trace identities ${ }^{27}$

$$
\begin{align*}
& \operatorname{Tr} X^{3}=0,  \tag{2.34}\\
& \operatorname{Tr} X^{4}=\frac{1}{2\left[2+d\left(\omega_{0}\right)\right]}\left\{6 \frac{d\left(\omega_{0}\right)}{d(\omega)}-\frac{D_{2}\left(\omega_{0}\right)}{D_{2}(\omega)}\right\}\left(\operatorname{Tr} X^{2}\right)^{2} . \tag{2.35}
\end{align*}
$$

## III. SOME APPLICATIONS

We shall adopt here the lexicographical ordering convention of the simple root system of $L$ as in Ref. 19. Let $\Lambda$ be the highest weight of the irreducible representation $\omega$ of $L$. We will often write $d(\Lambda), l_{2 p}(\Lambda), D_{p}(\Lambda)$, and $Q_{p}(\Lambda)$ instead of $d(\omega), l_{2 p}(\omega), D_{p}(\omega)$, and $Q_{p}(\omega)$ hereafter. If $\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{r}$ are the fundamental weight system of $L$, then we can express ${ }^{32}$

$$
\begin{equation*}
\Lambda=m_{1} \Lambda_{1}+m_{2} \Lambda_{2}+\cdots+m_{r} \Lambda_{r} \tag{3.1}
\end{equation*}
$$

in terms of $r$ non-negative integers $m_{1}, m_{2}, \ldots, m_{r}$, so that we may write also

$$
\begin{equation*}
\omega=\Lambda=\left(m_{1}, m_{2}, \ldots, m_{r}\right) . \tag{3.2}
\end{equation*}
$$

It is often more convenient for us to use the Young tableau notation ${ }^{33}$ for classical Lie algebras. First consider the Lie algebra $A_{r}$ corresponding to the $\mathrm{SU}(r+1)$ group. Let $\left(f_{1}, f_{2}, \ldots, f_{r+1}\right)$ be the Young tableau symbol where $f_{j},(1 \leqslant j \leqslant r+1)$ are non-negative integers satisfying

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant \cdots \geqslant f_{r+1} \geqslant 0 . \tag{3.3}
\end{equation*}
$$

Then, $m_{j}$ 's given by Eq. (3.1) are related to $f_{j}$ 's by

$$
\begin{equation*}
m_{1}=f_{1}-f_{2}, \quad m_{2}=f_{2}-f_{3}, \quad \ldots, \quad m_{r}=f_{r}-f_{r+1} \tag{3.4}
\end{equation*}
$$

Similarly, consider the Lie algebra $D_{r}$ corresponding to the SO( $2 r$ ) group, whose irreducible representation $\omega$ may be labeled by $r$ real numbers $f_{1}, f_{2}, \ldots, f_{r}$ satisfying

$$
\begin{equation*}
f_{1} \geqslant f_{2} \geqslant \cdots \geqslant f_{r-1} \geqslant\left|f_{r}\right| . \tag{3.5}
\end{equation*}
$$

Here, $f_{j}(1 \leqslant j \leqslant r)$ are all simultaneously integers or half-integers, corresponding to tensor and spinor representations, respectively. They are related to $m_{j}$ by

$$
\begin{align*}
& m_{j}=f_{j}-f_{j+1} \quad(1<j \leqslant r-1), \\
& m_{r}=f_{r-1}+f_{r} \quad(j=r) . \tag{3.6}
\end{align*}
$$

We remark that there exists an extensive table ${ }^{19}$ for $d(\omega), l_{2}(\omega)$, and $l_{4}(\omega)$ for simple Lie algebras of rank less than or equal to 8 . However, there is no corresponding table available for higher-order indices. Because of this, we first calculate values of $Q_{p}(\omega)$ for a few low-dimensional representations $\omega$ for a later purpose. Let $\square$ be the basic (or nontrivial lowest-dimensional) representation of $L$. In general, we have $D_{p}(\square) \neq 0$, if $J_{p}$ is not identically zero. For such a case, we normalize $D_{p}(\omega)$ by Eq. (1.21), so that

$$
Q_{p}(\square)=1
$$

For example, $\square=\Lambda_{1}$ for all classical Lie algebras with possible exception of $L=D_{p}$, and $\square=\Lambda_{1}$, for $E_{6}$ and $E_{8}$ while $\square=\Lambda_{2}$ for $G_{2}, \square=\Lambda_{4}$ for $F_{4}$, and $\square=\Lambda_{6}$ for $E_{7}$. In this note, we consider mostly the Lie algebra $D_{p}$ with odd $p$. If $p$ is even, then $D_{p}(\omega)$ here really represents $\widehat{D}_{p}(\omega)$, which is one of two $p$ th-order indices. For either case, we have $D_{p}\left(\Lambda_{1}\right)=0$ so that we have to choose $\square$ to be the fundamental spinor representation $\Lambda_{p}$ with normalization

$$
\begin{equation*}
Q_{p}\left(\Lambda_{p}\right)=1, \text { for } L=D_{p} \tag{3.7}
\end{equation*}
$$

The explicit form of $Q_{p}$ in this case can be readily computed as follows. Define $l_{j}(1 \leqslant j \leqslant p)$ here with $p=r$ by

$$
\begin{equation*}
l_{j}=f_{j}+j-1 \quad(1 \leqslant j \leqslant p) . \tag{3.8}
\end{equation*}
$$

Then, we calculate

$$
\begin{equation*}
Q_{p}(\Lambda)=\frac{2 l_{1} l_{2} \cdots l_{p}}{(2 p-1)!!} d(\Lambda) \quad\left(L=D_{p}, p=r\right) . \tag{3.9}
\end{equation*}
$$

For other cases of any classical Lie algebras, the explicit formulas for $Q_{p}(\boldsymbol{\Lambda})$ are found in II. For example, if $L$ is the Lie algebra $A_{r}$ with $p \leqslant r+1$, then

$$
\begin{align*}
& Q_{p}\left(\Lambda_{2}\right)=(r+1)^{2}-2^{p-1}, \\
& Q_{p}\left(\Lambda_{3}\right)=\frac{1}{2}(r+1)^{2}-\frac{1}{2}\left[1+2^{p}\right](r+1)+3^{p-1} . \tag{3.10}
\end{align*}
$$

We will next evaluate $Q_{p}(\Lambda)$ for exceptional Lie algebras for low-dimensional representations. This is not difficult. First, let $N=d(\square)$. Then in (II), we noted the validity of

$$
\begin{align*}
& Q_{p}(\square)=N+2^{p-1}  \tag{3.11a}\\
& Q_{p}(\square)=N-2^{p-1}  \tag{3.11b}\\
& Q_{p}(\square \square)=\frac{1}{2} N^{2}+\frac{1}{2}\left[1+2^{p}\right] N+3^{p-1}  \tag{3.11c}\\
& Q_{p}(\square)=\frac{1}{2} N^{2}-\frac{1}{2}\left[1+2^{p}\right] N+3^{p-1}  \tag{3.11d}\\
& Q_{p}(\square)=N^{2}-3^{p-1} \tag{3.11e}
\end{align*}
$$

etc. As a matter of fact, Eq. (3.10) for $L=A_{r}$ corresponds to $N=r+1$ in Eqs. (3.11b) and (3.11d), since

$$
(\square)=\Lambda_{2} \quad \text { and }(\square)=\Lambda_{3}
$$

in this case. To be definite, let us consider the case of $L=E_{6}$ with $\square=\Lambda_{1}$ and $N=27$. Then, we have,

$$
\begin{align*}
& (\square)=\Lambda_{2},(\square)=\Lambda_{3}, \\
& (\square)=\left(\Lambda_{4}+\Lambda_{6}, \quad(\square)=\Lambda_{5} \oplus\left(2 \Lambda_{1}\right),\right. \\
& (\square \square)=(0) \oplus\left(\Lambda_{1}+\Lambda_{5}\right) \oplus\left(3 \Lambda_{1}\right)  \tag{3.12}\\
& (\square \square)=\Lambda_{6} \oplus\left(\Lambda_{1}+\Lambda_{5}\right) \oplus\left(\Lambda_{1}+\Lambda_{2}\right)
\end{align*}
$$

as we may verify by using the method explained in (II). Next, we note the fact that we have

$$
\begin{equation*}
Q_{p}\left(\Lambda^{*}\right)=(-1)^{p} Q_{p}(\Lambda), \tag{3.13}
\end{equation*}
$$

where $\Lambda^{*}$ is the contragradient representation of $\Lambda$, which may be obtained from $\Lambda$ by interchanges of

$$
m_{1} \leftrightarrow m_{5}, \quad m_{2} \leftrightarrow m_{4}, \quad m_{3} \leftrightarrow m_{3}, \quad m_{6} \leftrightarrow m_{6}
$$

for the case of $L=E_{6}$ and $m_{4} \leftrightarrow m_{5}$ for the case of $D_{5}$. Especially, we have for $E_{6}$

$$
\begin{align*}
& Q_{p}\left(\Lambda_{5}\right)=(-1)^{p} Q_{p}\left(\Lambda_{1}\right)=(-1)^{p},  \tag{3.14a}\\
& Q_{p}\left(\Lambda_{4}\right)=(-1)^{p} Q_{p}\left(\Lambda_{2}\right),  \tag{3.14b}\\
& Q_{p}\left(\Lambda_{3}\right)=(-1)^{p} Q_{p}\left(\Lambda_{3}\right) . \tag{3.14c}
\end{align*}
$$

Then, Eqs. (3.11), (3.12), and (3.14) lead to

$$
\begin{align*}
& Q_{p}\left(\Lambda_{2}\right)=(-1)^{p} Q_{p}\left(\Lambda_{4}\right)=27-2^{p-1},  \tag{3.15a}\\
& Q_{p}\left(\Lambda_{3}\right)=27\left(13-2^{p-1}\right)+3^{p-1},  \tag{3.15b}\\
& Q_{p}\left(2 \Lambda_{1}\right)=(-1)^{p} Q_{p}\left(2 \Lambda_{5}\right)=2^{p-1}+27-(-1)^{p}, \tag{3.15c}
\end{align*}
$$

as well as a sum rule

$$
\begin{equation*}
Q_{p}\left(\Lambda_{1}+\Lambda_{5}\right)+Q_{p}\left(3 \Lambda_{1}\right)=27\left(14+2^{p-1}\right)+3^{p-1} \tag{3.15d}
\end{equation*}
$$

We emphasize the fact that these relations are meaningful only for those values of $p$ where $E_{6}$ has nontrivial $p$ th-order fundamental Casimir invariant $J_{p}$, i.e., only for $p=2,5,6,8,9$, and 12 but not for other values of $p$. For example, Eq. (3.15b) for $p=5$ and $p=9$ gives $Q_{5}\left(\Lambda_{3}\right)=Q_{9}\left(\Lambda_{3}\right)=0$ in accordance with Eq. (3.14c) but it leads to nonsensical answers $Q_{3}\left(\Lambda_{3}\right) \neq 0$ and $Q_{7}\left(\Lambda_{3}\right) \neq 0$ for $p=3$ and 7 in contradiction with Eq. (3.14c). The other values of $Q_{p}(\Lambda)$ can be similarly calculated from these, once the Kronecker decomposition

$$
\begin{equation*}
\omega_{A} \times \omega_{B}=\sum_{j} \oplus \omega_{j} \tag{3.16a}
\end{equation*}
$$

for two irreducible representations $\omega_{A}$ and $\omega_{B}$ of $E_{6}$ is known. In that case, we have the sum rule ${ }^{22}$

$$
\begin{equation*}
d\left(\omega_{A}\right) Q_{p}\left(\omega_{B}\right)+d\left(\omega_{B}\right) Q_{p}\left(\omega_{A}\right)=\sum_{j} Q_{p}\left(\omega_{j}\right) \tag{3.16b}
\end{equation*}
$$

Examples for $E_{6}$ are $\Lambda_{1} \times \Lambda_{6}=\left(\Lambda_{1}+\Lambda_{6}\right) \oplus \Lambda_{1} \oplus \Lambda_{4}$ and $\Lambda_{1} \times \Lambda_{5}=\left(\Lambda_{1}+\Lambda_{5}\right) \oplus \Lambda_{6} \oplus 0$. For a later purpose, we compute values of $Q_{5}(\Lambda)(p=5)$ for a few low-dimensional representations of $E_{6}$

$$
\begin{align*}
& Q_{5}\left(\Lambda_{1}\right)=-Q_{5}\left(\Lambda_{5}\right)=1, \quad Q_{5}\left(\Lambda_{2}\right)=-Q_{5}\left(\Lambda_{4}\right)=11 \\
& Q_{5}\left(\Lambda_{3}\right)=Q_{5}\left(\Lambda_{6}\right)=Q_{5}\left(\Lambda_{1}+\Lambda_{5}\right)=0 \\
& Q_{5}\left(2 \Lambda_{1}\right)=-Q_{5}\left(2 \Lambda_{5}\right)=44  \tag{3.17}\\
& Q_{5}\left(\Lambda_{1}+\Lambda_{6}\right)=-Q_{5}\left(\Lambda_{5}+\Lambda_{6}\right)=88 \\
& Q_{5}\left(\Lambda_{1}+\Lambda_{2}\right)=648, \quad Q_{5}\left(3 \Lambda_{1}\right)=891
\end{align*}
$$

Similarly, some values of $Q_{5}(\Lambda)$ for the Lie algebra $A_{5}$ are given by

$$
\begin{align*}
& Q_{5}\left(\Lambda_{1}\right)=-Q_{5}\left(\Lambda_{5}\right)=1, \quad Q_{5}\left(\Lambda_{2}\right)=-Q_{5}\left(\Lambda_{4}\right)=-10 \\
& Q_{5}\left(\Lambda_{3}\right)=0, \quad Q_{5}\left(\Lambda_{1}+\Lambda_{3}\right)=-Q_{5}\left(\Lambda_{3}+\Lambda_{5}\right)=10 \\
& Q_{5}\left(\Lambda_{1}+\Lambda_{4}\right)=-Q_{5}\left(\Lambda_{2}+\Lambda_{5}\right)=76  \tag{3.18}\\
& Q_{5}\left(2 \Lambda_{1}\right)=-Q_{5}\left(2 \Lambda_{5}\right)=22, \\
& Q_{5}\left(2 \Lambda_{2}\right)=-Q_{5}\left(2 \Lambda_{4}\right)=-320,
\end{align*}
$$

while for $L=D_{5}$, Eq. (3.9) enables us to compute

$$
\begin{align*}
& Q_{5}\left(\Lambda_{4}\right)=-Q_{5}\left(\Lambda_{5}\right)=-1, \\
& Q_{5}\left(\Lambda_{j}\right)=Q_{5}\left(\Lambda_{j}+\Lambda_{k}\right)=0 \\
& \quad(1 \leqslant j \leqslant k \leqslant 3) \\
& Q_{5}\left(\Lambda_{1}+\Lambda_{5}\right)=-Q_{5}\left(\Lambda_{1}+\Lambda_{4}\right)=11,  \tag{3.19}\\
& Q_{5}\left(\Lambda_{2}+\Lambda_{5}\right)=-Q_{5}\left(\Lambda_{2}+\Lambda_{4}\right)=55, \\
& Q_{5}\left(2 \Lambda_{5}\right)=-Q_{5}\left(2 \Lambda_{4}\right)=32
\end{align*}
$$

Now, we would like to demonstrate the usefulness of our index branching sum rules. First, we have to know values of $\xi_{p}$ or $\bar{\xi}_{p}$. This can be readily evaluated once a branching rule for $\square$ is known. If $L_{0}$ is any simple sub-Lie algebra of $L$ with the same rank $r$ as $L$, then it has been found that we have always $\bar{\xi}_{2}=1$ except for the case of $L=C_{r}$ and $L_{0}=A_{r}$, where we have $\bar{\xi}=2$. For cases of $L=G_{2}, F_{4}, E_{7}$, and $E_{8}$, the situation is simple, since any representation of these Lie algebras is self-contragradient. ${ }^{34}$ Consider as an example the case of $F_{4} \downarrow B_{4}$. Then as we have already remarked, we have $\bar{\xi}=1$ by studying the simplest known BR of $\Lambda_{1} \rightarrow \Lambda_{2} \oplus \Lambda_{4}$. Sum rules Eqs. (1.28), (1.30), and (1.31) are now written as

$$
\begin{align*}
& l_{2}(\omega)=\sum_{j} l_{2}^{(0)}\left(\rho_{j}\right)  \tag{3.20a}\\
& l_{4}(\omega)=\sum_{j} l_{4}^{(0)}\left(\rho_{j}\right)  \tag{3.20b}\\
& \frac{19}{27} l_{4}(\omega)+\frac{7}{27} l_{2}(\omega)=\sum_{j} \frac{\left[l_{2}^{(0)}\left(\rho_{j}\right)\right]^{2}}{d_{0}\left(\rho_{j}\right)} \tag{3.21}
\end{align*}
$$

where we used $r=r_{0}=4, d_{0}\left(\rho_{0}\right)=36$, and $l_{2}^{(0)}\left(\rho_{0}\right)=56$ with $\rho_{0}=\Lambda_{2}$ for Eq. (3.21c). We have also the dimensional sum rule

$$
\begin{equation*}
d(\omega)=\sum_{j} d_{0}\left(\rho_{j}\right) \tag{3.22}
\end{equation*}
$$

These are more than sufficient to establish branching rules ${ }^{19}$ of

$$
\begin{aligned}
& \Lambda_{4} \rightarrow \Lambda_{4} \oplus \Lambda_{1} \oplus(0) \\
& \Lambda_{3} \rightarrow\left(\Lambda_{1}+\Lambda_{4}\right) \oplus \Lambda_{1} \oplus \Lambda_{2} \oplus \Lambda_{3} \oplus \Lambda_{4} \\
& \left(2 \Lambda_{4}\right) \rightarrow\left(2 \Lambda_{4}\right) \oplus\left(\Lambda_{1}+\Lambda_{4}\right) \oplus\left(2 \Lambda_{1}\right) \oplus \Lambda_{1} \oplus \Lambda_{4} \oplus(0)
\end{aligned}
$$

etc., if we use values of $d_{0}\left(\rho_{j}\right), l_{2}^{(0)}\left(\rho_{j}\right)$, and $l_{4}^{(0)}\left(\rho_{j}\right)$ of $B_{4}$ as well as of $d(\omega), l_{2}(\omega)$, and $l_{4}(\omega)$ of $F_{4}$ tabulated in Ref. 19.

The case of $L=E_{6}$ is slightly more involved since its representation may not necessarily be self-contragradient. Consider first the case of $E_{6} \downarrow D_{5}$ as an illustration. Then, the simplest BR for this case is $\omega=\Lambda_{1}$ with the BR $\Lambda_{1} \rightarrow \Lambda_{5} \oplus \Lambda_{1} \oplus 0$ from the table of Ref. 19. Using the values of $l_{2}\left(\Lambda_{1}\right)=6 \times 6, l_{2}^{(0)}\left(\Lambda_{1}\right)=5 \times 2$, and $l_{2}^{(0)}\left(\Lambda_{5}\right)=5 \times 4$ again from the table of Ref. 19, we calculate $\bar{\xi}_{2}=\frac{5}{6}$, since we must have

$$
\bar{\xi}_{2} l_{2}\left(\Lambda_{1}\right)=l_{2}^{(0)}\left(\Lambda_{5}\right)+l_{2}^{(0)}\left(\Lambda_{1}\right) .
$$

The branching sum rules Eqs. (1.28), (1.30), and (1.31) are now read as

$$
\begin{align*}
& \frac{5}{6} l_{2}(\omega)=\sum_{j} l_{2}^{(0)}\left(\rho_{j}\right),  \tag{3.23a}\\
& \frac{35}{48} l_{4}(\omega)=\sum_{j} l_{4}^{(0)}\left(\rho_{j}\right),  \tag{3.23b}\\
& \frac{5}{27}\left\{\frac{47}{16} l_{4}(\omega)+\frac{4}{3} l_{2}(\omega)\right\}=\sum_{j} \frac{\left[l_{2}^{(0)}\left(\rho_{j}\right)\right]^{2}}{d_{0}\left(\rho_{j}\right)}, \tag{3.23c}
\end{align*}
$$

when we note $r=6, r_{0}=5, d_{0}\left(\rho_{0}\right)=45$, and $l_{2}^{(0)}\left(\rho_{0}\right)=80$ for the present case. We may readily verify the validity of Eqs. (3.23b) and (3.23c) for $\Lambda_{1} \rightarrow \Lambda_{5} \oplus \Lambda_{1} \oplus(0)$ again. Together with the dimensional sum rule Eq. (3.22), these sum rules are sufficient for most cases to determine the BR uniquely except for the question of the contragradiency, i.e., how to distinguish $\rho_{j}$ and $\rho_{j}^{*}$. As an example, consider the case of $\omega=\Lambda_{2}$ and $2 \Lambda_{1}$, both of which have the same dimen$\operatorname{sion} d(\omega)=351$. The application of our sum rules Eqs. (3.23a)-(3.23c) is sufficient to establish the branching rules of
$\Lambda_{2} \rightarrow\left(\Lambda_{1}+\Lambda_{5}\right) \oplus \Lambda_{1} \oplus \Lambda_{2} \oplus \Lambda_{3} \oplus \Lambda_{4} \oplus \Lambda_{5}$,
$2 \Lambda_{1} \rightarrow\left(2 \Lambda_{5}\right) \oplus\left(\Lambda_{1}+\Lambda_{5}\right) \oplus\left(2 \Lambda_{1}\right) \oplus \Lambda_{5} \oplus \Lambda_{1} \oplus(0)$,
except for ambiguities of contragradiency, since $\Lambda_{j}$ and its contragradient representation $\Lambda_{j}^{*}$ for $D_{5}$ possess exactly the same values $d_{0}\left(\Lambda_{j}^{*}\right)=d_{0}\left(\Lambda_{j}\right), \quad l_{2}^{(0)}\left(\Lambda_{j}^{*}\right)=l_{2}^{(0)}\left(\Lambda_{j}\right), \quad$ and $l_{4}^{(0)}\left(\Lambda_{j}^{*}\right)=l_{4}^{(0)}\left(\Lambda_{j}\right)$.Therefore, our use of the sum rules does not rule out the replacement $\Lambda_{1}+\Lambda_{5} \rightarrow \Lambda_{1}+\Lambda_{4}$ in Eq. (3.24a) and $2 \Lambda_{5} \rightarrow 2 \Lambda_{4}, \quad \Lambda_{1}+\Lambda_{5} \rightarrow \Lambda_{1}+\Lambda_{4}$ and/or $\Lambda_{5} \rightarrow \Lambda_{4}$ in Eq. (3.24b), since they are contragradient to each other. In order to eliminate this ambiguity, we need consider the odd-order branching sum rules Eq. (1.33). Again from the known branching rule $\Lambda_{1} \rightarrow \Lambda_{5} \oplus \Lambda_{1} \oplus 0$, we evaluate $\bar{\xi}_{5}$ from Eq. (1.33) to be $\bar{\xi}_{5}=1$, where we used the values given by Eqs. (3.17) and (3.19) for $Q_{5}(\Lambda)$ and $Q_{5}^{(0)}(\Lambda)$. The fifthorder sum rule is now read as

$$
\begin{equation*}
Q_{5}(\omega)=\sum_{j} Q_{3}^{(0)}\left(\rho_{j}\right) . \tag{3.25}
\end{equation*}
$$

Using the table in Eqs. (3.17) and (3.19), we can readily verify now that correct decompositions of $\Lambda_{2}$ and $2 \Lambda_{1}$ are indeed uniquely specified by Eqs. (3.24a) and (3.24b), respectively.

Next, let us consider $E_{6} \downarrow A_{1} \times A_{5}$. From the simplest BR of $\Lambda_{1} \rightarrow\left(0 \otimes \Lambda_{4}\right) \oplus\left(\Lambda_{1} \otimes \Lambda_{1}\right)$, we evaluate

$$
\bar{\xi}_{2}^{(A)}=\frac{1}{6}, \quad \bar{\xi}_{2}^{(B)}=\frac{5}{6}, \quad \bar{\xi}_{5}^{(B)}=12, \quad \bar{\xi}_{5}^{(A)}=0
$$

for this case. Then, for example, the branching rule

$$
\begin{aligned}
\Lambda_{2} \rightarrow & {\left[0 \otimes\left(\Lambda_{3}+\Lambda_{5}\right)\right] \oplus\left[\Lambda_{1} \otimes\left(\Lambda_{1}+\Lambda_{4}\right)\right] } \\
& \oplus\left[2 \Lambda_{1} \otimes \Lambda_{2}\right] \oplus\left[0 \otimes 2 \Lambda_{1}\right] \oplus\left[\Lambda_{1} \otimes \Lambda_{5}\right]
\end{aligned}
$$

can be similarly established, solving the contragradiency problem.

The situation is slightly different, however, for the BR of $E_{6} \downarrow A_{2} \times G_{2}$, since both $A_{2}$ and $G_{2}$ have no fundamental fifth-order indices. However, we can resolve the ambiguity due to contragradiency for this case now by uses of mixed sum rules Eq. (1.38b) and/or (1.39e) as well as Eq. (1.29), although we will not go into detail. Note that $A_{2}$ (but not $G_{2}$ ) has nontrivial third-order index $D_{3}(\rho)$.

For other exceptional Lie algebras $G_{2}, F_{4}, E_{7}$, and $E_{8}$, the situation is more simple, since we need not be concerned about the contragradiency ambiguity for these cases because of self-contragadiency of representations of these Lie algebras. In the Appendix, we compute values of $Q_{p}(\Lambda)$ for some low-dimensional representations of these algebras.

In summary, our branching sum rules are quite useful in determining and checking BR's for exceptional Lie algebras. Many cases we have so far studied have been found to have unique solutions for their BR's without studying structures of $L$ and $L_{0}$.

Finally, we would like to make the following remark. The notion of the general Dynkin indices is evidently applicable also for Lie superalgebras. It can be used to determine Kronecker products as well as the branching rule for Lie superalgebras. So far, only the branching rule of the Lie superalgebras $\mathrm{U}(N / M)$ appears to have been studied in the literature. ${ }^{35}$ Also, the general Dynkin indices are intimately related to the anomaly ${ }^{36}$ appearing in gauge theories. Some comments on this problem will be discussed elsewhere. ${ }^{37}$

## ACKNOWLEDGMENT

This paper is in part supported by the U.S. Department of Energy under Contract No. DE-AC02-76ER13065.

## APPENDIX: TABLE OF INDICES FOR EXCEPTIONAL LIE ALGEBRAS

We compute here $Q_{p}(\Lambda)$ for some low-dimensional irreducible representation with the highest weight $\Lambda$ of exceptional Lie algebras. We recall

$$
D_{p}(\Lambda)=Q_{p}(\Lambda) D_{p}(\square),
$$

where $\square$ is the nontrivial lowest-dimensional representation of these Lie algebras. Using the method described in Sec. III, we find the following.

$$
\text { (1) } \begin{aligned}
& G_{2}(p=2,6), \square=\Lambda_{2}, \text { and } \rho_{0}=\Lambda_{1} ; \\
& Q_{p}\left(\Lambda_{2}\right)=1, \quad Q_{p}\left(\Lambda_{1}\right)=6-2^{p-1} \\
& Q_{p}\left(2 \Lambda_{2}\right)=7+2^{p-1}, \\
& Q_{p}\left(3 \Lambda_{2}\right)=27+7 \times 2^{p-1}+3^{p-1}, \\
& Q_{p}\left(\Lambda_{1}+\Lambda_{2}\right)=8\left\{6-2^{p-1}\right\} \\
& Q_{p}\left(2 \Lambda_{1}\right)=77-9 \times 2^{p-1}-4^{p-1}
\end{aligned}
$$

$$
\text { (2) } \begin{aligned}
& F_{4} \quad(p=2,6,8,12), \quad \square=\Lambda_{4}, \quad \text { and } \quad \rho_{0}=\Lambda_{1} \\
& Q_{p}\left(\Lambda_{4}\right)=1, \quad Q_{p}\left(2 \Lambda_{4}\right)=25+2^{p-1}, \\
& Q_{p}\left(\Lambda_{1}\right)=\left(274-13 \times 2^{p}+3^{p-1}\right) /\left(77-2^{p-1}\right) \\
& Q_{p}\left(\Lambda_{2}\right)=\left(51-2^{p-1}\right) Q_{p}\left(\Lambda_{1}\right) \\
& Q_{p}\left(\Lambda_{3}\right)=\left(26-2^{p-1}\right)-Q_{p}\left(\Lambda_{1}\right) \\
& Q_{p}\left(\Lambda_{1}+\Lambda_{4}\right)=25+2^{p-1}+27 Q_{p}\left(\Lambda_{1}\right)
\end{aligned}
$$

$$
\text { (3) } E_{6}(p=2,5,6,8,9,12), \square=\Lambda_{1}, \text { and } \rho_{0}=\Lambda_{6}
$$

$$
Q_{p}\left(\Lambda_{1}\right)=(-1)^{p} Q_{p}\left(\Lambda_{5}\right)=1,
$$

$$
Q_{p}\left(\Lambda_{2}\right)=(-1)^{p} Q_{p}\left(\Lambda_{4}\right)=27-2^{p-1}
$$

$$
Q_{p}\left(\Lambda_{3}\right)=27\left(13-2^{p-1}\right)+3^{p-1}
$$

$$
Q_{p}\left(2 \Lambda_{1}\right)=(-1)^{p} Q_{p}\left(2 \Lambda_{5}\right)=2^{p-1}+27-(-1)^{p}
$$

$$
Q_{p}\left(\Lambda_{6}\right)=\frac{Q_{p}\left(\Lambda_{3}\right)}{77-2^{p-1}}=\frac{27\left(13-2^{p-1}\right)+3^{p-1}}{77-2^{p-1}}
$$

$$
Q_{p}\left(\Lambda_{1}+\Lambda_{2}\right)=27\left\{26-(-1)^{p}\right\}-3^{p-1}
$$

$$
Q_{p}\left(\Lambda_{1}+\Lambda_{5}\right)=27\left\{1+(-1)^{p}\right\}-Q_{p}\left(\Lambda_{6}\right)
$$

$$
Q_{p}\left(2 \Lambda_{6}\right)=\left\{79+2^{p-1}\right\} Q_{p}\left(\Lambda_{6}\right)-27\left\{1+(-1)^{p}\right\}
$$

$$
Q_{p}\left(3 \Lambda_{1}\right)=27\left\{13-(-1)^{p}+2^{p-1}\right\}
$$

$$
+3^{p-1}+Q_{p}\left(\Lambda_{6}\right)
$$

$$
Q_{p}\left(\Lambda_{1}+\Lambda_{6}\right)=77-(-1)^{p}[27
$$

$$
\left.-2^{p-1}\right]+27 Q_{p}\left(\Lambda_{6}\right)
$$

$$
Q_{p}\left(\Lambda_{4}+\Lambda_{6}\right)=2925-351 \times 2^{p-1}
$$

$$
+3^{p+2}-4^{p-1}
$$

(4) $E_{7}(p=2,6,8,10,12,14,18), \square=\Lambda_{6}$, and $\rho_{0}=\Lambda_{1}$;

$$
\begin{aligned}
& Q_{p}\left(\Lambda_{6}\right)= 1, \quad Q_{p}\left(\Lambda_{2}\right)=\left(132-2^{p-1}\right) Q_{p}\left(\Lambda_{1}\right) \\
& Q_{p}\left(\Lambda_{3}\right)= 27664-1539 \times 2^{p-1} \\
&+56 \times 3^{p-1}-4^{p-1} \\
& Q_{p}\left(\Lambda_{4}\right)= 1539-56 \times 2^{p-1}+3^{p-1}, \\
& Q_{p}\left(\Lambda_{5}\right)= 56-2^{p-1}, \\
& Q_{p}\left(\Lambda_{1}\right)= Q_{p}\left(\Lambda_{3}\right) /\left(8513-133 \times 2^{p-1}+3^{p-1}\right), \\
& Q_{p}\left(\Lambda_{7}\right)= {\left[856+2^{p-1}+2^{p} Q_{p}\left(\Lambda_{1}\right)\right.} \\
&\left.+Q_{p}\left(\Lambda_{3}\right)\right] /\left(856-2^{p-1}\right) \\
& Q_{p}\left(2 \Lambda_{6}\right)= 56+2^{p-1}-Q_{p}\left(\Lambda_{1}\right) \\
& Q_{p}\left(\Lambda_{1}+\Lambda_{6}\right)=132+56 Q_{p}\left(\Lambda_{1}\right)-Q_{p}\left(\Lambda_{7}\right) \\
& Q_{p}\left(3 \Lambda_{6}\right)= 1595+56 \times 2^{p-1} \\
&+3^{p-1}-Q_{p}\left(\Lambda_{1}+\Lambda_{6}\right) \\
& Q_{p}\left(\Lambda_{5}+\right.\left.\Lambda_{6}\right)=3003-3^{p-1}-56 Q_{p}\left(\Lambda_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \quad Q_{p}\left(2 \Lambda_{1}\right)=\left(133+2^{p-1}\right) Q_{p}\left(\Lambda_{1}\right)-Q_{p}\left(\Lambda_{5}\right) . \\
& \text { (5) } E_{8}(p=2,8,12,14,18,20,24,30), \square=\rho_{0}=\Lambda_{1}, \\
& Q_{p}\left(\Lambda_{1}\right)=1, \quad Q_{p}\left(\Lambda_{2}\right)=247-2^{p-1}, \\
& \\
& Q_{p}\left(\Lambda_{3}\right)=30133-248 \times 2^{p-1}+3^{p-1} .
\end{aligned}
$$

In deriving these results, we utilized Eq. (3.11) as well as

$$
\begin{aligned}
Q_{p}\binom{\square}{\square}= & \frac{N(N-1)(N-2)}{6}-\frac{N(N-1)}{2} \\
& \times 2^{p-1}+N \times 3^{p-1}-4^{p-1}
\end{aligned}
$$

for $N=d(\square)$. In spite of fractional expressions for some $Q_{p}(\Lambda)$, these are really integers except for the cases of $p=14$ and 18 for $E_{7}$. For example, we compute $Q_{6}\left(\Lambda_{1}\right)=-2$, $Q_{8}\left(\Lambda_{1}\right)=10, \quad Q_{10}\left(\Lambda_{1}\right)=-2, \quad Q_{12}\left(\Lambda_{1}\right)=-30 \quad$ and $Q_{6}\left(\Lambda_{7}\right)=-10, \quad Q_{8}\left(\Lambda_{7}\right)=-82, \quad Q_{10}\left(\Lambda_{7}\right)=230, \quad Q_{12}\left(\Lambda_{7}\right)$ $=-2082$, but $Q_{14}\left(\Lambda_{1}\right)=\frac{542}{29}$ and $Q_{18}\left(\Lambda_{1}\right)=-\frac{41658}{1229}$. The reason why $Q_{p}\left(\Lambda_{1}\right)$ and $Q_{p}\left(\Lambda_{7}\right)(p=14$ and 18$)$ for $E_{7}$ are fractional is unclear.

As applications of our formulas, we discuss the branching rule for $E_{7} \downarrow E_{6}$. Considering the simplest decomposition $\Lambda_{6} \rightarrow \Lambda_{1} \oplus \Lambda_{5} \oplus 2(0)$, we find $\bar{\xi}_{p}=2$. Then, the branching sum rule

$$
2 Q_{p}(\Lambda)=\sum_{j} Q_{p}^{(0)}\left(\Lambda_{j}\right) \quad(p=2,6,8,12),
$$

for $E_{7} \downarrow E_{6}$ can be verified for many cases.
We have computed here only $Q_{p}\left(\Lambda_{j}\right)(1 \leqslant j \leqslant 3)$ for $E_{8}$. The calculations of $Q_{p}\left(\Lambda_{j}\right)(8 \geqslant j \geqslant 4)$ turn out to be quite complicated and appear to require a considerable effort. This has to wait for further study.
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# Evaluation of the self-energy of a droplet interacting via a Yukawa force 
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The binding energy of a homogeneously charged, classical droplet is considered, whose charge elements interact via a Yukawa force. The six-dimensional self-energy integral is reduced to a three-dimensional integral for axially symmetric, but otherwise arbitrarily shaped, droplets. This integral is brought into a form particularly convenient for numerical calculations. Two integrals involving products of Bessel functions are evaluated, which are either not listed in standard tables of integrals or given in an erroneous form.

## I. INTRODUCTION

In the nuclear liquid-drop model one has to calculate the binding energy of a droplet interacting via a short-range force. Using in particular the Yukawa potential

$$
Y(r)=\left(4 \pi a^{2} r\right)^{-1} e^{-r / a}
$$

for the interaction, the six-dimensional self-energy integral

$$
\begin{equation*}
I(a)=\int_{V} Y\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d^{3} \mathbf{r} d^{3} \mathbf{r}^{\prime} \tag{1}
\end{equation*}
$$

has to be evaluated, where the integration extends over the volume $V$ of the nuclear droplet in both variables. ${ }^{1}$ Accounting for the diffuse nuclear surface, the zero-point motion of the nucleons, and the Pauli principle in the Thomas-Fermi approximation, the surface energy can be shown ${ }^{2}$ to have the form

$$
E_{\mathrm{surf}}=-2 \gamma \frac{d I(a)}{d a}
$$

where $\gamma$ is the surface energy constant. The same formulas hold for any liquid interacting via a saturating, short-range force.

The Coulomb self-energy is also obtained from $I(a)$. In the limit $a \rightarrow \infty$ the Coulomb energy is given by

$$
\begin{equation*}
2 \pi \rho_{0}^{2} \lim _{a \rightarrow \infty} a^{2} I(a)=\frac{\rho_{0}^{2}}{2} \int_{V} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d^{3} \mathbf{r} d^{3} \mathbf{r}^{\prime} \tag{2}
\end{equation*}
$$

$\rho_{0}$ being the electric charge density.
In nuclear physics one is mostly interested in the binding energy of axially symmetric droplets. In the next section we show that Fourier transformation techniques can be used to transform $I(a)$ into a three-dimensional integral. This requires some integrals over products of Bessel functions, which are evaluated in the last two sections.

## II. REDUCTION OF THE SIX-DIMENSIONAL SELFENERGY INTEGRAL TO A THREE-DIMENSIONAL INTEGRAL

Introducing the three-dimensional step function $\theta$, which shall be 1 inside the nuclear surface and 0 outside, the integral $I(a)$ may be written as

$$
\begin{align*}
& \int_{V} Y\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d^{3} \mathbf{r} d^{3} \mathbf{r}^{\prime} \\
& \quad=(2 \pi)^{-3} \int F[\theta] F[Y] F[\theta]^{*} d^{3} q \tag{3}
\end{align*}
$$

where the Fourier transforms

$$
\begin{align*}
& F[\theta]=\int \theta(\mathbf{r}) e^{i q \mathbf{r}} d \mathbf{r}  \tag{4}\\
& F[Y]=\int Y(r) e^{i \mathbf{q r}} d^{3} \mathbf{r}=\left(1+a^{2} q^{2}\right)^{-1} \tag{5}
\end{align*}
$$

have been introduced. In cylindrical coordinates the surface of an axially symmetric droplet may be generated by turning the shape function $\rho=P(z)$ around the $z$ axis. The Fourier transforms (4) and (5) are then given in terms of the shape function $P(z)$ by

$$
\begin{align*}
& F[\theta]=2 \pi \int_{-\infty}^{\infty} e^{i z q_{z}} P(z) J_{1}\left(q_{\perp} P(z)\right) q_{\perp}^{-1} d z  \tag{6}\\
& F[Y]=\left[1+a^{2}\left(q_{z}^{2}+q_{1}^{2}\right)\right]^{-1} \tag{7}
\end{align*}
$$

where $q_{z}$ and $q_{1}$ denote the components of $q$ in the direction of the symmetry axis and perpendicular to it. Inserting (6) and (7) into (3) the expression

$$
\begin{align*}
& \int_{V} Y\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d^{3} r d^{3} r^{\prime} \\
& \quad=\int_{-\infty}^{\infty} P(z) \int_{-\infty}^{\infty} P\left(z^{\prime}\right) \int_{-\infty}^{\infty} e^{i q_{1}\left(z-z^{\prime}\right)} \\
& \quad \times \int_{0}^{\infty} \frac{J_{1}\left(q_{1} P(z)\right) J_{1}\left(q_{1} P\left(z^{\prime}\right)\right)}{q_{1}\left[1+a^{2}\left(q_{z}^{2}+q_{\perp}^{2}\right)\right]} d q_{1} d q_{z} d z^{\prime} d z \tag{8}
\end{align*}
$$

is obtained after reordering the sequence of integrations. The innermost integral will be shown in the next section to have the value

$$
\begin{align*}
& \int_{0}^{\infty} \frac{J_{1}(q P) J_{1}\left(q P^{\prime}\right)}{q\left(b^{2}+q^{2}\right)} d q \\
& \quad=-b^{-2} I_{1}\left(b P_{<}\right) K_{1}\left(b P_{>}\right)+\frac{1}{2} b^{-2} P_{<} P_{>}^{-1} \tag{9}
\end{align*}
$$

where $I_{1}$ and $K_{1}$ are modified Bessel and Hankel functions of order 1 , respectively, ${ }^{3}$ and $P_{<}$is the smaller and $P_{>}$the larger of the two numbers $P$ and $P^{\prime}$. The last term on the right-hand side (rhs) of (9) is missing in Gradshteyn-Ryzhik. ${ }^{4}$ There, reference is made to Bateman's collection of integrals, ${ }^{5}$ where the result is already given in the erroneous form. Note that the integral on the left-hand side (lhs) of (9) is not a special case of Hankel's integral, as given in Sec. 13.53 of Ref. 6,

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{0}^{\infty}\left[\mathscr{C}_{\mu}(x P) H_{\nu}^{(1)}\left(x P^{\prime}\right)-e^{\rho \pi i} \mathscr{C}_{\mu}\left(x P e^{\pi i}\right)\right. \\
& \left.\quad \times H_{v}^{(1)}\left(x P^{\prime} e^{\pi i}\right)\right] \frac{x^{\rho-1}}{\left(x^{2}-r^{2}\right)^{m+1}} d x \\
& \quad=\frac{1}{2^{m+1} m!}\left(\frac{d}{r d r}\right)^{m}\left[r^{\rho-2} \mathscr{C}_{\mu}\left(r P_{<}\right) H_{\nu}^{(1)}\left(r P_{>}\right)\right]
\end{aligned}
$$

for $\mathscr{C}_{\mu}(z)=J_{\mu}(z), \mu=v=1, m=0, r=i b$, since the formula is only valid if

$$
|\mathscr{R} v|-\mathscr{R} \mu<\mathscr{R} \rho .
$$

The latter condition excludes the case $\rho=0$ which is of interest here. Only for $\rho>0$ would there be no second term in (9). That the condition is in fact necessary is easily seen from the argument presented in Sec. 13.53 of Ref. 6. Unfortunately, it is not properly taken into account in Refs. 4 and 5.

That the second term on the rhs of $(9)$ is required for $\rho=0$ is easily checked in the limit $b=1, P=P^{\prime} \rightarrow 0$. If for real positive $z$ we define

$$
A=\max _{z}\left[\left(J_{1}(z)\right)^{2} / z\right],
$$

the integral on the lhs of (9) can be estimated by

$$
0 \leqslant P \int_{0}^{\infty} \frac{\left(J_{1}(q P)\right)^{2}}{q P\left(1+q^{2}\right)} d q \leqslant P A \int_{0}^{\infty} \frac{d q}{1+q^{2}}=\frac{\pi}{2} P A
$$

which tends to zero for $P \rightarrow 0$. On the other hand,

$$
\lim _{P \rightarrow 0} I_{1}(P) K_{1}(P)=\frac{1}{2}
$$

so that (9) is satisfied in this limit only with the inclusion of the second term on the lhs.

Inserting (9) into (8) the $q_{z}$ integration can be brought into a considerably more convenient form by using the identity

$$
\begin{gather*}
\int_{-\infty}^{\infty} e^{\left.i q_{z} \mid z-z^{\prime}\right)} b^{-2}\left[2 I_{1}\left(b P_{<}\right) K_{1}\left(b P_{>}\right)-P_{<} P_{>}^{-1}\right] d z \\
=-2 a P P^{\prime} \int_{0}^{\pi} \sin ^{2} \phi R^{-2}\left(\exp \left(\frac{-\left|z-z^{\prime}\right|}{a}\right)\right. \\
\left.\quad-\exp \left[-\frac{\sqrt{\left(z-z^{\prime}\right)^{2}+R^{2}}}{a}\right]\right) d \phi \tag{10}
\end{gather*}
$$

with

$$
\begin{aligned}
& b^{2}=a^{-2}+q_{z}^{2} \\
& R^{2}=P^{2}(z)+P^{2}\left(z^{\prime}\right)-2 P(z) P\left(z^{\prime}\right) \cos \phi
\end{aligned}
$$

This result will be derived in the third section.
Inserting (10) into (8) leads to a reduction of the original six-dimensional integral (1) to a three-dimensional one:

$$
\begin{aligned}
\int_{V} Y(\mid \mathbf{r} & \left.-\mathbf{r}^{\prime} \mid\right) d^{3} \mathbf{r} d^{3} \mathbf{r}^{\prime} \\
= & a^{-1} \int_{-\infty}^{\infty} P^{2}(z) \int_{-\infty}^{\infty} P^{2}\left(z^{\prime}\right) \int_{0}^{\pi} \sin ^{2} \phi \\
& \times R^{-2}\left(\exp \left(-\left|z-z^{\prime}\right| / a\right)\right. \\
& \left.-\exp \left[-\sqrt{\left(z-z^{\prime}\right)^{2}+R^{2}} / a\right]\right) d \phi d z^{\prime} d z
\end{aligned}
$$

For general shape functions $P(z)$ this has to be evaluated numerically. The singular behavior of the integrand for $z=z^{\prime}$ suggests the introduction of new variables $t$ and $t^{\prime}$ by
$t=\left(z-z_{\text {min }}\right) / z_{0}, \quad t t^{\prime}=\left(z^{\prime}-z_{\text {min }}\right) / z_{0}, \quad 0 \leqslant t, t^{\prime} \leqslant 1$, with

$$
z_{0}=z_{\max }-z_{\min },
$$

$z_{\text {max }}$ and $z_{\text {min }}$ denoting the largest and the smallest zero of $P(z)$ (the end points of the droplet), respectively. This transformation, introduced by Lawrence ${ }^{7}$ for a similar purpose, maps the line of singularity $z=z^{\prime}$ onto the boundary line $t^{\prime}=1$, which is more convenient for numerical purposes. The resulting expression for the self-energy integral is

$$
\begin{aligned}
I(a)= & 2 \frac{z_{0}^{2}}{a} \int_{0}^{1} d t t P^{2}(z) \int_{0}^{1} d t^{\prime} P^{2}\left(z^{\prime}\right) \int_{0}^{\pi} d \phi \\
& \times \sin ^{2} \phi R^{-2} G\left(t, t^{\prime}, \phi\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& G\left(t, t^{\prime}, \phi\right)=\exp \left[-\left(z_{0} / a\right) t\left(1-t^{\prime}\right)\right] \\
& \quad-\exp \left[-a^{-1} \sqrt{z_{0}^{2} t^{2}\left(1-t^{\prime}\right)^{2}+R^{2}}\right] \\
& z=z_{0} t+z_{\min }, \quad z^{\prime}=z_{0} t t^{\prime}+z_{\min }
\end{aligned}
$$

Using the relation

$$
\lim _{a \rightarrow \infty} a G=\sqrt{z_{0}^{2} t^{2}\left(1-t^{\prime}\right)^{2}+R^{2}}-z_{0} t\left(1-t^{\prime}\right)
$$

the Coulomb limit (2) is readily obtained from this result

$$
\begin{aligned}
E_{\text {Coul }}= & 4 \pi \rho_{0}^{2} z_{0}^{3} \int_{0}^{1} d t t P^{2}(z) \int_{0}^{1} d t^{\prime} P^{2}\left(z^{\prime}\right) \int_{0}^{\pi} d \phi \\
& \times \sin ^{2} \phi R^{-2}\left\{\sqrt{t^{2}\left(1-t^{\prime}\right)^{2}+R^{2} / z_{0}^{2}}-t\left(1-t^{\prime}\right)\right\} .
\end{aligned}
$$

This expression for the Coulomb energy agrees with the one obtained by Lawrence ${ }^{7}$ after use has been made of the identity

$$
\begin{aligned}
& \left(z_{0} / R\right)^{2}\left[\sqrt{t^{2}\left(1-t^{\prime}\right)^{2}+\left(R / z_{0}\right)^{2}}-t\left(1-t^{\prime}\right)\right] \\
& \quad=\left[t\left(1-t^{\prime}\right)+\sqrt{t^{2}\left(1-t^{\prime}\right)^{2}+\left(R / z_{0}\right)^{2}}\right]^{-1}
\end{aligned}
$$

## III. EVALUATION OF THE INTEGRAL $\int_{0}^{\infty} q^{-1} J_{n}(q P)$

$\times J_{n}\left(q P^{\prime}\right)\left(b^{2}+q^{2}\right)^{-1} d q$

> Writing

$$
\begin{aligned}
& J_{n}(q P) J_{n}\left(q P^{\prime}\right) \\
& \quad=\frac{1}{2} J_{n}\left(q P_{<}\right)\left(H_{n}^{(1)}\left(q P_{>}\right)+H_{n}^{(2)}\left(q P_{>}\right)\right)
\end{aligned}
$$

and choosing the branch cut for the Hankel function along the negative real axis, we first consider the integral

$$
\begin{gather*}
\int_{A+B+c} \frac{J_{n}\left(q P_{<}\right) H_{n}^{(1)}\left(q P_{>}\right)}{q\left(b^{2}+q^{2}\right)} d q \\
=-i \pi b^{-2} J_{n}\left(i b P_{<}\right) H_{n}^{(1)}\left(i b P_{>}\right) \\
=-2 b^{-2} I_{n}\left(b P_{<}\right) K_{n}\left(b P_{>}\right) \tag{11}
\end{gather*}
$$

for integer $n>0$ over the closed contour $\mathbf{A}+\mathbf{B}+\mathbf{C}$ in the complex $q$ plane (cf. Fig. 1 for the definition of integration paths) and

$$
\begin{align*}
& \int_{A+D+E+F} \frac{J_{n}\left(q P_{<}\right) H_{n}^{(2)}\left(q P_{>}\right)}{q\left(b^{2}+q^{2}\right)} d q \\
& =i \pi b^{-2} J_{n}\left(-i b P_{<}\right) H_{n}^{(2)}\left(-i b P_{>}\right) \\
& =-2 b^{-2} I_{n}\left(b P_{<}\right) K_{n}\left(b P_{>}\right) \tag{12}
\end{align*}
$$



FIG. 1. Integration path used in (11) and (12). The branch cut of the integrand is along the negative real axis. There are two closed contours $C+A+B$ and $E+F+A+D$ of which the part $E$ is in the second sheet.
over the closed contour $\mathbf{A}+\mathbf{D}+\mathbf{E}+\mathbf{F}$. Since

$$
H_{n}^{(2)}\left(x e^{-\pi i}\right)=H_{n}^{(2)}\left(x e^{\pi i}\right)-4 J_{n}\left(x e^{\pi i}\right),
$$

we have

$$
\begin{align*}
& \int_{E} \frac{J_{n}\left(q P_{<}\right) H_{n}^{(2)}\left(q P_{>}\right)}{q\left(b^{2}+q^{2}\right)} d q \\
& \quad=\int_{C} \frac{J_{n}\left(q P_{<}\right)\left(H_{n}^{(2)}\left(q P_{>}\right)-4 J_{n}\left(q P_{>}\right)\right)}{q\left(b^{2}+q^{2}\right)} d q \tag{13}
\end{align*}
$$

For $P_{<} \leqslant P_{>}$the asymptotic behavior of the Bessel functions for large arguments implies a vanishing contribution to the integrals (11) and (12) from the circular parts B and D of the contour when $|q| \rightarrow \infty$. At the origin
$J_{n}(z)=(1 / n!)(z / 2)^{n}+\mathscr{O}\left(z^{n+2}\right)$,
$H_{n}^{(2)}(z)=-\frac{2 i}{\pi} J_{n}(z) \ln \frac{z}{2}+\frac{i}{\pi}(n-1)!\left(\frac{2}{z}\right)^{n}+\mathscr{O}\left(z^{2-n}\right)$.
Therefore

$$
\begin{equation*}
\int_{F} \frac{J_{n}\left(q P_{<}\right) H_{n}^{(2)}\left(q P_{>}\right)}{q\left(b^{2}+q^{2}\right)} d q=-\frac{2}{n b^{2}}\left(\frac{P_{<}}{P_{>}}\right)^{n} \tag{14}
\end{equation*}
$$

for $|q| \rightarrow 0, n>0$. Adding (11) and (12) and using (13) and (14) yields finally

$$
\begin{gathered}
4 \int_{0}^{\infty} \frac{J_{n}\left(q P_{<}\right) J_{n}\left(q P_{>}\right)}{q\left(b^{2}+q^{2}\right)} d q-\frac{2}{n b^{2}}\left(\frac{P_{<}}{P_{>}}\right)^{n} \\
=-4 b^{-2} I_{n}\left(b P_{<}\right) K_{n}\left(b P_{>}\right)
\end{gathered}
$$

for integer $n>0$.

## IV. TRANSFORMATION OF THE INTEGRAL

$\int_{-\infty}^{\infty} e^{j \kappa 5 / 1}\left(b P_{<}\right) K_{1}\left(b P_{>}\right) b^{-2} d k$
For the product of two modified Bessel functions an integral representation can be obtained from the summation formula ${ }^{6}$

$$
\begin{align*}
\frac{K_{n}(b R)}{(b R)^{n}}= & 2^{n} \Gamma(n) \sum_{m=0}^{\infty}(n+m) \frac{K_{n+m}\left(b P_{>}\right)}{\left(b P_{>}\right)^{n}} \\
& \times\left[I_{n+m}\left(b P_{<}\right) /\left(b P_{<}\right)^{n}\right] C_{m}^{n}(\cos \phi), \tag{15}
\end{align*}
$$

where

$$
R^{2}=P_{<}^{2}+P_{>}^{2}-2 P_{<} P_{>} \cos \phi,
$$

and the $C_{m}^{n}(x)$ are Gegenbauer polynomials. Multiplying (15) with $C_{0}^{1} \sin ^{2} \phi$ and taking $n=1$, one obtains after integrating over $\phi$

$$
\frac{1}{\pi} \int_{0}^{\pi} \frac{K_{1}(b R)}{b R} \sin ^{2} \phi d \phi=\frac{K_{1}\left(b P_{>}\right)}{b P_{>}} \frac{I_{1}\left(b P_{<}\right)}{b P_{<}}
$$

Using the Fourier transform ${ }^{8}$

$$
\frac{1}{\pi} \int_{-\infty}^{\infty} e^{i \kappa \zeta} \frac{K_{1}(b R)}{b R} d \kappa=\frac{a}{R^{2}} \exp \left(\frac{-\sqrt{\zeta^{2}+R^{2}}}{a}\right)
$$

with $b^{2}=\kappa^{2}+a^{-2}$, therefore leads to

$$
\begin{aligned}
& \int_{-\infty}^{\infty} e^{i \kappa \zeta} I_{1}\left(b P_{<}\right) K_{1}\left(b P_{>}\right) b^{-2} d \kappa \\
& \quad=a P_{<} P_{>} \int_{0}^{\pi} \frac{\sin ^{2} \phi}{R^{2}} \exp \left(\frac{-\sqrt{\zeta^{2}+R^{2}}}{a}\right) d \phi
\end{aligned}
$$

Since

$$
\frac{1}{\pi} \int_{-\infty}^{\infty} e^{i \kappa \zeta} b^{-2} d \kappa=a \exp (-|\zeta| / a)
$$

and ${ }^{9}$

$$
\frac{P_{<}}{P_{>}}=P_{<} P_{>} \frac{2}{\pi} \int_{0}^{\pi} \frac{\sin ^{2} \phi}{R^{2}} d \phi
$$

the identity (10) is seen to hold.
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#### Abstract

The paper contains a discussion of the phase retrieval problem in two dimensions and proposes criteria to select those resolutions of the discrete ambiguity of the zero trajectories which are compatible with the analyticity in two variables of the scattered field.


## I. INTRODUCTION

It has been realized over the last few years that the problem of phase retrieval from a given intensity distribution has features that are qualitatively different in higher dimensions ( $d \geqslant 2$ ), as compared to the one-dimensional situation. Loosely speaking, it appears much easier to achieve uniqueness of the reconstructed phase (up to an overall phase factor) in higher dimensions.

The reasons for this occurrence may be most easily understood in the artificial problem of the reconstruction of a polynomial $P(u, v)$ of degree $(M, N)$ with respect to $u$ and $v$ from knowledge of its modulus in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane. If $P(u, v)$ may be decomposed into $Q$ prime factors $P_{i}(u, v)$, then the modulus squared of $P(u, v)$ in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane

$$
\begin{align*}
\boldsymbol{M}(u, v) & =\boldsymbol{P}(u, v) P^{*}\left(u^{*}, v^{*}\right) \\
& =\prod_{i=1}^{Q} P_{i}(u, v) P_{i}^{*}\left(u^{*}, v^{*}\right) \tag{1.1}
\end{align*}
$$

contains $2 Q$ such factors, and the ambiguity in the reconstruction ${ }^{1,2}$ of $P(u, v)$ knowing $M(u, v)$ is clearly $2^{Q}$ (if the $Q$ factors are distinct). The remarkable feature is that the number $Q$ bears in general no relation to the degree of $P(u, v)$; it depends on the specific polynomial under consideration. This is in contrast to the one-dimensional case ${ }^{3,4}$ where any polynomial $P(u)$ of degree $N$ may always be written as a product of N factors $\left(u-u_{i}\right)$ and the ambiguity is invariably $2^{N}$.

The fact that in two dimensions there exists a much richer variety of prime factors than in one dimension leads to several problems: (i) given a polynomial $M(u, v)$, positive in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane and of degree $2 M, 2 N$, one needs a method to decide whether it may be written as a product of pairs of prime factors, complex conjugate to each other. In two dimensions, there exist irreducible positive polynomials [e.g., $P(u, v)=u^{2}+v^{2}+1$ ] and thus only a subset of the positive polynomials makes up admissible intensity distributions. (ii) The extension of this question is that of finding the ambiguity in the phase determination from an admissible intensity distribution $M(u, v)$, given numerically in the $\operatorname{Re} u$ $\operatorname{Re} v$ plane, i.e., to determine the number of its prime factors. (iii) If $M(u, v)$ is admissible, one wishes to construct all polynomials $P(u, v)$ so that (1.1) is obeyed. (iv) The coefficients of a solution $P(u, v)$ of the phase problem are determined from data only within errors; every polynomial $P(u, v)$ of degree ( $M, N$ ) may be regarded as an element of $\mathbb{R}^{(M+1)(N+1)}$ with the Euclidean metric and the question arises whether all polynomials $\widetilde{P}(u, v)$ in a sufficiently small ball around $P(u, v)$

$$
\begin{equation*}
\|\widetilde{P}-P\|_{\mathbf{R}^{(M+1)} \mid}(1)<\epsilon \tag{1.2}
\end{equation*}
$$

have the same number of prime factors. This is in fact wrong,
since reducibility may be easily destroyed (as an example, $u^{2}+v^{2}$ is reducible over $\mathbb{C}$, but $u^{2}+v^{2}+\epsilon$ is not), and the problem is to describe the situation in precise terms.

A solution to this problem is provided by Ref. 5 , where it is shown that the set of reducible polynomials is of measure zero in $\mathbf{R}^{(M+1)(N+1)}$ and that, as a consequence of the method of proof, for each irreducible polynomial $P(u, v)$, there exists a neighborhood $\mathscr{U}$ of it, such that each element of $\mathscr{U}$ is irreducible. In fact, one can prove, following Ref. 5 , that each polynomial of degree ( $M, N$ ) with $Q$ prime factors has a neighborhood $\mathscr{U}_{1}$ in $\mathbf{R}^{(M+1 K N+1)}$ such that each element of $\mathscr{U}_{1}$ has at most $Q$ factors.

The purpose of this paper is to explore and partly formulate answers to the questions above in the framework of entire functions of exponential type in two variables. These functions occur naturally in the description of scattered fields in electromagnetic theory (see Sec. II); we shall call a function in this class "truly entire" if it is not equal to a polynomial, and it is with such functions that we shall be concerned. The solutions to problems (i)-(iii) for polynomials will appear in the text (Sec. IV), however, as special cases. It may be surprising that it will turn out that it is not yet possible, in general, for truly entire functions, to relate the extent of the ambiguity to the number of prime factors (as assumed by some authors ${ }^{2}$ ).

In Sec. II of this paper, we recall and render more precise known results concerning the solution of the phase retrieval problem in the framework of entire functions; we also give an analysis of the stability of the determination of the ambiguities, as discussed above [under (iv)].

In Sec. III, we give an answer (which might still seem impractical) to questions (i)-(iii) above for entire functions, using the zero trajectories of the modulus distribution. In two variables, there appears an "ambiguity of trajectories" instead of one of zeros, as in the one-variable case, but not every resolution of this ambiguity turns out to be compatible with two-variable analyticity (see also Ref. 2).

In Sec. IV, we give a quick approximate method of grouping trajectories into irreducible factors. This method has already been used in the analysis of scattering data in high-energy physics, in order to discard solutions that are incompatible with local analyticity in two variables. ${ }^{6,7}$ Further, we apply the results of the previous sections to the case of polynomials, as used by Bruck and Sodin. ${ }^{1}$

Appendix A contains the proofs of some statements in the text, Appendix B proves explicitly that reducibility is unstable for zero sets of entire functions, and Appendix $\mathbf{C}$ contains the construction of a truly entire irreducible (i.e., not admissible) intensity distribution.

## II. THE AMBIGUITY OF THE SOLUTIONS OF THE PHASE RETRIEVAL PROBLEM

We consider the field $F(u, v)$ in the plane at infinity, obtained from the scattering of a monochromatic parallel beam of light, normally incident on an aperture with finite extent $\mathscr{D}$. In the Kirchhoff approximation, ${ }^{8} F(u, v)$ is related to the wave function $\psi(x, y)$ in the aperture plane by

$$
\begin{gather*}
F(u, v)=\text { const } \int_{\mathscr{O}} \int \exp i(u x+v y) \psi(x, y) d x d y \\
\quad u=k p, \quad v=k q, \quad k=2 \pi / \lambda \tag{2.1}
\end{gather*}
$$

where $\lambda$ is the wavelength and $p, q$ are the direction cosines of the scattered wave with respect to orthogonal $x, y$ axes in the aperture plane and a $z$ axis normal to it. One verifies that $F(u, v)$ is an entire function of exponential type in $u$ and $v$, with a square-integrable modulus over the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane. The rate of increase of $F(u, v)$ in an imaginary direction $\left(\lambda_{1}, \lambda_{2}\right)$ [i.e., $\left.\sup _{\alpha_{1} \alpha_{2}} \Pi\left(\log \left|F\left(\alpha_{1}-i \lambda_{1} r, \alpha_{2}-i \lambda_{2} r\right)\right| / r\right)\right]$ is determined by the convex hull of the aperture $\mathscr{D}$ (Ref. 9).

A generalization of the Paley-Wiener theorem is true ${ }^{9}$ and states that any entire function of exponential type, with square-integrable modulus in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane, is the Fourier transform of a square-integrable function with bounded support. The convex hull of the support can be read off the growth properties of $F(u, v)$ in imaginary directions.

As a consequence of this theorem, the phase retrieval problem is that of finding constraints on the phase of an entire function of exponential type $F(u, v)$ given its squareintegrable modulus on the subset $\operatorname{Im} u=0 \otimes \operatorname{Im} v=0$.

A central part is played in the study of this problem by the set $\mathscr{R}$ of points $(u, v) \in \mathbb{C}^{2}$ where the entire function $F(u, v)$ vanishes. This has been pointed out also in Ref. 2.

The set $\mathscr{P}$ may be written as a union over several irreducible analytic sets $\mathscr{M}_{i}$ (Ref. 10, p. 265). An irreducible analytic set can be defined as follows: consider a point ( $u, v$ ) on $\mathscr{P}$, so that the equation $F(u, v)=0$ can be solved with respect to $v$, say, in a neighborhood $\mathscr{U}$ of $u: v=v_{0}(u)$; the set of all points $(u, v(u)) \in \mathbb{C}^{2}$, where $v(u)$ is obtained by the analytic continuation of $v_{0}(u)$ in the $u$ plane along all possible paths, is clearly included in $\mathscr{P}$, and makes up an irreducible component of it.

For each irreducible component $\mathscr{M}_{i}$ of $\mathscr{\mathscr { T }}$, one can construct an entire function $G_{i}(u, v)$, vanishing only on $\mathscr{M}_{i}$ and nowhere else ${ }^{10}$ (Cousin's second theorem). This leads to a decomposition of $F(u, v)$ into "prime factors"

$$
\begin{equation*}
F(u, v)=\prod_{i=1}^{n} G_{i}(u, v) \tag{2.2}
\end{equation*}
$$

where $n$ may be infinite. Each factor $G_{i}(u, v)$ is defined up to a nonvanishing entire function. In an obvious manner, one may introduce multiplicities $p_{i}$ for each manifold $\mathscr{M}_{i}$ and corresponding powers for each $G_{i}(u, v)$ in (2.2). One might suspect that, if $F$ is of exponential type, then each of the $G_{i}(u, v)$ can be chosen to be of exponential type. This is far from obvious and will be discussed below.

Similarly to the one-variable case, the relevance of the set of zeros of $F(u, v)$ is seen if one constructs from the available modulus distribution the entire function

$$
\begin{equation*}
M(u, v)=F(u, v) F^{*}\left(u^{*}, v^{*}\right) . \tag{2.3}
\end{equation*}
$$

For $(u, v)$ on $\operatorname{Im} u=0 \otimes \operatorname{Im} v=0$, the (real) values of $M(u, v)$ are known. They can be used to construct $M(u, v)$ everywhere, e.g., by means of the Lagrange interpolation formula (see Sec. III). In particular, one can find in principle the set of zeros $\mathscr{P}_{M}$ of $M(u, v)$. It contains, apart from $\mathscr{P}$, the set $\mathscr{P}^{*}$ $\left[(u, v) \in \mathscr{R}^{*}\right.$ if $\left.\left(u^{*}, v^{*}\right) \in \mathscr{R}\right]$ and nothing else. If the irreducible components of $\mathscr{P}$ are $\mathscr{M}_{i}$, then those of $\mathscr{P}^{*}$ are $\mathscr{M}_{i}^{*}$ (which are also analytic). Now, knowing the $\mathscr{M}_{i}$ 's, we can in principle use Cousin's method to construct the corresponding $G_{i}$ 's and thus $F$. We expect thus that the only ambiguities of the phase retrieval problem arise from the possible replacement of $G_{i}(u, v)$ by $G_{i}^{*}\left(u^{*}, v^{*}\right)$, which vanishes on $\mathscr{M}_{i}^{*}$.

We agree to call two solutions distinct if they do not differ by a constant phase factor $\exp \left(i \phi_{0}\right)$; we can then make the above statements precise through the following.

Proposition 1: If two solutions $F_{1}(u, v), F_{2}(u, v)$ of the phase problem have the same set of zeros, then their Fourier transforms differ at most by a translation.

Proof: Let $F_{1}, F_{2}$ be the two distinct solutions; their quotient $R(u, v)=F_{2}(u, v) / F_{1}(u, v)$ has unit modulus for $u, v$ real and is holomorphic and free of zeros in all of $\mathbb{C}^{2}$. It is therefore an entire function which may be written as $\exp (i P(u, v))$ with $P(u, v)$ a real analytic entire function.

Now, at each fixed $u$, we have the following (i) $\ln \left|F_{2}(u, v)\right|$ is bounded from above by const $|v|$; (ii) for any given $\epsilon>0$ and $\sigma>0$, there exists an $r_{0}$ such that, for $|v|>r_{0}$, $\ln \left|F_{1}(u, v)\right|>-|v|^{1+\epsilon}$, if $v$ lies outside circles centered at the zeros $v_{n}$ of $F_{1}(u, v)$ and of radius larger than $1 /\left|v_{n}\right|^{\sigma}$ (see Ref. 11, Lemma 2.6.18).

Consequently, at each $u$, for $|v|$ sufficiently large, and outside those circles,

$$
\begin{equation*}
\ln |R(u, v)|<k|v|^{1+\epsilon} . \tag{2.4}
\end{equation*}
$$

We can choose $\sigma$ (e.g., $\sigma>1$ ) such that, for any $v$ with $|v|$ sufficiently large $\left[|v|>v_{0}(\sigma, \epsilon, u)\right]$, there exists a circle of radius $k_{v}|v|$ with, e.g., $2<k_{v}<3$, so that (2.4) is valid on that circle. Applying Caratheodory's inequality (Ref. 11, p. 3) to the function $i P(u, v) \equiv \ln R(u, v)$ whose real part is bounded by (2.4) on the boundary of disks of radius $k_{v}|v|,|v|>v_{0}$, we obtain

$$
\begin{equation*}
|P(u, v)|<\text { const }|v|^{1+\epsilon}, \tag{2.5}
\end{equation*}
$$

for all $|v|$ sufficiently large. Choosing $\epsilon<1,(2.5)$ implies that $P(u, v)$ is a polynomial of order at most unity, at each fixed $u$.

The same reasoning can be done at fixed $v$, and it follows that

$$
\begin{equation*}
R(u, v)=\exp [i(\gamma u+\delta v)] \tag{2.6}
\end{equation*}
$$

with $\gamma, \delta$ real. Proposition 1 follows then from a known property of Fourier transforms.

We can thus part the solutions $F(u, v)$ of the phase problem into equivalence classes modulo translations.

Proposition 2: The solutions in two different classes differ by the replacement of at least one irreducible zero set $\mathscr{M}_{i}$ by its complex conjugate $\mathscr{M}_{i}^{*}$.

This may be regarded as rather obvious, since it is equivalent to saying that irreducible sets cannot be "broken" if they are to be zero sets of some entire function. Nevertheless, we prove this in detail below.

Proof: According to Proposition 1, the sets of zeros of the two solutions $F_{1}(u, v), F_{2}(u, v)$ cannot be identical. As a consequence of Weierstrass' preparation theorem (Ref. 10, p. 86), there must exist a point ( $u_{0}, v_{0}$ ) and a neighborhood $\mathscr{U}_{0} \times \mathscr{V}_{0}$ of it, so that the sets of zeros of $F_{1}(u, v)$ and $F_{2}(u, v)$ in $\mathscr{U}_{0} \times \mathscr{V}_{0}$ are described by different pseudopolynomials (one of them may be a constant). We may assume $F_{1}\left(u_{0}, v_{0}\right)=0$ and write, for $(u, v) \in \mathscr{U}_{0} \times \mathscr{V}_{0}$,

$$
\begin{align*}
& F_{1}(u, v)=W_{1}(u, v) \Omega_{1}(u, v)  \tag{2.7}\\
& F_{2}(u, v)=W_{2}(u, v) \Omega_{2}(u, v),
\end{align*}
$$

with

$$
\begin{align*}
& W_{i}(u, v)=\left(v-v_{0}\right)^{n_{i}}+a_{1 i}(u)\left(v-v_{0}\right)^{n_{i}-1}+\cdots \\
&+a_{n i}(u), \quad i=1,2 \\
& a_{k i}\left(u_{0}\right)=0, \quad n_{1} \geqslant 1, \quad n_{2} \geqslant 0 \tag{2.8}
\end{align*}
$$

$a_{k i}(u)$ holomorphic in $\mathscr{U}_{0}$, and $\Omega_{i}(u, v)$ nonvanishing in $\mathscr{U}_{0} \times \mathscr{V}_{0}$.

We choose the indices 1 and 2 so that $W_{2}(u, v)$ may be a divisor of $W_{1}(u, v)$, but not conversely. There exists then an open set $\mathscr{O} \subset \mathscr{U}_{0} \times \mathscr{V}_{0}$, where $R(u, v)=F_{1}(u, v) / F_{2}(u, v)$ vanishes at all points where at least one of the irreducible factors (see Ref. 10, p. 104) $W_{1}^{\prime}(u, v)$ of $W_{1}(u, v)$ vanishes [with the exception of at most a finite number of points where $W_{1}^{\prime}(u, v)$ $=0]$.

However, $R(u, v)$ obeys on the plane $\operatorname{Im} u$ $=0 \otimes \operatorname{Im} v=0$ the identify

$$
\begin{equation*}
R(u, v) R^{*}\left(u^{*}, v^{*}\right)=1 \tag{2.9}
\end{equation*}
$$

Since this plane is nonanalytic (Ref. 12, p. 93), Eq. (2.9) holds throughout $\mathbb{C}^{2}$. In particular, if $\left(u_{1}, v_{1}\right) \in \mathscr{O}$ and $R\left(u_{1}, v_{1}\right)=0$, it follows from (2.9) that $R\left(u_{1}^{*}, v_{1}^{*}\right)$ cannot be finite, i.e., $F_{2}\left(u_{1}^{*}\right.$, $\left.v_{1}^{*}\right)=0$. Thus $F_{2}(u, v)=0$ on the set of points $(u, v)$ fulfilling $W_{1}^{\prime}\left(u^{*}, v^{*}\right)=0$. Let $v=v(u)$ be the solution of $W_{1}^{\prime}(u, v)=0$ in the neighborhood of a point in $\mathcal{O}$, where $\partial W_{1}^{\prime} / \partial v \neq 0$ (such points exist). Then, for all analytic continuations of $v(u), F_{1}(u, v(u))=0$. This defines the irreducible set $\mathscr{M}_{1}$ and it follows from the above that $F_{2}$ must vanish on $\mathscr{M}_{i}^{*}$.

If $F_{2}(u, v)$ does not vanish on $\mathscr{M}_{1}$, the proof is finished, since $F_{1}$ and $F_{2}$ differ by the "reflection" of the irreducible set $\mathscr{M}_{1}$. If $F_{2}$ vanishes on $\mathscr{M}_{1}$, then, by assumption, $F_{1}(u, v)$ vanishes with a higher order, so that $R(u, v)=0$, for $(u, v) \in \mathscr{M}_{1}$. Then, however, (2.9) implies that $F_{2}(u, v)$ vanishes on $\mathscr{M}_{1}^{*}$ with an order higher than $F_{1}$, which proves the assertion completely.

As a consequence, if $\mathscr{P}=\cup_{i=1}^{n} \mathscr{M}_{i}$ is the set of zeros of a solution $F_{0}(u, v)$ of the phase problem, there are at most $2^{n}$ distinct solutions of the problem. One would like to show that, as in the case of polynomials, there exist precisely $2^{n}$ such solutions. Such a statement is difficult to prove because the Cousin construction leading to Eq. (1.2) cannot ensure that the solutions constructed with the reflected manifolds are indeed of exponential type. It is a priori not even clear that they are of order unity.

Using a generalization of the Weierstrass product, due to Lelong, ${ }^{13}$ it is possible to answer this last point in the affirmative.

Proposition 3: To each set $\mathscr{P}^{\prime}$ obtained from $\mathscr{P}$ by the reflection of an arbitrary number of manifolds, there exists an entire function of order unity $F(u, v)$ vanishing on $\mathscr{P}^{\prime}$ and nowhere else, and with the same modulus as $F_{0}(u, v)$ in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane.

The proof of this statement is given in Appendix A. Clearly, one needs further to show that, to each $\mathscr{P}^{\prime}$, there exists a function of exponential type vanishing on it. A necessary and sufficient condition for this, generalizing Lindelöf's theorem (Ref. 11, p. 27) of the one-variable case, is provided in the same paper ${ }^{13}$ by Lelong. Namely, the set $\mathscr{P}^{\prime}$ admits of a function of exponential type vanishing on it and nowhere else if and only if the coefficients of $u$ and $v$ of the polynomials

$$
\begin{equation*}
P_{R}(u, v)=\int_{\|a\|<R} \nabla_{a}^{2} \log \left|F\left(a_{1}, a_{2}\right)\right| \frac{a_{1} u+a_{2} v}{\|a\|^{4}} d v_{a} \tag{2.10}
\end{equation*}
$$

are bounded, as $R \rightarrow \infty$. In (2.10), $F\left(a_{1}, a_{2}\right)$ is any entire function vanishing on $\mathscr{P}^{\prime}$ [e.g., obtained from (2.2) by replacing factors $G_{i}(u, v)$ by their conjugates $\left.G_{i}^{*}\left(u^{*}, v^{*}\right)\right]$; it is easy to verify that (2.10) is independent of the choice of $F\left(a_{1}, a_{2}\right)$ so that it refers indeed to $\mathscr{P}^{\prime}$ only; $d v_{a}$ is the volume element in the real space $a_{1 x}, a_{1 y}, a_{2 x}, a_{2 y}$. The integral in (2.10) may be written as a sum over the polynomials $P_{R, i}$ corresponding to each manifold $\mathscr{M}_{i}$ (if they intersect the ball $\|a\|<R$ ). The replacement of $\mathscr{M}_{i}$ by $\mathscr{M}_{i}^{*}$ causes the complex conjugation of the coefficients of $P_{R, i}(u, v)$.

In the one-variable case, one can prove that, if $u_{i}$ are the zeros of the Fourier transform $F(u)$, then $\Sigma_{i}\left|\operatorname{Im} u_{i}\right| /\left|u_{i}\right|^{2}$ converges, so that the reflection of zeros does not harm Lindelöf's criterion. However, the analogous statement in two dimensions, namely that the family of integrals $(0<R<\infty)$

$$
\begin{align*}
& I_{i}(R)=\int_{\substack{\| \|\| \|<R \\
\operatorname{Im} a_{i}>0}} \nabla_{a}^{2} \log \mid F\left(a_{1}, a_{2}\right) \| \frac{\operatorname{Im} a_{i}}{\|a\|^{4}} d v_{a}, \\
& \quad i=1,2 \tag{2.11}
\end{align*}
$$

is bounded, is wrong. A simple example where (2.11) diverge as $R \rightarrow \infty$ is given in Appendix A. Therefore, we can only state the following.

Proposition 4: Let $\mathscr{P}$ consist of a finite number of irreducible manifolds $\mathscr{M}_{i}$ and suppose each of them has the property that the imaginary parts of the coefficients of $u$ and $v$ in the polynomials $P_{R, i}(u, v)$ defined by (2.10) on $\mathscr{M}_{i}$ are bounded as $R \rightarrow \infty$. Then, if $\mathscr{P}$ is the zero set of a solution of the phase retrieval problem, to each set $\mathscr{P}$ ' obtained from $\mathscr{P}$ by reflecting any number of manifolds $\mathscr{M}_{i}$, there corresponds a distinct solution of the phase retrieval problem, vanishing on $\mathscr{P}^{\prime}$ and nowhere else.

Clearly, a statement on ambiguities without the restriction above on $P_{R, i}$ is desirable. Indeed, one should notice that Proposition 4 does not contain the simple case of a purely radial dependence of $\psi(x, y)=\tilde{\psi}(r)$. In that case, the intensity distribution is given by the Bessel transform of $\tilde{\psi}(r)$, which is an entire function of order $\frac{1}{2}$ in $u^{2}+v^{2}$. Consequently, it contains infinitely many zeros and may be written as a convergent product over irreducible factors of the form $\left(1-\left(u^{2}+v^{2}\right) / \alpha_{i}\right), \alpha_{i} \neq 0$, complex. Any number of these factors may be replaced by their conjugates $\left(1-\left(u^{* 2}+v^{* 2}\right) / \alpha_{i}\right)^{*}$, still giving rise to a solution of the phase problem.

A remark on the existence of solutions to the phase problem is now appropriate. In the one-variable situation, it is true that, if an entire function $M(u)$ of exponential type $\tau$ is positive and integrable on the real axis, then a function $F(u)$ of type $\tau / 2$ exists (in fact an infinity of them) so that $M(u)$ $=F(u) F^{*}(u), u \in \mathbf{R}$. This follows from Theorem 7.5.1 of Ref. 11, since the conditions on $M(u)$ ensure that $\Sigma_{n}$ $\left|\operatorname{Im} 1 / u_{n}\right|<\infty$ ( $u_{n}$ being its zeros). Thus, one can give a complete characterization of those functions $M(u)$ that are Fourier transforms of autocorrelation functions.

In two variables, it is not true that a function which is positive in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane and entire necessarily contains pairs of irreducible manifolds, conjugate to each other (by analogy to the conjugate zeros in one variable). As an example, consider $M(u, v)=\exp (u)+\exp (v)+1$, whose zeros consist of one irreducible manifold. It is more complicated to find functions $M(u, v)$ that also belong to $L^{1}\left(\mathbb{R}^{2}\right)$ and for which irreducibility can be proven, but we construct such an example in Appendix C.

From the construction of Appendix C , one expects that, in general, there exist many functions $M(u, v)$, positive and with integrable modulus in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane whose Fourier transforms, although they have compact support, are not autocorrelation functions. From Proposition 4, we may read that $M(u, v)$ is admissible if it has a finite number of irreducible zero sets $\mathscr{M}_{i}$, which may be parted into two classes so that (i) to each $\mathscr{M}_{i}$ in one class, there corresponds $\mathscr{M}_{i}^{*}$ in the other class and (ii) each class separately can support an entire function of exponential type.

With Proposition 4, we have established that, if $\mathscr{Z}$ consists of $N$ irreducible zero sets, the ambiguity of the phase problem is at most $2^{N}$. The next problem is whether statements are possible if the modulus $M(u, v)$, Eq. (2.3), is affected by sufficiently small errors, still staying admissible.

It is sufficient to this end to study the variation in the number of prime factors of two Fourier transforms $F_{1}(u, v)$, $F_{2}(u, v), \mathrm{Eq}$. (2.1), that have values close to each other in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane, in the sense that
$\left\|F_{1}-F_{2}\right\|^{2}=\int\left|F_{1}(u, v)-F_{2}(u, v)\right|^{2} d u d v<\epsilon^{2}$,
and are further such that the original functions $\psi_{1}(x, y)$, $\psi_{2}(x, y)$ have support contained in a rectangle $[-a, a] \times[-b, b]$. Equation (2.12) is a norm in a Hilbert space $E_{a, b}$ of entire functions of exponential type less than $a$, at each fixed $v$, and less than $b$ at each fixed $u$, as a consequence of the Paley-Wiener theorem. [One cannot use Eq. (2.12) instead of (1.2) for polynomials, since (2.12) would imply that the two polynomials differ by a small constant.]

By means of Schwartz's inequality and Parseval's theorem, one may verify that, if $F_{1}(u, v), F_{2}(u, v) \in E_{a, b}$ and $(u, v) \in \mathbb{C}^{2}$ then

$$
\begin{align*}
& \left|F_{1}(u, v)-F_{2}(u, v)\right| \\
& \quad<\exp [a|\operatorname{Im} u|] \exp [b|\operatorname{Im} v|]\left\|F_{1}-F_{2}\right\| \times 2(a b)^{1 / 2} . \tag{2.13}
\end{align*}
$$

Equation (2.13) shows that within any strip $|\operatorname{Im} u|<A$, $|\operatorname{Im} v|<B$, we can make the absolute departure of $F_{1}$ from $F_{2}$ as small as we wish, if $\left\|F_{1}-F_{2}\right\|$ is chosen small enough, i.e., the analytic extrapolation within $E_{a, b}$ off an error corridor
(2.12) is stable, inside any strip of finite width. This statement may seem to contradict those of Ref. 14, where an investigation of the instabilities in zero location is performed; our statement refers to the situation when $F(u, v)$ is available on the whole $\operatorname{Re} u$ - $\operatorname{Re} v$ plane with errors (2.12).

As we shall see in Secs. III and IV, the decision whether a manifold is irreducible or not rests with the ability of locating branch points in the $u$ plane of the functions $v=v(u)$, the solutions of the equation $F(u, v)=0$. In view of the finite errors (2.12), it is not artificial to replace the notion of irreducibility in the large by that of irreducibility with respect to a compact set $D\left(A_{1}, A_{2}, B_{1}, B_{2}\right): \quad|\operatorname{Re} u|<A_{1} ; \quad|\operatorname{Re} v|<A_{2} ;$ $|\operatorname{Im} u|<B_{1} ;|\operatorname{Im} v|<B_{2} ; D=D_{1} \times D_{2}$. We call a subset $\mathscr{M}_{D, i}$ of the intersection $\mathscr{Z}_{D}=\mathscr{P} \cap D$ of the zero set $\mathscr{Z}$ of $F(u, v)$ with $D$ irreducible with respect to $D$ if it consists of all points with coordinates $(u, v(u))$, where $v(u)$ is obtained by analytic continuation from a function element $v_{0}(u), u \in D_{1}, v_{0}(u) \in D_{2}$ along all possible paths for which $u \in D_{1}, v \in D_{2}$. Clearly, the number $N_{D}^{\prime}$ of irreducible sets $\mathscr{M}_{D, i}$ with respect to $D$ is larger, in general, than the number $N_{D}$ of irreducible sets of $\mathscr{Z}$ which intersect $D$.

We can now state the following.
Proposition 5: Let $F_{0}(u, v)$ belong to $E_{a, b}$ and consider the compact rectangle $D\left(A_{1}, A_{2}, B_{1}, B_{2}\right)$. There exists then a neighborhood $\mathscr{U}$ of $F_{0}$ in $E_{a, b}$ so that any other $F$ in $\mathscr{U}$ has at most the same number of irreducible zero sets with respect to $D$ as $F_{0}(u, v)$.

In other words, the number of irreducible zero sets with respect to $D$ can at most decrease under perturbation. The meaning of this statement concerning ambiguities is, however, rather complicated; that part of the ambiguity of the phase problem coming from the $N_{D}$ irreducible zero sets that intersect $D$ is at most $2^{N_{D}}$. Proposition 5 makes a statement about an upper bound $2^{N_{D}^{\prime}}$ of the latter estimate; it decreases under sufficiently small perturbations.

Proof: We consider the set $\mathscr{S}$ of points $\left(u_{0 i}, v_{0 i}\right)$ of $\mathscr{Z}_{D}$ with the property that several roots $v_{j l}(u), \ldots, v_{j r}(u), r>1$ of the equation $F_{0}(u, v)=0$ assume the common value $v_{0, i}$ at $u=u_{0, i}$. The set consists either of (a finite number of) isolated points or contains an irreducible zero set of $F_{0}$. We assume first, for simplicity, that the former is the case and surround each of these points by a polydisk: $d_{i}^{0}:\left|u-u_{0, i}\right| \leqslant r_{i}$, $\left|v-v_{0, i}\right| \leqslant r_{i}$, with $r_{i}$ chosen so that no two points of $\mathscr{S}$ belong to the same $d_{i}^{0}$.

To each point ( $\tilde{u}, \tilde{v}$ ) of $D$ lying outside $\cup_{i} d_{i}^{0}$ we attach by the implicit function theorem a polydisk $d(\tilde{u}, \tilde{v})=d_{u}(\tilde{u}, \tilde{v})$ $\otimes d_{v}(\tilde{u}, \tilde{v}), d_{u}:|u-\tilde{u}|<r_{1}(\tilde{u}, \tilde{v}), d_{v}:|v-\tilde{v}|<r_{2}(\tilde{u}, \tilde{v})$, so that, for each $u$ in $d_{u}$ there exists one and only one root of $F_{0}(u, v)=0$ lying strictly inside $d_{v}$. The covering of $\mathscr{P}_{D}^{\prime}=\mathscr{L}_{D} \backslash U_{i} d_{i}^{0}$ that is thus obtained can be chosen so as to be contained in a rectangle

$$
\begin{align*}
& D_{k}:|\operatorname{Re} u|<k A_{1}, \quad|\operatorname{Re} v|<k A_{2},  \tag{2.14}\\
& |\operatorname{Im} u|<k B_{1}, \quad|\operatorname{Im} v|<k B_{2},
\end{align*}
$$

for any given $k>1$. Now $\mathscr{P}_{D}^{\prime}$ is a compact set and we can extract from the set of $d(\tilde{u}, \tilde{v})$ a finite cover of it; let its elements be $d_{j}=d_{u, j} \otimes d_{v, j}, j=1,2, \ldots, N_{1}$. It is only at this stage that we use the finite extension of $D$ in the $\operatorname{Re} u, \operatorname{Re} v$ direction.

We shall now show that we can choose perturbations $\delta F(u, v)$ of $F_{0}(u, v)$ such that $(\mathrm{i})$ the set of zeros of any function $\left(F_{0}+\delta F\right)(u, v)$ is entirely contained in $\left(\cup_{i} d_{i}^{0}\right) \cup\left(U_{j} d_{j}\right)$ and (ii) that the $d_{j}$ 's maintain the property that, for each $u$ in $d_{u, j}$, there exists one and only one root of $\left(F_{0}+\delta F\right)(u, v)=0$ lying inside $d_{v, j}$. To this end, let

$$
\begin{equation*}
\mu_{j}=\inf _{\substack{u \in \bar{d}_{u, j} \\\left|v-\tilde{j}_{j}\right|=r_{2, j}}}\left|F_{0}(u, v)\right|, \tag{2.15}
\end{equation*}
$$

with $\tilde{v}_{j}$ the center of $d_{v, j}$. By our choice of $d_{u}(\tilde{u}, \tilde{v}), \mu_{j} \neq 0$. Further, let

$$
\begin{equation*}
M_{j}=\sup _{\substack{u \in u_{j, j} \\ \mid v-\tilde{v}_{j}=r_{2, j}}}\left(\left|\frac{\partial F_{0}}{\partial v}(u, v)\right|+\left|F_{0}(u, v)\right|\right) \tag{2.16}
\end{equation*}
$$

and let

$$
\begin{equation*}
\epsilon^{\prime}<\inf _{j}\left[\mu_{j}^{2} /\left(\mu_{j}+M_{j} r_{2, j}\right)\right] \tag{2.17}
\end{equation*}
$$

Now let $D_{k}^{\prime}$ be defined by (2.14) with $k^{\prime}>k$ and choose $\delta F(u, v) \in E_{a, b}$ so that

$$
\begin{equation*}
\sup _{D_{k}}|\delta F(u, v)|<\epsilon^{\prime}, \quad \sup _{D_{k}}\left|\frac{\partial \delta F}{\partial v(u, v)}\right|<\epsilon^{\prime} . \tag{2.18}
\end{equation*}
$$

Then conditions (i) and (ii) above are fulfilled. This is verified by evaluating in each $d_{u, j}$ the differences of the values of the integer-valued functions

$$
\begin{equation*}
N(F)=\frac{1}{2 \pi i} \oint_{v-\tilde{v}_{j}=r_{2, j}} \frac{\partial F / \partial v}{F}(u, v) d v, \tag{2.19}
\end{equation*}
$$

evaluated for $F_{0}$ and $F_{0}+\delta F$. Clearly, $N\left(F_{0}\right)=1$ and (2.17) ensures that $\left|N\left(F_{0}\right)-N\left(F_{0}+\delta F\right)\right|<1$. Thus, condition (ii) is fulfilled; (i) is also verified by applying the reasoning above to a point outside $\left(\cup_{i} d_{i}^{0}\right) \cup\left(\cup_{j} d_{j}\right)$ and we conclude that it is impossible for $\left(F_{0}+\delta F\right)(u, v)$ to vanish there. It is also true that all points $(u, v(u))$ of the zero set $\mathscr{Z}_{\delta F, D}$ of $\left(F_{0}+\delta F\right)\{u, v)$ lying inside $\cap_{j} d_{j}$ are regular points, i.e., $v(u)$ is holomorphic in $d_{u, j}$.

We can now show that $\mathscr{L}_{\delta F, D}$ contains at most as many irreducible manifolds with respect to $D$ as $\mathscr{Z}_{D}$ [corresponding to $F_{0}(u, v)=0$ ].

To this end, consider the set $\mathscr{K}$ of those polydisks $d_{j, k}$ which are part of the covering of an irreducible manifold $\mathscr{M}_{1, D}$ of $\mathscr{Z}_{D}$ (with respect to $D$ ). We shall argue that any two points of $\mathscr{Z}_{\delta F, D}$ lying in $\mathscr{K}$ can be connected by analytic continuation along a path such that $(u, v(u))$ stays inside $D$. Indeed, let the two points of $\mathscr{Z}_{\delta F, D}$ be $\left(u_{i}, \tilde{v}_{i}\left(u_{i}\right)\right),\left(u_{f}, \tilde{v}_{F}\left(u_{F}\right)\right)$, lying in the polydisks $d_{i}$ and $d_{f}$, in turn and let $\tilde{v}_{i}(u), \tilde{v}_{f}(u)$ be the function elements defining $\mathscr{Z}_{\delta F, D}$ for $u$ in $d_{u i}$ and $d_{u f}$. By the construction above there exist two other function elements defining $\mathscr{R}_{D}, v_{i}(u), v_{f}(u)$, defined on $d_{u i}$ and $d_{u f}$ and such that $v_{i}(u) \in d_{v i}$ if $u \in d_{u i}, v_{f}(u) \in d_{v f}$ if $u \in d_{u f}$. Further, $v_{f}(u)$ may be obtained by the analytic continuation of $v_{i}(u)$ along a path $\mathscr{P}$ contained in $D_{u} ;$ let $d_{1} \equiv d_{i}, d_{2}, \ldots, d_{n} \equiv d_{f}$ be the polydisks covering $\mathscr{P}$ and $\left(u, v_{k}(u)\right),\left(u, \tilde{v}_{k}(u)\right)$ the coordinates of points of $\mathscr{\mathscr { P }}_{D}$ and $\mathscr{Z}_{\delta F, D}$ contained in the polydisk $d_{k}$ for $u \in d_{u, k}$. Now, since to each $u$ in $d_{u, k}$ there corresponds just one root of $\left(F_{0}+\delta F\right)(u, v)=0$, it follows that in the overlap $d_{u 1} \cap d_{u 2}, \tilde{v}_{1}(u) \equiv \tilde{v}_{2}(u)$. This means that $\tilde{v}_{2}(u)$ is the
analytic continuation of $\tilde{v}_{1}(u)$ and our assertion is proved by repeating this reasoning from $d_{2}$ to $d_{n}$.

As a consequence $\mathscr{L}_{\delta F, D}$ cannot contain more irreducible zero sets than $\mathscr{E}_{D}$. However, it is possible that, by using paths of continuation that intersect $U_{i} d_{i}^{0}$, we may connect points of $\mathscr{Z}_{\delta F, D}$ whose correspondents on $\mathscr{Z}_{D}$ (outside $U_{i} d_{i}^{0}$ ) were unrelated. Therefore, in general, if $N_{F, D}$ denotes the number of irreducible zero sets of $F$ with respect to $D$, then $N_{F_{0}+\delta F}<N_{F_{0}}$. Clearly, using Cauchy's inequalities, we can ensure both inequalities (2.18) by requiring $\sup |\delta F(u, v)|<\epsilon^{\prime \prime}$, for $(u, v)$ on the boundary of $D_{k^{\prime}}$, for sufficiently small $\epsilon^{\prime \prime}$ and $k^{\prime \prime}>k^{\prime}$. According to (2.13), this may in turn be obtained by choosing $\|\delta F\|$ sufficiently small.

If the set of points $\left(u_{0, i}, v_{0, i}\right)$ with $v_{0, i}$ multiple roots of the equation $F\left(u_{0, i}, v\right)=0$ does not consist only of isolated points in $D$, it must contain an irreducible zero set $\mathscr{M}$, on which $F_{0}(u, v)$ has at each fixed $u$, a zero of multiplicity $p>1$. In this case, we cover $\tilde{\mathscr{M}}$ as above with polydisks, avoiding those points where the multiplicity of the root is higher. Under a sufficiently small perturbation, $p$ roots of $F_{0}+\delta F$ stay inside the covering $\mathscr{K}_{1}$ of $\mathscr{M}$ (except for some special points) with polydisks. In general, we cannot ensure that the $p$ roots are distinct at all points of the projection of $\mathscr{K}_{1}$ onto the $u$ plane. Thus there will appear $p_{1} \leqslant p$ irreducible zero sets under perturbation, as asserted.

Next follow some comments.
(i) Assume $N_{F_{0}}=1$. Then, according to Proposition 5, there exists a neighborhood $U$ of $F_{0}$ in the topology above, so that $N_{F_{0}+\delta F}=1$ for any $F_{0}+\delta F$ in $U$. This means that irreducible zero sets are stable under small perturbations and this is sufficient for the analysis of the ambiguity problem.

One would like, however, to show also that reducible situations are in some sense unstable. In fact, one expects that, if $\left(u_{0}, v_{0}\right)$ is a point which is common to two irreducible zero sets of a function $F_{0}(u, v)$, then in any neighborhood of $F_{0}$ (in the topology above) there are functions $F_{0}+\delta F$ which have just one irreducible zero set in a sufficiently small domain containing $\left(u_{0}, v_{0}\right)$. We show that this is the case in Appendix B. Several examples for the generation of branch points under the perturbation of reducible zero sets are given in Ref. 6.
(ii) If we let the rectangle $D$ increase in the imaginary direction then (a) the maximum $\|\delta F\|$ allowed so that the inequalities (2.18) are fulfilled tends to zero, according to (2.13) and (b) the number of polydisks required to cover $\mathscr{Z}_{\boldsymbol{D}}$ increases, so that $\epsilon^{\prime}$ in (2.18) may tend to zero. Only the second problem occurs if we let $D$ increase in the real directions and it is conceivable that one may show, by a more careful treatment, that $\epsilon^{\prime}$ stays nevertheless finite (at least for Fourier transforms).
(iii) The fact that $F_{0}(u, v)$ is entire was used only through (2.13). In the next proposition, we shall use the fact that, according to the proof above, we may also state the following: for any $F_{0}(u, v)$, holomorphic in $D_{k^{*}}$, there exists an $\epsilon^{\prime \prime}$, so that all $F(u, v)$, holomorphic in $D_{k^{\prime}}$ and satisfying $\mid F(u, v)$ $-F_{0}(u, v) \mid<\epsilon^{\prime \prime}$ for $(u, v)$ in $D_{k^{-}}$, have the same number of irreducible zero sets with respect to $D$ as $F_{0}(u, v)\left(D \subset D_{k^{*}}\right)$.
(iv) A question of interest is the following: given $\epsilon>0$ and the function $F_{0}(u, v)$ in $E_{a, b}$, what is the number of irredu-
cible zero sets with respect to $D$ of a function $F_{1}(u, v)$ in $E_{a, b}$ departing from $F_{0}(u, v)$ by less than $\epsilon$, in the sense of (2.12)? This is answered by the following.

Proposition 6: For any $\epsilon>0$ and rectangle $D$ [given by (2.14) with $k=1$ ], there exists $\mathscr{N}_{0}(\epsilon, D)$ such that the number of irreducible zero sets with respect to $D$ of any $F(u, v)$ in $E_{a, b}$ and obeying $\left\|F-F_{0}\right\|<\epsilon$, for some $F_{0}$ in $E_{a, b}$ is less than $\mathscr{N}_{0}$.

Proof: Let $\mathscr{F}$ be the set of functions $F(u, v)$ in $E_{a, b}$ obeying $\left\|F-F_{0}\right\|<\epsilon$ and let $k_{1}>k^{\prime \prime}$ (of the previous proposition). According to (2.13), there exists a number $Q$, so that all $F$ in $\mathscr{F}$ also obey $\left|F(u, v)-F_{0}(u, v)\right|<Q$ for all $(u, v)$ in $D_{k_{1}}$. By Montel's principle, $\mathscr{F}$ is a compact set in the space $H\left(D_{k_{1}}\right)$ of all functions holomorphic in $D_{k_{1}}$, with the topology of uniform convergence on compact subsets of $D_{k_{1}}$. Further, by remark (iii) above, we can attach to each $F$ in $\mathscr{F}$ a set of functions $\mathscr{B}(F)$ holomorphic in $D_{k_{1}}$ and having the same number $N(F)$ of irreducible zero sets with respect to $D$ as $F(u, v)$. The functions $\widetilde{F}(u, v)$ of the set $\mathscr{B}(F)$ obey $\mid \widetilde{F}(u, v)$ $-F(u, v) \mid<\epsilon^{\prime \prime}$ for all $u, v$ in $D_{k}$. and make up an open set of $H\left(D_{k_{1}}\right)$. The set of all $\mathscr{B}(F)$ makes up a covering of the compact set $\mathscr{F}$ and we may therefore extract from it a finite subcover. Let the numbers $N(F)$ associated to this subcover be $N_{i}$. Then $\mathscr{N}_{0}(\epsilon, D)=\max _{i} N_{i}$. This ends the proof.

We recall that $2^{\mathcal{N}_{0}}$ is an upper bound on the ambiguity of the phase problem coming from the reflection of those irreducible zero sets that intersect $D$. The computation of $\mathscr{N}_{0}(\epsilon, D)$ may be difficult. Its existence is, however, significant since it may happen that it is much smaller than the number of roots $v(u)$ of $F(u, v)=0$ at fixed $u$ in $|\operatorname{Re} v|<A_{2}$, $|\operatorname{Im} v|<\boldsymbol{B}_{2}$. The claims that two-variable analyticity leads to a reduction of ambiguities rest on this occurrence.

As is apparent from the above discussion, the present author disagrees with the remarks made in Ref. 2 concerning the "number" of irreducible functions, as compared to that of reducible ones. No statistical arguments are pertinent to this problem, except the relation to a topology defined on the space $E_{a, b}$ of entire functions, e.g., by means of Eq. (2.12); reducible situations are in this sense unstable. However, one cannot conclude that, consequently, the "chance" of meeting them is zero. The relevant question is the one under (iv) above and it may well be that quite common intensity distributions and error channels lead to a high $\mathscr{N}_{0}(\epsilon, D)$ (for a reasonably large $D$ ); simple examples are offered by the weak perturbation of the diffraction patterns on rectangular or circular apertures.

## III. ZERO TRAJECTORIES

The discussion of the preceding section relies on methods of construction of $F(u, v)$ (Cousin's method and Lelong's generalization of the Weierstrass product) which uses its whole set of zeros in $\mathbb{C}^{2}$. The set $\mathscr{L}$ is completely determined, in principle, from knowledge of $M(u, v)$ in the $\operatorname{Re} u-\operatorname{Re} v$ plane, but its actual computation is prohibitive. Thus, these methods are suited for a discussion of the ambiguity problem, but not for the actual construction of $F(u, v)$ from $M(u, v)$.

Instead, it is natural to use, e.g., at each fixed real $v$, representations in one variable of $F(u, v)$ in the complex $u$ plane.
(a) First, we use a Weierstrass product of order of growth unity (Ref. 11, p. 22)

$$
\begin{align*}
F(u, v)= & C_{0}(v) \exp (a(v) u) \prod_{n=1}^{\infty}\left(1-\frac{u}{u_{n}(v)}\right) \\
& \times \exp \left(u / u_{n}(v)\right) \tag{3.1}
\end{align*}
$$

(b) Second, we use a conditionally convergent Titchmarsh product, ${ }^{15}$ valid for Fourier transforms of functions with compact support,

$$
\begin{equation*}
F(u, v)=C_{0}(v) \exp (i \alpha u) \prod_{n=1}^{\infty}\left(1-\frac{u}{u_{n}(v)}\right) . \tag{3.2}
\end{equation*}
$$

Let the smallest $x$ strip containing the support of $\psi(x, y)$, Eq. (2.1), be $a_{1}<x<a_{2}$. Then, by writing the integral in (2.1) as an iterated integral, we may verify that the smallest interval containing the support of the Fourier transform at fixed $v$ of $F(u, v)$ is $\left[a_{1}, a_{2}\right]$ and is independent of $v$. It follows then from Ref. 15 that, in Eq. (3.2), $\alpha=\left(a_{1}+a_{2}\right) / 2$, independently of $v$. Since we are interested in solutions that are equivalent modulo translations, there is no loss of generality to assume $\alpha=0$.

Equations (3.1) and (3.2) require for their evaluation the intersection of the set $\mathscr{P}$ of zeros of $F(u, v)$ with $\operatorname{Im} v=0$. The complex functions $u=u_{n}(v), v$ real, are called $v$-zero trajectories. They are continuous functions of $v$, except for cusps, where several of them can meet (assume the same value). By a small continuation clockwise in the complex $v$ plane at such cusps, it is possible to identify (connect with each other) unambiguously the zero trajectories on the whole real $v$ axis.

At first sight, knowledge of $M(u, v)$ at each fixed real $v$ in the complex $u$ plane fixes the $v$-zero trajectories up to a twofold ambiguity: $u_{n}(v) \rightarrow u_{n}^{*}(v)$. Further, $\left|C_{0}(v)\right|$ is fixed by $M(u, v)$, but its phase requires the value of $F(0, v)$, which in turn depends on the resolution of the discrete ambiguity of the zeros in the complex $v$ plane, at $u=0$.

On the other hand, we have seen in Sec. II that use of the analyticity of $M(u, v)$ in two variables implies an upper bound on the number of solutions, which might be considerably smaller than the infinite one above. In particular, it may be that no solutions exist at all. This means that part of the resolutions of the discrete ambiguity of the zero trajectories and of the zeros in the $v$ plane at $u=0$ lead by means of (3.1) or (3.2) to functions $F(u, v)$ that, although continuous and holomorphic in one variable, will fail to be analytic in two variables or will violate the exponential bounds.

In this section, we set up necessary and sufficient conditions for the resolutions of the discrete ambiguity of the $v$ zero trajectories and of the zeros at $u=0$ to lead, via Eq. (3.2), to solutions of the phase retrieval problem. In doing so, we shall give an answer to questions (i)-(iii) of the Introduction, in the framework of entire functions.

Before starting on this, we notice the following.
Lemma: Consider the smallest rectangle with sides parallel to the $x$ and $y$ axes, that contains the support of the Fourier transform of $M(u, v)$. Let $4 a_{0}, 4 b_{0}$ be the lengths of its sides. Then, if solutions to the phase retrieval problem exist, each class of solutions contains an entire function of exponential type $a_{0}$ at each fixed $v$ and of exponential type $b_{0}$ at each fixed $u$.

Clearly, it is enough to show that the smallest rectangle with sides parallel to the $x$ and $y$ axes that contains the support $\mathscr{D}$ of the object function $\psi(x, y)$ [Eq. (2.1)] has sides of lengths $2 a_{0}, 2 b_{0}$. To see this, notice that (i) the support $\mathscr{T}$ of the autocorrelation function is symmetrical; if $\mathbf{y} \in \mathscr{F}$, $-\mathbf{y} \in \mathscr{T}$, and (ii) a point $\mathbf{y}=\|\mathbf{y}\| \hat{y}$ on the boundary of $\mathscr{T}$ has the property $\|\mathbf{y}\|=\max \left\|\mathbf{r}_{2}-\mathbf{r}_{1}\right\|$, over $\mathbf{r}_{1}, \mathbf{r}_{2} \in \mathscr{D}$, $\hat{y} \times\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)=0$. Let now $2 b_{1}$ be the length of the vertical side of the smallest rectangle containing $\mathscr{D}$ (with sides parallel to $x$ and $y$ ) and let $y_{0}$ be a point on the boundary of $\mathscr{T}$ at which the horizontal side of the smallest rectangle touches $\mathscr{T}$. If e is the unit vector in the direction of the $y$ axis, we may choose $\mathbf{y}_{0}$ such that $\left(\mathbf{e}, \mathbf{y}_{0}\right)>0$ and write

$$
\begin{align*}
2 b_{0} & =\left(\mathbf{e}, \mathbf{y}_{0}\right)=\|\left(\mathbf{e}, \mathbf{y}_{0}\right) \mid=\sup _{\mathbf{y} \in \mathscr{T}}(\mathbf{e}, \mathbf{y})=\left(\mathbf{e}, \mathbf{r}_{20}-\mathbf{r}_{10}\right) \\
& \leqslant \sup _{\mathbf{r}_{2} \in \mathscr{\mathscr { D }}}\left(\mathbf{e}, \mathbf{r}_{2}\right)-\inf _{\mathbf{r}_{1} \in \mathscr{D}}\left(\mathbf{e}, \mathbf{r}_{1}\right)=2 b_{1}=\left(\mathbf{e}, \mathbf{r}_{2}^{\prime}-\mathbf{r}_{1}^{\prime}\right) \\
& =\left(\mathbf{e}, \hat{y}_{1}\right)\left\|\mathbf{r}_{2}^{\prime}-\mathbf{r}_{1}^{\prime}\right\| \\
& \leqslant\left|\left(\mathbf{e}, \hat{y}_{1}\right)\right| \sup _{\substack{\mathbf{r}_{1}, \mathbf{r}_{2} \in \mathscr{D} \\
\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \times \hat{\mathbf{y}}_{1}=0}}\left\|\mathbf{r}_{2}-\mathbf{r}_{1}\right\| \\
& =\left|\left(\mathbf{e}, \mathbf{y}_{2}\right)\right|<\left(\mathbf{e}, \mathbf{y}_{0}\right)=2 b_{0} \tag{3.3}
\end{align*}
$$

$\operatorname{In}(3.3), \mathbf{y}_{1}=\left\|\mathbf{r}_{2}^{\prime}-\mathbf{r}_{1}^{\prime}\right\| \hat{y}_{1}, \mathbf{y}_{2}=\hat{y}_{1} \sup \left\|\mathbf{r}_{2}-\mathbf{r}_{1}\right\|$. The same reasoning can be done for the horizontal side. This ends the proof.

In the following, we shall assume that the modulus function $M(u, v)$ belongs in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane to $L^{1}\left(R^{2}\right)$ and that its Fourier transform is contained in a rectangle of size $4 a_{0}, 4 b_{0}$. We shall need the following theorem of Plancherel and Polya. ${ }^{9}$

Theorem: If the entire function of exponential type $M(u, v)$ belongs to $L^{1}\left(\mathbf{R}^{2}\right)$ in the $\operatorname{Re} u-\operatorname{Re} v$ plane, then the series

$$
\begin{equation*}
\sum_{m, n}\left|M\left(\frac{m \pi}{a}, \frac{n \pi}{b}\right)\right| \tag{3.4}
\end{equation*}
$$

is convergent for any $a>0, b>0$ (see Ref. 9, Sec. 46).
To state the necessary and sufficient conditions for the correct resolution of the ambiguity of $v$-zero trajectories and zeros at $u=0$, we consider the set of points $\left(u_{m}, v_{n}\right)$ $=(m \pi / a, n \pi / b)$ with $a>a_{0}, b>b_{0}$, and $a_{0}, b_{0}$ of the Lemma. At each $v=n \pi / b$, we construct a function $F(u, n \pi / b)$ in the $u$ plane by means of the Titchmarsh product (3.2) and some resolution of the discrete ambiguity for $v$-zero trajectories and for the zeros in the $u=0$ plane. With this, we construct a function of the Lagrange-Valiron type

$$
\begin{equation*}
L(u, v)=\sin b v \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} F(u, n \pi / b)}{b v-n \pi} \tag{3.5}
\end{equation*}
$$

Concerning (3.5) we prove the following.
Proposition 7: Let $a>a_{0}, b>b_{0}$; then the function $L(u, v)$ defined in (3.5) exists and is an entire function of $u$ and $v$; at each fixed $u$, it is of exponential type less than $b$ with respect to $v$, and it is of type less than $a$ with respect to $u$ at each fixed $v$.

It is worth pointing out that this statement is true regardless of whether the choices of the discrete ambiguity are "correct" or "wrong" in the sense discussed above, and in
fact independent of whether a solution exists or not. According to the Lemma, we can read off the Fourier transform of $M(u, v)$ the allowed values of $a$ and $b$.

Proof: We show first that the functions $F(u, n \pi / b)$ exist and are of exponential type less than $a$. It will be assumed that $M(0, n \pi / b) \neq 0$; the modifications needed to treat this situation are obvious. We proceed as follows.
(i) Carleman's theorem (see, e.g., Ref. 11, p. 2) applied to $M(u, n \pi / b)$ shows that (see also Ref. 15)

$$
\begin{equation*}
\sum_{k}\left|\operatorname{Im} \frac{1}{u_{k}(n \pi / b)}\right|<\infty, \tag{3.6}
\end{equation*}
$$

where $u_{k}(n \pi / b)$ are the roots of $M(u, n \pi / b)$ lying, e.g., in the upper half plane. [Since $M(u, n \pi / b)$ is real, all its zeros fall in complex conjugate pairs or are real.]
(ii) $M(u, n \pi / b)$ obeys the Titchmarsh representation (3.2); in particular, the series

$$
\begin{equation*}
S=\sum_{k=1}^{\infty} \frac{1}{u_{k}(n \pi / b)} \tag{3.7}
\end{equation*}
$$

converges. If we replace any number of $u_{k}$ 's by their conjugates, (3.6) shows that the series still converges. Thus, we may define $F(u, n \pi / b)$ by the Titchmarsh product constructed from an arbitrary resolution of the ambiguity of the $v$-zero trajectories; the product is certainly convergent. [We take $\alpha=0$ in Eq. (3.2).]
(iii) The function $F(u, n \pi / b)$ is of exponential type. To see this, we use the fact that, if $n(r)$ represents the number of zeros of $M(u, n \pi / b)$ of modulus less than $r$, then $\lim _{r \rightarrow \infty} n(r) / r$ is a nonzero constant (see, e.g., Ref. 15, Theorem III). As a consequence, a constant $C$ exists, so that for all $k,\left|u_{k}(n \pi / b)\right| \geqslant k / C[$ if $M(0, n \pi / b) \neq 0]$. We write then $\ln |F(u, n \pi / b)|$

$$
\begin{align*}
= & \sum_{k=1}^{N} \ln \left|1-\frac{u}{u_{k}(n \pi / b)}\right| \\
& +\sum_{k>N+1} \ln \left|1-\frac{u}{u_{k}(n \pi / b)}\right|=T_{1}+T_{2}, \tag{3.8}
\end{align*}
$$

with $N$ chosen so that $\left|u / u_{k}(n \pi / b)\right| \leqslant C_{1}$, for some $C_{1}$ and all $k \geqslant N$. With the help of the inequality $\ln (1+x) \leqslant x(x>-1)$, we can write for the second term in (3.8)

$$
\begin{equation*}
T_{2} \leqslant|u|\left(\left|\operatorname{Re} S_{N+1}\right|+\left|\operatorname{Im} S_{N+1}\right|\right)+\frac{1}{2}|u|^{2} \sum_{k>N+1} \frac{1}{\left|u_{k}\right|^{2}} \tag{3.9}
\end{equation*}
$$

The last term in (3.9) is $O(|u|)$ and $S_{N+1}$ in the first term represents the rest of (3.7) after removing the first $N$ terms. Comparing with an integral, we verify that $T_{1}$ is also $O(|u|)$ as $|u| \rightarrow \infty$, which proves our statement.
(iv) Since $\int_{-\infty}^{\infty}|F(u, n \pi / b)|^{2} d u$ exists, it follows that $F(u)$ is the Fourier transform of a function with compact support. From Titchmarsh's representation, we see that the support has the form $(-\beta, \beta)$, for some $\beta>0$. We now show that, in fact, $\beta=a_{0}$.

To this end, we use the fact (Theorem 7.5.1 of Ref. 10) that there exists an entire function $\omega(u)$ with modulus squared equal to $M(u, n \pi / b)$, of exponential type $a_{0} / 2$ and with all its zeros in the upper half $u$ plane. Such a function satisfies the Titchmarsh representation and $F(u, n \pi / b)$ differs
from it by the flipping of a certain (maybe infinite) number of zeros, $u_{k_{i}}(n \pi / b)$. We can write
$\ln \left|F\left(u, \frac{n \pi}{b}\right)\right|=\ln |\omega(u)|+\ln \prod_{k_{i}} \frac{\left|1-u / u_{k_{k}}^{*}\right|}{\left|1-u / u_{k_{i}}\right|}$,
where the product extends over the set of zeros that have been flipped. The Ahlfors-Heins theorem (Ref. 11, p. 115) ensures then that, if $B(u)$ denotes the second term, then

$$
\begin{equation*}
\limsup _{\substack{|u| \rightarrow \infty \\ u=|u| \exp (i \theta)}} \ln (|B(u)| /|u|)=0 \tag{3.11}
\end{equation*}
$$

for almost all directions $\theta$. It follows that

$$
\limsup _{\substack{|u| \rightarrow \infty \\ u=|u| \exp (i \theta)}}(\ln (|F(u, n \pi / b)|) /|u|)=\beta|\sin \theta|
$$

$$
\begin{equation*}
=\lim _{\substack{|u||\infty \\ u=|u| \exp (\theta)}} \frac{\ln |\omega(u)|}{|u|}=a_{0}|\sin \theta|, \tag{3.12}
\end{equation*}
$$

i.e., that $\beta=a_{0}$.

As a consequence of this, $F(u, n \pi / b)$ satisfies a La-grange-Valiron representation $\left(a>a_{0}\right)$

$$
\begin{equation*}
F\left(u, \frac{n \pi}{b}\right)=\sin a u \sum_{m=-\infty}^{\infty} \frac{(-1)^{m} F(m \pi / a, n \pi / b)}{a u-m \pi} \tag{3.13}
\end{equation*}
$$

It is important that, by construction

$$
\begin{equation*}
\left|F\left(\frac{m \pi}{a}, \frac{n \pi}{b}\right)\right|^{2}=M\left(\frac{m \pi}{a}, \frac{n \pi}{b}\right), \tag{3.14}
\end{equation*}
$$

and the theorem cited at the beginning of this proof ensures that

$$
\begin{equation*}
\sum_{m, n}\left|F\left(\frac{m \pi}{a}, \frac{n \pi}{b}\right)\right|^{2}<\infty \tag{3.15}
\end{equation*}
$$

i.e., $F(m \pi / a, n \pi / b)$ are the Fourier coefficients of a function $\psi_{1}(x, y)$ in $L^{2}(D)$, where $D=[-a, a] \times[-b, b]$

$$
\begin{equation*}
\psi_{1}(x, y)=\sum_{m, n} F\left(\frac{m \pi}{a}, \frac{n \pi}{b}\right) \exp \left(i\left(\frac{m \pi}{a} x+\frac{n \pi}{b} y\right)\right) . \tag{3.16}
\end{equation*}
$$

Consider then

$$
\begin{equation*}
L_{1}(u, v)=\frac{1}{2 \pi} \int_{D} \psi_{1}(x, y) \exp (i(u x+v y)) d x d y \tag{3.17}
\end{equation*}
$$

which is, at each fixed $u$, of exponential type at most equal to $b$ with respect to $v$, and at most equal to $a$ with respect to $u$ at fixed $v$. Expanding the exponential in a Fourier series in $D$ and integrating term by term (which is permitted for squareintegrable $\psi_{1}$ ), we obtain the Lagrange-Valiron expansion of $L_{1}(u, v)$

$$
\begin{align*}
L_{1}(u, v)= & \sin a u \sin b v \\
& \times \sum_{m, n} \frac{(-1)^{m+n} F(m \pi / a, n \pi / b)}{(a u-m \pi)(b v-n \pi)} . \tag{3.18}
\end{align*}
$$

It is easy to verify that, in view of (3.15), the series in (3.18) converges absolutely and uniformly on every compact subset of $\mathbb{C}^{2}$. Using a theorem on the iteration of double series (Ref. 16), the absolute convergence of the series in (3.18) entails the convergence of the iterated series to the same limit; one first keeps $n$ fixed and obtains $F(u, n \pi / b)$ by (3.10) and then sums over $m$. Thus $L_{1}(u, v)=L(u, v)$, which ends the proof.

We can now formulate a criterion of the type announced in the Introduction.

Proposition 8:Thefunction L (u,v), Eq. (3.5), constructed from a certain resolution of the discrete ambiguity at each fixed $v=k \pi / b$ and at $u=0$ is a solution of the phase retrieval problem if and only if

$$
\begin{equation*}
\left|L\left(\frac{m \pi}{2 a}, \frac{n \pi}{2 b}\right)\right|^{2}=M\left(\frac{m \pi}{2 a}, \frac{n \pi}{2 b}\right) \tag{3.19}
\end{equation*}
$$

for all $m$ and all odd $n$.
Proof: The function $\mathscr{L}(u, v)=L(u, v) L^{*}\left(u^{*}, v^{*}\right)$ is at fixed $u$ of exponential type at most equal to $2 b$ in $v$, and at fixed $v$ of exponential type at most equal to $2 a$ with respect to $u$. So is $M(u, v)$, since $2 a>2 a_{0}, 2 b>2 b_{0}$. The two functions are absolutely integrable over the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane and, therefore (Ref. 9, Sec. 15), also square integrable. By the Paley-Wiener theorem, they are Fourier transforms of square-integrable functions with support contained in $[-2 a, 2 a] \times[-2 b, 2 b]$ and, therefore, with the reasoning following Eq. (3.17), satisfy representations like (3.18), with $a, b$ replaced by $2 a, 2 b$. It follows that the two functions coincide if they coincide at all points $(u, v)=(m \pi / 2 a, n \pi / 2 b)$, with ( $m, n$ ) ranging over all integers (see also Ref. 9, Sec. 26). But $\mathscr{L}(u, v)$ and $M(u, v)$ already coincide by construction at those points with $n$ even. Since $L(u, v)$ is entire, of exponential type, and has the correct modulus, it is a solution of the phase problem.

Conversely, if $L(u, v)$ is a solution of the phase problem, then Eq. (3.19) must be fulfilled. This ends the proof.

Next follow some comments.
(i) If condition (3.19) is fulfilled, a solution of the phase retrieval problem exists and is explicitly constructed. The resolution of the discrete ambiguity of the $v$-zero trajectories is done not only in a manner compatible with two-variable analyticity, but also with the constraints of Lindeloffs theorem.
(ii) The parameter $b$ is arbitrary, as long as $b>b_{0}$. It follows that, by allowing $b$ to increase, we can make $\mathscr{L}(u, v)$ $=L(u, v) L^{*}\left(u^{*}, v^{*}\right)$ coincide with $M(u, v)$ at points $(u, n \pi / b)$ as closely spaced as we wish. Now, the type of $M(u, v)$ with respect to $v$ is $2 b_{0}$; one might wonder whether, by choosing $b>2 b_{0}$, we may not force the two functions to coincide for all $v$ at fixed $u$, and thus conclude that $L(u, v)$ is always a solution of the phase problem, independently of whether it is constructed with a correct or wrong resolution of the discrete ambiguities. The reason why this is wrong is that the type of $\mathscr{L}(u, v)$ at fixed $u$ is larger than $b$ in the case of wrong resolutions and less than $b$ (for $b>2 b_{0}$ ) only in the case of correct resolutions. In other words, if we consider the Fourier transform of $L(u, v)$ with respect to $v$ [cf. (3.13)]

$$
\begin{equation*}
\psi_{1}(u, y)=\sum_{n=-\infty}^{\infty} F\left(u, \frac{n \pi}{b}\right) \exp \left(-i \frac{n \pi}{b} y\right), \tag{3.20}
\end{equation*}
$$

then for a correct resolution of the discrete ambiguity, $\psi_{1}(u, y)$ has support contained in $-b_{0}<y<b_{0}$; for an incorrect resolution, the support of $\psi_{1}(u, y)$ increases with $b$.
(iii) We inquire what happens if, instead of being satisfied exactly, Eqs. (3.19) are satisfied only on the average, i.e.,

$$
\begin{equation*}
\sum_{m} \sum_{n}\left|\mathscr{L}\left(\frac{m \pi}{2 a}, \frac{n \pi}{2 b}\right)-M\left(\frac{m \pi}{2 a}, \frac{n \pi}{2 b}\right)\right|^{2} \leqslant \epsilon^{2}, \tag{3.21}
\end{equation*}
$$

for some $\epsilon$. Application of the Paley-Wiener theorem and of Parseval's equality shows that

$$
\begin{equation*}
\int_{R^{2}}|\mathscr{L}(u, v)-M(u, v)|^{2} d u d v \leqslant \epsilon^{2} \tag{3.22}
\end{equation*}
$$

i.e., that $L(u, v)$ is a solution of the phase problem, within the errors $\epsilon^{2}$. Thus, Eqs. (3.19) are stable against errors.

Equations (3.19) represent sufficient conditions for the compatibility between a resolution of the ambiguity of the $v$ zero trajectories, that of the zeros in the $u=0$ plane, analyticity in two variables, and the exponential type of the solution. They do not allow, however, a simple manner to fix the ambiguity of the zeros in the $u=0$ plane once a solution for that of the $v$-zero trajectories has been chosen, although they show that such a correlation exists. This correlation means that the positions of at least some of the zeros in the complex $v$ plane at $u=0$ should be accessible from knowledge of the trajectories $u=u(v)$ by analytic continuation along some path in the $v$ plane. In general, we cannot expect to obtain all zeros by such a continuation, since $F(u, v)$ may contain, e.g., zero sets of the form $v=v_{0}=$ const. These zero sets lead to ambiguities that are independent of those of the $v$-zero trajectories. In particular, the criterion (3.19) will be satisfied at a replacement $v_{0} \rightarrow v_{0}^{*}$.

The problem is whether we can find in a more direct manner the positions of all other zeros in the $u=0$ plane, having chosen a resolution of the ambiguity of the $v$-zero trajectories. A method is clearly afforded by the following.

Remark: If $F_{0}(u, v)$ is a solution of the phase problem, then the function

$$
\begin{equation*}
Z(u, v)=\prod_{n=1}^{\infty}\left(1-\frac{u}{u_{n}(v)}\right) \tag{3.23}
\end{equation*}
$$

is a meromorphic function of $v$, for every fixed $u$; its poles are among the zeros of $F_{0}(0, v)$.

Indeed, from the fact that, at every fixed $u, F_{0}(u, v)$ is square integrable on the real axis and of exponential type equal to a constant $b_{0}$, independent of $u$, it follows from the Titchmarsh representation (3.2) that (we have seen we may assume $\alpha=0$ )

$$
\begin{equation*}
Z(u, v)=F_{0}(u, v) / F_{0}(0, v) \tag{3.24}
\end{equation*}
$$

which makes the remark obvious.
Thus, the discrete ambiguity of the zeros in the $u=0$ plane has to be solved in such a manner as to render $Z(u, v) F_{0}(0, v)$ holomorphic in $v$ for all $u$.

Loosely speaking, we expect, e.g., for real $u$, the function $Z(u, v)$ to show structures as a function of real $v$; these structures have to disappear if we multiply them by the correct resolution of the zeros in $F_{0}(0, v)$. Assume now we start from an arbitrary resolution of the ambiguity of the $v$-zero trajectories. The obvious problem is to find out for how many $u$ 's we have to check that the combination $F(0, v) Z(u, v)$ is entire, in order to make sure that the resolution was correct. This is answered by the following.

Proposition 9: If for every integer $m,-\infty<m<\infty$, the functions $G_{m}(v)=F(0, v) Z(m \pi / a, v)$ are entire and of exponential type less than $b$, then there exists a solution of the phase problem, which vanishes at every real $v$ at the same points as $Z(u, v)$.

Proof: Clearly, for real $v,\left|G_{m}(v)\right|^{2}=M(m \pi / a, v)$, and since $M(m \pi / a, v)$ belongs to $L^{1}(\mathbf{R}), G_{m}(v)$ is the Fourier transform of a function with support contained in $(-b, b)$. Further, since $\left|G_{m}(n \pi / b)\right|^{2}=M(m \pi / a, n \pi / b)$, the convergence of the series (3.4) implies that Eq. (3.18) with $F(m \pi /$ $a, n \pi / b)$ replaced by $G_{m}(n \pi / b)$ defines an entire function of $u$ and $v$, which we call $\widetilde{G}(u, v)$. We now sum the series first over $n$, leaving $m$ fixed; the result of the summation is unchanged, since the double series converges absolutely. But $G_{m}(v)$ can be written as a Lagrange-Valiron expansion

$$
\begin{equation*}
G_{m}(v)=\sum_{n=-\infty}^{\infty} \frac{(-1)^{n} G_{m}(n \pi / b)}{b v-n \pi} \sin b v \tag{3.25}
\end{equation*}
$$

We obtain thus $\widetilde{G}(u, v)$ at each fixed $v$, as an entire function of type less than $a$ in $u$, coinciding with $G_{m}(v)$ at each $u=m \pi /$ $a$. To show that $\widetilde{G}(u, v)$ is a solution of the phase problem, we still have to show that it has the correct modulus in the $\operatorname{Re} u$ $\operatorname{Re} v$ plane. But, at each real $v$, the function $G(u, v) \equiv F(0, v)$ $Z(u, v)$ is, according to the first part of the proof of Proposition 7, entire of exponential type less than $a$ with respect to $u$ and coincides at $u=m \pi / a$ with $G_{m}(v)$. Thus, at every real $v$, $G(u, v) \equiv \widetilde{G}(u, v)$, for all $u$. However, $|G(u, v)|^{2} \cong M(u, v)$ for real $u, v$ and this shows that $\widetilde{G}(u, v)$ is indeed a solution to the phase problem. This ends the proof.

This sufficient condition for the existence of a solution can be presumably much relaxed. It is indeed only under very special circumstances that one expects $G_{m}(v)$ to be entire for some values of $m$, but not for others. This is discussed in the next section in relation with the polynomial example.

To summarize this section, we notice we are now able to answer questions (i)-(iii) of the Introduction, for entire functions: (i) a modulus distribution $M(u, v)$ is admissible if Eqs. (2.19) are satisfied for some resolution of the discrete ambiguity of the zero trajectories; (ii) the extent of the ambiguity of the phase problem is given by the number of distinct resolutions of the ambiguity of trajectories, such that (3.19) is satisfied; (iii) the function $L(u, v)$, Eq. (3.5), represents the explicit solution of the phase problem, for each "correct" resolution of the ambiguity of trajectories.

In the above statements, an alternative condition to Eq. (3.19) for a correct resolution of the ambiguity of trajectories is available in the statement of Proposition 9.

## IV. APPROXIMATE METHODS

One may object that the criteria proposed in the previous section for picking out solutions to the phase problem are not practical; they require checking an infinite number of equalities. Within the framework of entire functions, one can hardly expect simpler results.

In this section, we consider two practical simplifications: (i) an approximate method to find the correct resolution of the discrete ambiguity of the zero trajectories ${ }^{6,7}$; and (ii) the approximation of $F(u, v)$ by a polynomial in $e^{i u}$, $e^{i v}$ (following Bruck and Sodin ${ }^{1}$ ).
(i) The $v$-zero trajectories are the sections of the various irreducible zero sets of $F(u, v)$ by the plane $\operatorname{Im} v=0$. An irreducible zero set gives rise, in general, to several trajectories which, as a consequence, cannot be reflected independently of each other.

If we disregard the situation when zero trajectories $u=u_{i}(v)$ intersect on the plane $\operatorname{Im} v=0$, they are holomorphic functions of $v$, in a certain neighborhood $d_{r}\left(v_{0}\right)$ : $\left|v-v_{0}\right|<r\left(v_{0}\right)$ of any point $v_{0}$ on $\operatorname{Im} v=0$ (the subscript $i$ has been dropped). The radius $r\left(v_{0}\right)$ varies with the point $v_{0}$. In the limit of zero errors, the values of the zero trajectory $u(v)$ determine the radius $r\left(v_{0}\right)$ unambiguously. The disk $d_{r}\left(v_{0}\right)$ extends until the nearest algebraic branch point $\bar{v}$ of $u(v)$. If we continue around $\bar{v}$ and return to $\operatorname{Im} v=0$, we obtain another zero trajectory $u_{1}(v)$, whose disk of analyticity around $v_{0}$ may also extend up to $\bar{v}$.

Assume now there exists a certain domain $D_{u} \times D_{v}$ of $\mathbb{C}^{2}$, so that $D_{v}$ contains a segment of $\operatorname{Im} v=0$, and has the property that for each $v$ in $D_{v}$, there are only two solutions $u_{1}(v), u_{2}(v)$ of $F(u, v)=0$ in $D_{u}$. When two $v$-zero trajectories come close to each other in the $u$ plane and are well separated from the others, one may expect that such domains exist. In this situation, the set of zeros of $F(u, v)$ in $D_{u} \times D_{v}$ is described by the equation

$$
\begin{equation*}
P(u, v)=u^{2}+a_{1}(v) u+a_{2}(v)=0 \tag{4.1}
\end{equation*}
$$

with coefficients $a_{i}(v)$ that are holomorphic in $D_{v}$. The analyticity domain of the individual zero trajectories may be much smaller than $D_{v}$. However, the sum $u_{1}(v)+u_{2}(v)$ and the product $u_{1}(v) u_{2}(v)$ are holomorphic in $D_{v}$. On the other hand, if we replace, e.g., $u_{2}(v)$ by $u_{2}^{*}(v)$ the resulting sum and product are not holomorphic in $D_{v}$.

Therefore, in the limit of zero errors, one expects an increase of the radius of the disk of analyticity $d_{r}\left(v_{0}\right)$ as one moves from the individual trajectories to their sum and product, if they are "coupled" correctly. When the errors around the data $h(v)$ (individual trajectories or their sum and product) are of finite size $\epsilon$, this test can be carried out only within some approximation; quantities $M_{0}(h, \epsilon)$ can be constructed, depending on the domain $D_{v}$, with the property that, as $\epsilon \rightarrow 0, M_{0}(h, \epsilon) \rightarrow \infty$ if the function $h$ cannot be extended to a holomorphic function in $D_{v}$, whereas $M_{0}(h, \epsilon) \rightarrow$ const if it can. The use of these tests has been described in many places. ${ }^{17,18}$ In fact, most of the decisions can be taken by simply inspecting the local form of the zero trajectories: the nearby branch points can be seen clearly if the zero trajectories are close to the physical region, and the way they must be situated with respect to each other may be guessed immediately. In Sec. V, we give a rather extreme example of this.

With these tests, one is able to fix the relative position of some of the trajectories and exhaust this way the constraints coming from local two-variable analyticity. Once this is done, one can use Eqs. (3.19) to verify that the selected solutions are indeed correct.

The positions of the zeros in the $u=0$ plane may be obtained by a simple extrapolation of the $v$-zero trajectories (see Refs. 6 and 7 for details at "intersections"). According to the remark of the previous section, one must in fact solve the discrete ambiguity of the zeros in the $u=0$ plane, so that the singularities of $Z(u, v)$, Eq. (3.23), are removed.

Before closing this discussion of point (i), one should remember that the first paper in which the importance of zero trajectories for phase shift analysis in high energy physics was made clear is the one by Barrelet. ${ }^{19}$
(ii) We consider now the model used by Bruck and So$\operatorname{din}^{1}$

$$
\begin{align*}
& \Psi(x, y)=\sum_{m, n=1}^{M, N} a_{m n} \delta(x-m \Delta) \delta(y-n \Delta)  \tag{4.2}\\
& F(u, v)=\sum_{m, n=1}^{M, N} a_{m n} \exp (i m u \Delta) \exp (j n v \Delta) \tag{4.3}
\end{align*}
$$

and introduce the variables $s=\exp (i u \Delta), t=\exp (i v \Delta)$

$$
\begin{equation*}
F(u, v) \equiv P(s, t)=\sum_{m, n=1}^{M, N} a_{m n} s^{m} t^{n} \tag{4.4}
\end{equation*}
$$

so that the measured intensity distribution is a polynomial in $s$ and $t$ (divided by $s^{M} t^{N}$ ) of degree $2 M$ and $2 N$

$$
\begin{equation*}
M(s, t)=P(s, t) P^{*}\left(1 / s^{*}, 1 / t^{*}\right) \tag{4.5}
\end{equation*}
$$

An easy example of an irreducible (nonadmissible) intensity distribution is

$$
\begin{equation*}
M(s, t)=(s+i t+1)(1 / s-i / t+1)+1 \tag{4.6}
\end{equation*}
$$

In any case, at each fixed $t,|t|=1$, the $2 M$ zeros $s_{i}(t)$ of $M(s, t)$ may be grouped in pairs, complex conjugate with respect to $|s|=1, s_{2 k-1}(t)=1 / s_{2 k}^{*}(t), k=1, \ldots, M$. When $t$ leaves $|t|=1, s_{2 k-1}(t)=1 / s_{2 k}^{*}\left(1 / t^{*}\right)$. The question is now how to pick one trajectory out of each pair, if at all possible, so as to obtain a polynomial $P(s, t)$, obeying (4.5). If a choice has been made, a tentative solution reads

$$
\begin{equation*}
P(s, t)=\gamma(t) \prod_{i=1}^{M}\left(s+1-\left(s_{i}(t)+1\right)\right) \tag{4.7}
\end{equation*}
$$

where $\gamma(t)$ is determined by

$$
\begin{equation*}
P(-1, t)=\gamma(t)(-1)^{M} \prod_{i=1}^{M}\left(1+s_{i}(t)\right) \tag{4.8}
\end{equation*}
$$

In (4.8), we also assume that a choice has been made for the discrete ambiguity of the zeros in the $t$ plane for $P(-1, t)$.

Now, expression (4.7) is a solution of the phase problem if $P(s, t)$ is a polynomial with respect to $t$. The analytic continuation of the functions $s_{i}(t)$ has branch points in the $t$ plane and clearly $P(s, t)$ will be a solution if all these branch points cancel out in (4.7). By substituting (4.8) into (4.7) one verifies that this latter will be the case if the symmetric combinations

$$
\begin{align*}
\alpha_{1}(t) & =\sum_{i=1}^{M} \frac{1}{\left(1+s_{i}(t)\right)} \\
\alpha_{2}(t) & =\sum_{i>j} \frac{1}{\left(1+s_{i}(t)\right)\left(1+s_{j}(t)\right)}  \tag{4.9}\\
\vdots & \\
\alpha_{M}(t) & =\prod_{k=1}^{M} \frac{1}{\left(1+s_{k}(t)\right)}
\end{align*}
$$

are meromorphic functions of $t$, with poles at those values for which $s_{i}(t)=-1$, i.e., at some of the zeros of $P(-1, t)$. Clearly, the resolution of the discrete ambiguity of the zeros of $P(-1, t)$ should be such that these poles are cancelled. Apart from the zeros needed for these cancellations, $P(-1, t)$ may contain, say, $Q$ additional zeros which appear in $P(s, t)$ as $s$-independent factors of the form $\left(t-t_{i}\right)$. They generate a $2^{Q}$ ambiguity of the problem, which cannot be further reduced.

We conclude that a necessary condition for a correct resolution of the discrete ambiguity of the trajectories and of
the zeros of $P(-1, t)$ is that the combinations

$$
\begin{equation*}
A_{p}(t)=P(-1, t) \alpha_{p}(t), \quad p=1,2, \ldots, M \tag{4.10}
\end{equation*}
$$

are polynomials in $t$, of degree at most equal to $N$.
In analogy to Proposition 9, it is easy to see that this latter condition is also sufficient, i.e., if it is fulfilled, the function

$$
\begin{equation*}
\bar{P}(s, t)=\sum_{p=0}^{M} A_{p}(t)(s+1)^{p}(-1)^{p} \quad\left(A_{0}(t)=P(-1, t)\right) \tag{4.11}
\end{equation*}
$$

is a solution of the phase problem. To see this, we only have to verify that $\bar{P}(s, t)$ has the correct modulus on $|s|=1 \otimes|t|=1$. But by construction, the function $\bar{M}(s, t)$ $=\bar{P}(s, t) P^{*}\left(1 / s^{*}, 1 / t^{*}\right)$ vanishes for $|t|=1$ in the complex $s$ plane at the same points as $M(s, t)$. Thus, the ratio $R(s, t)$ $=\bar{M}(s, t) / M(s, t)$ is independent of $s$ for each $t$ on $|t|=1$ and is thus independent of $s$ for all $t: R(s, t)=g(t)$, and $g(t)$ can be fixed by letting $s=-1$. From (4.11) we see, however, that $g(t) \equiv 1$, and thus $P(s, t)$ is indeed a solution.

We can express the condition that $P(s, t)$ be a solution of the phase problem in a manner similar to Eq. (3.19). Choose to this end $N+1$ values $t_{k}$ of $t,\left|t_{k}\right|=1$ and construct by means of (4.11) the polynomials in $s, P\left(s, t_{k}\right)$. Let $P_{1}(s, t)$ be the polynomial in $s$ and $t$ that interpolates them. Then $P_{1}(s, t)$ is a solution of the phase problem if and only if, for $2 M+1$ distinct values $s_{i}$ of $s$ on $|s|=1$ and $N$ further values $t_{k}$ of $t,\left|t_{k}\right|$ $=1$

$$
\begin{align*}
& \left|P_{1}\left(s_{i}, t_{k}\right)\right|^{2}=M\left(s_{i}, t_{k}\right) \\
& \quad i=1,2, \ldots, 2 M+1, \quad k=N+2, \ldots, 2 N+1 \tag{4.12}
\end{align*}
$$

An obvious question that may be raised is the following: assume we know that a solution $P(s, t)$ exists. Is it then necessary to check that the $A_{p}(t)$, Eq. (4.10), are polynomials in $t$, for all $p$, or is it enough to consider only, say, $A_{1}(t)$ ? Unless special situations occur, we expect the latter to be the case. To support this, we consider the situation of a polynomial of the second degree in $s$ and $t$ and inquire, e.g., under what conditions, although the root $s_{2}(t)$ is the analytic continuation of $s_{1}(t)$ around one of its branch points at $t_{0}$, and thus the product $s_{1}(t) s_{2}(t)$ is holomorphic near $t_{0}$, nevertheless, $s_{1}(t) \times 1 / s_{2}^{*}\left(1 / t^{*}\right)$ is also holomorphic near $t_{0}$. This can happen only if $s_{1}(t)$ has a branch point also at $1 / t_{0}^{*}$, with an appropriate discontinuity. This is clearly exceptional. It happens, however, in the example
$P(s, t)=s^{2}\left(4 t+i\left(1-t^{2}\right)\right)-2 s(1-t)^{2}+\left(4 t-i\left(1-t^{2}\right)\right)$.
It is only the $\operatorname{sum} s_{1}(t)+s_{2}(t)$ which distinguishes the wrong from the correct solution.

We now apply the method of Ref. 20 to the problem of finding a polynomial $P_{0}(s, t)$ that vanishes for $|t|=1$ on the zero trajectories $s=s_{i}(t)$. The method is more involved than the previous procedure, and actually suited for more complicated topologies.

One starts by drawing the curves $\gamma_{i}: s=s_{i}(t),|t|=1$, $i=1,2, \ldots, M$ in the complex $s$ plane and parting it this way into (a finite number of) domains $\mathscr{D}_{j}, j=1,2, \ldots$. One can show (see Ref. 20) that the number of roots $t=t_{j}(s)$ of the equation $P_{0}(s, t)=0$, lying inside (or outside) the unit disk $|t| \leqslant 1$ is constant as long as $s$ lies inside one $\mathscr{D}_{j}$. Further,
knowing the number of roots of $P_{0}(s, t)=0$ for $s=-1$ in the $t$ plane, i.e., in one $\mathscr{D}_{j}$, say $j=1$, containing $s=-1$, we can deduce the number $N_{j}$ of such roots in all $\mathscr{D}_{j}$.

Assume further $P_{0}(s, t)$ is known and consider, e.g., those roots lying outside $|t| \leqslant 1$; in each $\mathscr{D}_{j}$, the sums

$$
\begin{equation*}
S_{k, j}(s)=\sum_{l=1}^{N_{j}} \frac{1}{\left(t_{l}(s)\right)^{k}} \tag{4.14}
\end{equation*}
$$

over the $N_{j}$ zeros lying outside $|t| \leqslant 1$ for $s$ in $\mathscr{D}_{j}$, are holomorphic functions of $s$ for $s$ in $\mathscr{D}_{j}$. If one of the $\mathscr{D}_{j}$ 's extends to infinity, $S_{k, j}(s) \rightarrow$ const, as $|s| \rightarrow \infty$. It is possible to show that one can write in each $\mathscr{D}_{j}$ a Cauchy integral for $S_{k}(s) /$ $(s+1)$
$S_{k, j}(s)=\delta_{j,-1} S_{k}(-1)+\frac{(1+s)}{2 \pi i} \oint_{\partial \mathscr{O}_{j}} \frac{S_{k, j}\left(s^{\prime}\right)}{\left(1+s^{\prime}\right)\left(s^{\prime}-s\right)} d s^{\prime}$,
where $\delta_{j, 1}$ means that the term is to be counted only if $-1 \in \mathscr{D}_{j}$ and $\partial \mathscr{D}_{j}$ is the boundary of $\mathscr{D}_{j}$. Since the discontinuities over $\partial \mathscr{D}_{j}$ are known, one can add all equations (4.15) to obtain (see Ref. 20)

$$
\begin{equation*}
\Omega_{k}(s)=S_{k}(-1)+\sum_{j} \frac{1}{2 \pi i} \int_{r_{j}} \frac{(s+1)}{t_{j}^{k}\left(s^{\prime}\right)\left(s^{\prime}-s\right)\left(s^{\prime}+1\right)} d s^{\prime}, \tag{4.16}
\end{equation*}
$$

where the integration is performed in the sense induced on $\gamma_{j}$ by the clockwise motion on $|t|=1$ and $t_{i}\left(s^{\prime}\right)$ is defined by $t_{i}$ $\left(s_{i}\left(t^{\prime}\right)\right)=t^{\prime},\left|t^{\prime}\right|=1$. The function $\Omega_{k}(s)$ has the property that, in each $\mathscr{D}_{j}$,

$$
\begin{equation*}
\Omega_{k}(s)=S_{k, j}(s) \tag{4.17}
\end{equation*}
$$

From the $S_{k, i}(s)$ one can obtain algebraically the symmetric combinations $\alpha_{k, i}(s)$ so that, for $s$ in each $\mathscr{D}_{j}$, the roots $t=t_{i}(s)$ of $P_{0}(s, t)=0$, lying outside $|t| \leqslant 1$, are obtained by solving the equation

$$
\begin{equation*}
P_{1, j}(s, t)=\sum_{p=0}^{N_{j}} \alpha_{p, j}(s)\left(\frac{1}{t}\right)^{N_{j}-p}, \quad \alpha_{0, j}=1 \tag{4.18}
\end{equation*}
$$

In a similar manner, we obtain a polynomial in $t$, $P_{2, j}(s, t)$, with coefficients $\beta_{p, j}(s, t)$ that vanish in each $\mathscr{D}_{j}$ at those roots of $P_{0}(s, t)=0$ that lie inside $|t| \leqslant 1$. Then, one may verify that

$$
\begin{equation*}
P(s, t) \equiv P_{1, j}(s, t) P_{2, j}(s, t) t^{N_{j}} / \alpha_{N_{j} j}(s) \tag{4.19}
\end{equation*}
$$

is a polynomial of constant degree in $t$, independent of $j$, with the coefficient of the highest power of $t$ equal to unity and with the other coefficients rational functions of $s$, independent of $j$. This polynomial vanishes for $|t|=1$ on $s=s_{i}(t)$. Multiplying by the common denominator of the coefficients, we obtain a polynomial in $s$ and $t$ which differs from $P_{0}(s, t)$ at most by factors containing $s$ only.

Now, the $\Omega_{k}(s)$, Eq. (4.16), may be constructed, both for $|t| \leqslant 1$ and for $|t| \geqslant 1$ starting from any resolution of the discrete ambiguity of the trajectories $s_{i}(t)$ and from knowledge of the $S_{k}(-1)$, as above. Also, given the $s_{i}(t)$, one can always assign numbers $N_{j}$ of roots $t=t_{j}(s)$ in $|t| \leqslant 1$ (and $|t| \geqslant 1$, in turn) of the equation $P(s, t)=0$ for $s$ in each domain $\mathscr{D}_{j}$, starting, e.g., from the domain that contains $s=-1$. One would like to know where the construction leading to (4.19) fails if we start from a wrong resolution or if the constants $S_{k}(-1)$ in Eq. (4.16) are assigned wrong values.

The answer is that the manner in which $\Omega_{k}(s)$ was constructed contains no information about the number of roots $t_{j}(s)$ of $P(s, t)=0$ for $s$ in $\mathscr{D}_{j}$, that appear in the sums (4.14) and (4.17). This number is determined by different methods and a priori an incompatibility might appear. Indeed, we recall the coefficients $\alpha_{p, j}(s)$ in Eq. (4.18) are obtained from the sums $S_{p, j}(s)$ by means of Newton's formulas (Ref. 21)

$$
\begin{align*}
\alpha_{0, j}(s)= & 1, \\
\alpha_{p, j}(s)= & \frac{(-1)^{p}}{p!} \\
& \times\left|\begin{array}{cccc}
S_{1, j}(s) & 1 & \ldots & 0 \\
S_{2, j}(s) & S_{1, j} 2 & \ldots & 0 \\
\vdots & & & p-1 \\
S_{p, j}(s) & S_{p-1, j} & \cdots & S_{1, j}
\end{array}\right| . \tag{4.20}
\end{align*}
$$

If the sum $S_{p, j}(s)$ contains $N_{j}$ roots, then (4.20) leads to $\alpha_{p, j}(s) \equiv 0, \quad$ for $p \geqslant N_{j}+1$.
However, given a sequence $S_{k, j}(s), k=1,2, \ldots$ of numbers, as is generated by $(4.16)$ with an arbitrary choice of $S_{k}(-1)$ and of the resolution of the discrete ambiguity of the $s_{i}(t)$, condition (4.21) will fail to be satisfied.

In fact, we shall show that, if (4.21) is satisfied, then one can indeed construct a polynomial $P(s, t)$ by $(4.19)$, which vanishes for $|t|=1$ precisely on $s=s_{i}(t)$ and is thus a solution to the problem. We assume for simplicity that the curves $\gamma_{j}$ have unit multiplicity so that for two adjacent domains, $N_{j}-N_{j-1}=1$ (see Ref. 20) ( $\mathscr{D}_{j}$ lies to the left of $\gamma_{j}$ ). By assumption, we can then write polynomials (4.18) of degree $N_{j}$ and $N_{j}-1$ for $\mathscr{D}_{j}$ and $\mathscr{D}_{j-1}$ in turn, so that the difference of the corresponding sums of roots, Eqs. (4.14), for $s$ on $\gamma_{j}$, is
$S_{j, k}(s)-S_{j-1, k}(s)=1 /\left(t_{j}(s)\right)^{k}, \quad k=1,2, \ldots, N$.
It follows then that the two polynomials (4.18) for $\mathscr{D}_{j}$ and $\mathscr{D}_{j-1}$ have, for $s$ on $\gamma_{j}$, all roots equal, except for one, which is equal to $t_{j}(s),\left|t_{j}(s)\right|=1$. Thus, as $s \rightarrow s_{0} \in \gamma_{i}$, one of the zeros of $P_{i, j}(s, t)$ tends to $|t|=1$, so that $s_{i}(t)=s_{0}$. The same
is then true for $P_{2, j}(s, t)$; it follows that the combination $P(s, t)$ in Eq. (4.19) is independent of $j$, with coefficients that are holomorphic functions of $s$, except for isolated singularities, at those points with $\alpha_{N_{p} j}(s)=0$. It can be argued that these singularities are poles, so that the coefficients are rational functions of $s$, as desired.

Notice, conditions (4.21) fix the possible values of the sums $S_{k}(-1)$ and thus of the extrapolation of the trajectories to $s=-1$. In the conclusions of Ref. 20, condition (4.21) was missed as one of the sufficient conditions for a resolution of the discrete ambiguity of the zero trajectories to be compatible with two-variable analyticity.

## V. DISCUSSION OF AN EXAMPLE AND CONCLUSIONS

Loosely speaking, the violations of two-variable analyticity through "wrong" reflections of zero trajectories stem from the presence of "uncompensated" branch points in each trajectory. In Ref. 6, in another context, it was shown in examples how such branch points lead to easily recognizable distortions of the trajectories near "intersections," if these occur sufficiently close to the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane.

Examples in optics in which intersections occur near to the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane are easily manufactured by perturbing the diffraction pattern on a rectangular aperture. We take, for instance,
$F(u, v)=\sin u \sin v / u v$

$$
\begin{equation*}
-\lambda\left[(u \cos u-\sin u)(v \cos v-\sin v) / u^{2} v^{2}\right] \tag{5.1}
\end{equation*}
$$

for small complex values of $\lambda$. There are intersections near the points $u=m \pi, \mathrm{~m} \neq 0, v=n \pi, \mathrm{n} \neq 0$. The pattern of trajectories near intersections appears in its typical form if we move over to the variables

$$
\begin{equation*}
s=(u+v) / 2, \quad t=(u-v) / 2 \tag{5.2}
\end{equation*}
$$

and look, e.g., for $t$-zero trajectories, that is, we find at each fixed $t$, those complex $s$ values where $F(s, t)=0$.

Figure 1 shows the projections onto the $\operatorname{Re} s-\operatorname{Re} t$ plane of the $t$-zero trajectories, for $\lambda=0.1 \exp (i \pi / 4)$. Figure 2



FIG. 2. The imaginary parts of the $t$ zero trajectories $A$ and $D$ as a function of $t$. The intersection regions are enclosed in a rectangle.
shows the imaginary part of the trajectories labeled A and B (dotted) for the same $\lambda$ and a certain range of $t$. The intersection regions have been surrounded by a thick line. The other structures are due to branch points at intersections with other trajectories. In Figs. 3(a) and 3(b), we show the imaginary parts of the sum and product of the two trajectories [the coefficients $a_{1}(v), a_{2}(v)$ in (4.1), with $v$ replaced by $t$ ] and the dotted lines show the same quantities if trajectory $B$ were reflected and, thus, its branch points left "uncompensated." Any test of analyticity will indicate that the thick line is compatible with quite smooth analytic functions inside a disk centered at $t_{0}=-4.7$, whereas the dotted curves require "wild" analytic approximants.

These qualitative tests indicate that, in fact, the intensity distribution pertaining to (4.1) admits only of the trivial ambiguity $F(u, v) \rightarrow F^{*}\left(u^{*}, v^{*}\right)$ in the determination of the scattered field.

This is supported by an application of the "exact" tests (3.19) or (3.22). In a numerical calculation, a truncation of the Lagrange-Valiron series, Eq. (3.5), has to be performed and the construction of $F(u, n \pi / b)$ must be achieved by means of a finite Titchmarsh product. The convergence of the latter is very slow and other methods (e.g., integral representations for $\log |F|)$ have to be used in order to construct $F(u, n \pi / b)$. This was unnecessary, as a test of Eqs. (3.19) or (3.22), since the exact expression of the solution $F(u, n \pi / b)$ was available. The equalities (3.19) give too-detailed information. We use (3.22) with the integral restricted to the domain $-3 \pi \leqslant u, v \leqslant 3 \pi$ and assume a mean error $\epsilon=10^{-3}$ for $M(u, v)$. The integral in (3.22) must then be divided by $\epsilon^{2}$. Table I gives an example of the increase of the integral if one or several trajectories are reflected in the "wrong" manner or if the ambiguity of the zeros in the $u=0$ plane is solved in a "wrong" way. The fact that even for the correct choice of the ambiguities we do not obtain strictly zero is due to the truncation of the Lagrange-Valiron series.

As pointed out in Sec. III, the Fourier transform with respect to $v$ of $L(u, v)$, Eq. (3.4), at fixed $u$, has a support that is independent of the value of the parameter $b$ used in the construction, if the resolution of the ambiguity of the trajectories was correctly performed. On the contrary, the support increases with increasing $b$ if this is not the case. This effect is shown in Fig. 4, for the example (5.1), at $s=-1.1$ and the reflection of the trajectories $A$ and $C$.

Figure 5 shows an example of a pole at complex $v$ in $Z(u, v)$ and the way it is removed in the complete function, in relation with Proposition 9. The dotted line shows the effect of the multiplication by a "wrong" zero of $F(0, v)$.

To summarize the difference between the one- and twodimensional versions of the phase problem, it is profitable to part the latter into four more precise questions (similar to those of the Introduction), that are typical of inverse problems ${ }^{22}$ : (i) uniqueness; (ii) reconstruction; (iii) characterization; and (iv) construction (stability). Question (i) concerns the extent of the ambiguity allowed by an intensity distribution: $I(u, v)=\left|F_{0}(u, v)\right|^{2}$, with $F_{0} \in E_{a, b}$; at each fixed $v($ or $u)$, the one-dimensional ambiguity is infinite; in two dimensions, it is less than or equal to $2^{N_{z}}$ with $N_{z}$ the number of irreducible zero sets of $F_{0}(u, v)$ (Sec. II). It is reasonable to conjecture that it is in fact equal to $2^{N_{2}}$, but the proof, if it exists, is not a generalization of the one-variable case (see Appendix A). Question (ii) requires the construction of all solutions $F(u, v)$ in $E_{a, b}$ with the same modulus as $F_{0}(u, v)$. The answer is simple at fixed $v$ (or $u$ ). In two dimensions, this may be done by the construction in Appendix A, taken from Ref. 11 , but this requires knowledge of $F_{0}(u, v)$ in all of $\mathbb{C}^{2}$. An alternative construction is given in Sec. III, based on the zero trajectories of $F_{0}(u, v)$, supplemented by a criterion to select the correct resolution (Propositions 7-9). We have argued that this method may be improved, if one resorts to approximate methods of grouping trajectories into irreducible sets (Sec. IV). Question (iii) requires criteria for a modulus $M(u, v)$


FIG. 3. (a) The imaginary parts of the A and D trajectories in a certain interval of $t$ values; also shown are their sum for the correct and a "wrong" resolution (dotted line) of the discrete ambiguity. (b) The imaginary part of the product of the A and D trajectories for a correct and a "wrong" resolution (dotted line) of the discrete ambiguity of the zero trajectories.
whose Fourier transform has a compact support, to be an admissible intensity. No such criteria are needed in one dimension. In two dimensions, a necessary condition is that the set of zeros of $M(u, v)$ should consist of pairs of irreducible zero sets, conjugate to each other, which is a rare occurrence (see Appendix C). No conditions are as yet established that are both necessary and sufficient, since it is not clear that at

TABLE I. Values of the integral (3.22).

| Situation | Integral |
| :--- | :---: |
| No reflection | 1.91 |
| Reflection of $A$ | 360.2 |
| Reflection of $A$ and $C$ | 654.2 |
| Reflection of $E$ | 12.1 |

least one choice of elements of each of these pairs can be made, so that one obtains a zero set of a function of exponential type. This is a very interesting problem. A (rather complicated) way to verify whether $M(u, v)$ is admissible, using zero trajectories, is provided again by Propositions 7-9 in Sec. III.

Question (iv) requires the construction of all solutions inside a certain error channel around an experimental $I(u, v)$. This is, of course, very difficult to answer exactly. Part of this problem consists of establishing the degree of ambiguity admitted by the various moduli surrounding $I(u, v)$. This degree is unstable in two dimensions. The fact that it decreases under perturbations is shown in Ref. 3 for polynomials; Propositions 5 and 6 generalize this to some extent for entire functions (see also Appendix B).

Finally, it would be of considerable interest to understand the difference between the one- and two-dimensional


FIG. 4. The increase of the support of the imaginary part of the Fourier transform $\psi_{1}\left(s_{0}, y\right)$ of $L\left(s_{0}, t\right)$ Eq. (3.5), for increasing values of $b$ ( $s_{0}=-1.1$ ) and the model (5.1).
ambiguities in terms of more standard, iterative approaches to the solution of the phase problem. It has been reported that such algorithms (Refs. 23-25) show a better convergence to the correct phase in two dimensions, than in one. However, since these procedures have no connection with the irreducibility of zero sets, they suffer from the drawback that they cannot distinguish whether a given intensity distribution is admissible or not. It is in this direction that, in the opinion of the author, an improvement is necessary and he hopes to return to these questions in the future.

## APPENDIX A: ON PROPOSITIONS 3 AND 4

We first reformulate, using the notation of the present paper, the generalization to $n$ dimensions of Weierstrass' representation for entire functions, due to Lelong (Theorem 5 of Ref. 13). We consider only $n=2$; here are some definitions.

Let $\mathscr{P}_{F}$ be the set of zeros of some entire function $F(u, v)$. Then $\left[z=(u, v), z \in \mathbb{C}^{2}\right]$
$v(a)=\frac{1}{2 \pi^{2} a^{2}} \int_{\|z\|<a} \nabla^{2} \log |F(u, v)| d u d v$



FIG. 5. (a) The poles present in $Z\left(s_{0}, t\right)$ for $s_{0}=\pi / 4$. The points $P_{1}$ and $P_{2}$ show the real part of the pole positions. (b) The result of the multiplication of $Z\left(s_{0}, t\right)$ by $F(0, t)$ with the correct resolution of the discrete ambiguity of the zeros $\left(F_{1}\right)$ and with the zero whose real part is given by $P_{1}$ replaced by its complex conjugate $\left(F_{2}\right)$.
is called the mean degree of the set of zeros of $F(u, v)$ over the ball of radius $a$ and

$$
\begin{equation*}
\chi_{\mathscr{T}}=\varlimsup_{a \rightarrow \infty}[\log v(a) / \log a] \tag{A2}
\end{equation*}
$$

is called the order of increase of $\mathscr{Z}_{F}$ as $a \rightarrow \infty$. An intuitive definition of $v(a)$ is given in Ref. 26, where it is also shown that it is an increasing function of $a$. Define further, for any entire function $G(u, v)$, with

$$
\begin{align*}
& M(a)=\sup _{\|(u, v)\|_{<a}}|G(u, v)|,  \tag{A3}\\
& \alpha_{G}=\lim [\log M(a) / \log a] \tag{A4}
\end{align*}
$$

as the order of increase of $G$ as $a \rightarrow \infty$.
Further, let $h_{2}(a, z)$ be the Green's function with a singularity at $a$ and vanishing at infinity, for Laplace's equation in $\mathbf{R}^{4}$

$$
\begin{equation*}
h_{2}(a, z)=\|a-z\|^{-2} \tag{A5}
\end{equation*}
$$

Denote

$$
\begin{equation*}
\cos v=(a, z) /(\|a\|\|z\|), \quad u=\|z\| /\|a\| \tag{A6}
\end{equation*}
$$

Then for small $u$

$$
\begin{align*}
h_{2}(a, z)= & \|a\|^{-2}\left(1+C_{1}^{1}(\cos v) u\right. \\
& \left.+C_{2}^{1}(\cos v) u^{2}+\cdots\right) \tag{A7}
\end{align*}
$$

where the $C_{n}^{1}(\cos v)$ are Gegenbauer polynomials (see Ref. 27). One defines the truncated kernel of order $q$, with singularity at $a$, as

$$
\begin{align*}
e_{2}(a, z, q)= & -h_{2}(a, z)+\|a\|^{-2}\left(1+C_{1}^{1}(\cos v) u+\cdots\right. \\
& \left.+C_{q}^{1}(\cos v) u^{q}\right) \tag{A8}
\end{align*}
$$

It is still a Green's function of Laplace's equation, but with a more rapid increase at infinity. However, if $\rho(a)$ is a "charge distribution" in $\mathbb{R}^{4}$, the potential

$$
\begin{equation*}
V(z)=\frac{1}{4 \pi^{2}} \int \rho(a) e_{2}(a, z, q) d^{4} a \tag{A9}
\end{equation*}
$$

converges even if $\rho(a)$ increases at infinity like $a^{q-1-\epsilon}$, for any $\epsilon>0$. The analogy to one complex dimension is obtained by letting

$$
\begin{equation*}
h_{1}(a, z)=-\log |a-z| \tag{A10}
\end{equation*}
$$

One defines the genus of $\mathscr{Q}_{F}$ as the smallest integer $q$ for which

$$
\begin{equation*}
\int t^{-q} d v(t) \tag{A11}
\end{equation*}
$$

converges (it is assumed that $0 \notin \mathscr{Z}_{F}$ ). If $\chi_{\mathscr{F}}$ is not an integer, then $q=[\chi-1]$. Now we can state the following.

Theorem ${ }^{13}$ : If $\mathscr{P}_{F}$ has order of increase $\chi$, then we have the following.
(i) There exists an entire function $F_{0}(u, v)$ with order of increase $\chi$, and having $\mathscr{F}_{F}$ as its zero set.
(ii) $F_{0}(z)$ is defined by $(z=(u, v)), z \notin \mathscr{Z}_{F}$

$$
\begin{equation*}
\log \left|F_{0}(z)\right|=\frac{1}{4 \pi^{2}} \int \nabla^{2} \log |F(a)| e_{2}(a, z, q) d^{4} a \tag{A12}
\end{equation*}
$$

where $q$ is the genus of $\mathscr{Z}_{F}$

$$
\begin{align*}
F_{0}(z)= & 2 \int_{0}^{z} \frac{\partial \log \left|F_{0}\left(a_{1}, a_{2}\right)\right|}{\partial a_{1}} d a_{1} \\
& +\frac{\partial \log \left|F_{0}\left(a_{1}, a_{2}\right)\right|}{\partial a_{2}} d a_{2} \tag{A13}
\end{align*}
$$

where the integration is done along a path joining 0 to $(u, v)$ and avoiding $\mathscr{P}_{F}$.
(iii) Any other entire function $G(u, v)$ vanishing at every point of $\mathscr{P}_{F}$ has order of increase at least equal to $\chi$ and is divisible by $F_{0}(u, v)$.

To avoid confusion, it should be stated that one must show not only that (A12) verifies the Poisson equation in $\mathbf{R}^{4}$

$$
\begin{align*}
\nabla^{2} \log \left|F_{0}\right| & \equiv\left(\frac{\partial^{2}}{\partial u \partial \bar{u}}+\frac{\partial^{2}}{\partial v \partial \bar{v}}\right) \log \left|F_{0}\right| \\
& =\nabla^{2} \log |F| \tag{A14}
\end{align*}
$$

(which it does by construction), but that it can be the real part of the logarithm of a solution of the second Cousin problem. This means $\log \left|F_{0}\right|$ must satisfy

$$
\begin{equation*}
\frac{\partial^{2} \log \left|F_{0}\right|}{\partial z_{i} \partial \bar{z}_{j}}=\frac{\partial^{2} \log |F|}{\partial z_{i} \partial \bar{z}_{j}}, \quad i, j=1,2, \quad z_{1}=u, z_{2}=v \tag{A15}
\end{equation*}
$$

The proof of Proposition 3 is easy with the help of the Theorem above. Indeed, we assume that $\mathscr{Z}_{F}$ is the set of zeros of a solution of the phase retrieval problem, i.e., of an entire function of exponential type. It follows from part (iii) of the Theorem that the order of increase of $\mathscr{P}_{F}$ is at most unity.

Now, $v(a)$, Eq. (A1), can be written as the sum of the contributions of each irreducible zero set that intersects $\|z\| \leqslant a[z=(u, v)]$. There can only be a finite number of such sets, for each finite $a$. We verify next that $v(a)$ is unchanged by the replacement of any of these zero sets by their complex conjugates. To this end, we describe $\mathscr{Z}_{F}$ as the zero set of the product (2.2), where each factor corresponds to an irreducible subset of $\mathscr{P}_{F}$. (The order of the product need not be unity.) The reflection of such a subset is described by the replacement of a factor $G_{i}(u, v)$ in (2.1) by $G_{i}^{*}\left(u^{*}, v^{*}\right)$. We can then write, with $u, v=r_{i} \exp \left(i \theta_{i}\right), i=1,2,0 \leqslant \theta_{i} \leqslant 2 \pi$, and the substitution $\chi_{i}=-\theta_{i}+2 \pi$

$$
\begin{align*}
v_{G ;}(a)= & \frac{1}{2 \pi^{2} a^{2}} \int_{r_{1}^{2}+r_{2}^{2}<a^{2}} \nabla^{2} \log \left|G_{i}^{*}\left(r_{1} e^{-i \theta_{1}}, r_{2} e^{-i \theta_{2}}\right)\right| \\
& \times r_{1} d r_{1} d \theta_{1} r_{2} d r_{2} d \theta_{2} \\
= & \frac{1}{2 \pi^{2} a^{2}} \int \nabla^{2} \log \left|G_{i}\left(r_{1} e^{i \theta_{1}}, r_{2} e^{i \theta_{2}}\right)\right| \\
& \times r_{1} d r_{1} r_{2} d r_{2} d \theta_{1} d \theta_{2}=v_{G_{i}}(a) \tag{A16}
\end{align*}
$$

This verifies that $v(a)$ is unchanged if a number of zero sets are reflected. By part (i) of the Theorem, there exists an entire function of order unity, $F_{0}^{\prime}(u, v)$, vanishing on the new zero set, obtained from $\mathscr{Q}_{F}$ by the replacement of $G_{i}(u, v)$ by $G_{i}^{*}\left(u^{*}, v^{*}\right)$, and nowhere else, as asserted by Proposition 3.

Such a function is given by (A12) and (A13), where $F$ may be taken as the product (2.2) with any number of factors $G_{i}(u, v)$ replaced by $G_{i}^{*}\left(u^{*}, v^{*}\right)$. Writing (A12) as a sum over the irreducible zero sets of $F_{0}(u, v)[q=1, z=(u, v)]$
$\log \left|F_{0}(z)\right|$

$$
\begin{equation*}
=\lim _{R \rightarrow \infty} \sum_{M_{i} \cap\|z\|<R} \frac{1}{4 \pi^{2}} \int \nabla^{2} \log \left|G_{i}(a)\right| e_{2}(a, z, 1) d^{4} a, \tag{A17}
\end{equation*}
$$

one can verify that, under the replacement $G_{i}(a) \rightarrow G_{i}^{*}\left(a^{*}\right)$, the value of the integral stays unchanged for $u, v$ real, so that $\log \left|F_{0}(u, v)\right|=\log \left|F_{0}^{\prime}(u, v)\right|$ in the $\operatorname{Im} u=0 \otimes \operatorname{Im} v=0$ plane. This completes the proof of Proposition 3.

We next explain why we cannot exclude, by arguments similar to the one-variable case, that reflections of irreducible zero sets may lead to functions of infinite type. To this end, we evaluate the integrals $[z=(u, v)]$

$$
\begin{equation*}
I(R)=\int_{\substack{\|z\|<R \\ \operatorname{Im} u>0}} \nabla^{2} \log |F(u, v)| \frac{\operatorname{Im} u}{\|z\|^{4}} d u d v \tag{A18}
\end{equation*}
$$

and show that they diverge for the special case when $F(u, v)$ $=F_{1}(u) F_{2}(v)$ with $F_{1}$ and $F_{2}$ one-dimensional Fourier transforms. To be sure, this does not disprove the conjecture that to the reflection of an arbitrary number of irreducible zero sets there corresponds a solution of the phase problem.

To prove our statement, we separate (A17) into two integrals corresponding to the partition

$$
\begin{equation*}
\log |F(u, v)|=\log \left|F_{1}(u)\right|+\log \left|F_{2}(v)\right| \tag{A19}
\end{equation*}
$$

and use the volume element

$$
\begin{equation*}
d u_{x} d u_{y} d v_{x} d v_{y}=r_{1} d r_{1} r_{2} d r_{2} d \theta_{1} d \theta_{2} \tag{A20}
\end{equation*}
$$

The integral containing $\log \left|F_{1}(u)\right|$ reduces to the sum of the imaginary parts of the zeros of $F_{1}(u)$, lying in $\operatorname{Im} u \geqslant 0$, as $R \rightarrow \infty$. This is convergent if $F_{1}(u)$ is a Fourier transform. The second integral leads, however, to the evaluation of

$$
\begin{align*}
S= & \sum_{r_{2 n}<R}\left[\frac{1}{2 r_{2 n}} \arctan \left(\frac{\left(R^{2}-r_{2 n}^{2}\right)^{1 / 2}}{r_{2 n}}\right)\right. \\
& \left.-\frac{\left(R^{2}-r_{2 n}^{2}\right)^{1 / 2}}{2 R^{2}}\right], \tag{A21}
\end{align*}
$$

where $r_{2 n}$ are the radii of the positions of the zeros of $F_{2}(v)$. Using the fact that $r_{2 n} \sim n$ for Fourier transforms, one verifies that the sum over the second terms in brackets converges, as $R \rightarrow \infty$, whereas that over the first one diverges logarithmically with $R$. Therefore, we may not yet exclude that irreducible zero sets of $F_{0}(u, v)$ exist, such that individually they support only entire functions of order 1 and of infinite type, and satisfy the generalization of Lindelöf's criterion, Eq. (2.11), only when they occur in pairs.

## APPENDIX B: THE INSTABILITY OF REDUCIBLE ZERO SETS

It follows from Ref. 5 that in any neighborhood (in $\mathbf{R}^{(N+1)(M+1)}$ ) of a given reducible polynomial $P(u, v)$ [of maximal degree $(M, N)]$, there exist irreducible polynomials, i.e., that reducibility is an unstable property. In this Appendix, we wish to prove a similar, but weaker result for entire functions (and in fact, for functions holomorphic in some domain) namely: let ( $u_{0}, v_{0}$ ) be a point of the zero set $\mathscr{P}$ of $F_{0}(u, v)$, so that $\mathscr{L}$ is reducible with respect to any (sufficiently small) neighborhood of ( $u_{0}, v_{0}$ ). Then, in any neighborhood of $F_{0}(u, v)$ in the sense of Eq. (2.12), there exists $F(u, v)$ so that
the set $\mathscr{Z}$ of zeros of $F$ is irreducible with respect to a (sufficiently small) neighborhood $\mathscr{U}$ of ( $u_{0}, v_{0}$ ).

The method of proof may be used also to establish the result of Ref. 5 for polynomials. It should also be added that, for a reader of, e.g., Ref. 10, the statement above is not unexpected. However, the present author was unable to find it anywhere, in this or a related (accessible) form.

We start by applying Weierstrass' preparation theorem to $F_{0}(u, v) \in E_{a, b}$ at ( $u_{0}, v_{0}$ ) and write it in some neighborhood of $\left(u_{0}, v_{0}\right)$ as

$$
\begin{equation*}
F_{0}(u, v)=P_{0}(u, v) \Omega(u, v), \tag{B1}
\end{equation*}
$$

where, by assumption, $P_{0}(u, v)$, a polynomial in $v$ of degree $N$, with peak at $\left(u_{0}, v_{0}\right)$, is reducible to

$$
\begin{equation*}
P_{0}(u, v)=P_{0,1}(u, v) P_{0,2}(u, v) \tag{B2}
\end{equation*}
$$

and $\Omega\left(u_{0}, v_{0}\right) \neq 0$ and is holomorphic. As a consequence of (B2) not only $\partial P_{0} / \partial v\left(u_{0}, v_{0}\right)=0$ but also $\partial P_{0} / \partial u\left(u_{0}, v_{0}\right)=0$. We shall assume for simplicity that $P_{0,1}(u, v), P_{0,2}(u, v)$ are irreducible and distinct, but it is very easy to allow for any number of factors.

Consider now a perturbation $\delta F=\lambda \Omega_{1}(u, v)$ of $F_{0}$, with $\Omega_{1} \in E_{a, b}$. The zeros of $F_{0}+\delta F$ are, near ( $u_{0}, v_{0}$ ), the same as those of $P_{0}(u, v)+\lambda G(u, v)$, with $G(u, v)=\Omega_{1}(u, v) / \Omega(u, v)$, holomorphic near $\left(u_{0}, v_{0}\right)$. One may choose now a number of $\epsilon$ and a neighborhood $U \times V$ of $\left(u_{0}, v_{0}\right)$ such that, for every $\lambda$ with $|\lambda|<\epsilon$ and $u \in U, P_{0}+\lambda G$ vanishes precisely $N$ times inside $V$. We can then write a polynomial in $\left(v-v_{0}\right)$ of degree $N$

$$
\begin{align*}
P(u, v, \lambda)= & \left(v-v_{0}\right)^{N}+a_{1}(u, \lambda)\left(v-v_{0}\right)^{N-1} \\
& +\cdots+a_{N}(u, \lambda), \tag{B3}
\end{align*}
$$

with coefficients depending on $\Omega_{1}$, holomorphic in $u$ and $\lambda$, $u \in U,|\lambda|<\epsilon$ and such that $P(u, v, 0)=P_{0}(u, v), a_{i}(0,0)=0$, $i=1, \ldots, N$ and $P(u, v, \lambda)=0$ there, where $P_{0}+\lambda G=0$ for $(u, v)$ in $U \times V$.

Our purpose is to find the constraints on $\Omega_{1}(u, v)$, which ensure that the corresponding $P(u, v, \lambda)$, Eq. (B3), is irreducible for any $\lambda$ small enough. To this end, we shall show that (i) if, for some sequence $\lambda_{n} \rightarrow 0, P(u, v, \lambda)$ is reducible, then, for high enough $n$, it may have only two factors with the same degree with respect to $v$ as the two factors of $P(u, v)$; (ii) consequently, there must exist points $\left(\tilde{u}_{n}, \tilde{v}_{n}\right) \rightarrow\left(u_{0}, v_{0}\right)$, so that

$$
\begin{equation*}
\frac{\partial P}{\partial u}\left(\tilde{u}_{n}, \tilde{v}_{n}, \lambda_{n}\right)=\frac{\partial P}{\partial v}\left(\tilde{u}_{n}, \tilde{v}_{n}, \lambda_{n}\right)=P\left(\tilde{u}_{n}, \tilde{v}_{n}, \lambda_{n}\right)=0 \tag{B4}
\end{equation*}
$$

and (iii) for all $\Omega_{1}(u, v) \in E_{a, b}$, with the exception of a set of codimension 1 , there is a neighborhood $W=U_{1} \times V_{1} \times\left\{|\lambda|<\epsilon_{1}\right\}$ of $\left(u_{0}, v_{0}, 0\right)$ so that (B4) is impossible for $\left(u_{n}, v_{n}, \lambda_{n}\right) \in W$. This will establish our statement.

To prove (i), we proceed as in the proof of Proposition 5; given two numbers $r_{1}, r_{2}>0$, so that the set $C_{12}$ : $r_{1}<\left|u-u_{0}\right|<r_{2}$ is contained in $U$, we can find a covering of the set of zeros of $P_{0}(u, v)$ contained in $C_{12} \times V$ by a finite number of polydisks $d_{\delta, j}=d_{\delta, j u} \times d_{\delta, j v}$, of radius $\delta$, so that at each fixed $u \in d_{\delta, j u}$, there exists just one root of $P_{0}(u, v)$ contained in $d_{\delta, j v}$. Further, we can choose $\epsilon_{2}$ as a function of $\delta$ so small that the set of zeros of $P(u, v, \lambda)$ in $C_{12} \times V$ stays contained inside $\cup d_{\delta}$, for $|\lambda|<\epsilon_{2}(\delta)$.

Now let $P_{n, k}(u, v), k=1,2, \ldots$, be the (nontrivial) irreducible factors of $P\left(u, v, \lambda_{n}\right)$. We may index as $P_{n, 1}(u, v)$ that factor for which one of the roots $v_{n, 1}(u)$ lies in the same disk $d_{\delta, j v}$ for a fixed $j$, as a root $v_{0,1}(u)$ of $P_{0,1}(u, v)$, for $u$ in $d_{\delta, j u}$. Then, however, as argued in Proposition 5, the analytic continuation of $v_{n, 1}(u)$ to $C_{12}$ stays close to the continuation of $v_{0,1}(u)$ throughout $C_{12}$; that is, if to $u \in C_{12}$ we associate $d_{\delta k}$ so that $u \in d_{\delta k, u}, v_{0,1}(u) \in d_{\delta k, v}$, then $v_{n, 1}(u) \in d_{\delta k, v}$. It follows that, if $N_{n, 1}$ is the degree of $P_{n, 1}(u, v)$ with respect to $v$, and $N_{0,1}$ that of $P_{0,1}(u, v)$, then $N_{n, 1} \geqslant N_{0,1}$. Similarly, there must exist $P_{n, 2}(u, v)$ so that its roots $v_{n, 2}(u)$ stay close (in the above sense) to those of $P_{0,2}(u, v)$ for $u$ in $C_{12}$, and $N_{n, 2} \geqslant N_{0,2}$. But $N_{n, 1}+N_{n, 2}=N=N_{0,1}+N_{0,2}$, so that the only possibility is $N_{n, 1}=N_{0,1}$ and $N_{n, 2}=N_{0,2}$, as claimed in (i).

To prove (ii), we show first that the coefficients $a_{n, k, 1}(u)$ of the powers of $v$ in $P_{n, 1}(u, v)$ tend to the corresponding coefficients $a_{0, k, 1}(u)$ in $P_{0,1}(u, v)$, uniformly in the disk $\left|u-u_{0}\right| \leqslant r_{2}$. To see this, we express $a_{n, k, 1}(u), a_{0, k, 1}(u)$ as symmetric combinations of the roots of $P_{n, 1}(u, v)$ and $P_{0,1}(u, v)$ and conclude from the proof of (i) that $a_{n, k, 1}(u) \rightarrow a_{0, k, 1}(u)$, uniformly in $r_{1} \leqslant\left|u-u_{0}\right| \leqslant r_{2}$. However, both $a_{n, k}(u)$ and $a_{0, k}(u)$ are holomorphic functions in $\left|u-u_{0}\right| \leqslant r_{2}$ and from Cauchy's theorem, we conclude that, in fact, $a_{n, k, 1}(u)$ $\rightarrow a_{0, k, 1}(u)$, uniformly in $\left|u-u_{0}\right| \leqslant r_{2}$, as announced.

Now, we can show that, if $n$ is sufficiently large, there exists $\left(u_{n}, v_{n}\right),\left|u_{n}-u_{0}\right|<r_{2}, v_{n} \in V$, so that $P_{n, 1}\left(u_{n}, v_{n}\right)=0$, $P_{n, 2}\left(u_{n}, v_{n}\right)=0$. To verify this, we construct the resultant $\boldsymbol{R}_{n}(u)\left(\right.$ eliminant ${ }^{21}$ ) of $P_{n, 1}(u, v), P_{n, 2}(u, v)$; it consists of sums and products of coefficients of $P_{n, 1}(u, v)$ and $P_{n, 2}(u, v)$ and is thus a holomorphic function of $u$ in $\left|u-u_{0}\right| \leqslant r_{2}$. Clearly, $R_{n}(u)$ tends to $R_{0}(u)$ [obtained from $P_{0,1}(u, v)$ and $P_{0,2}(u, v)$ ], uniformly in $\left|u-u_{0}\right| \leqslant r_{2}$, and consequently, for $n$ large enough, it vanishes the same number of times as $R_{0}(u)$ in this disk. By assumption, however, $R_{0}(u)$ has at least a simple zero in $\left|u-u_{0}\right|<r_{2}$, and consequently, so has $R_{n}(u)$, for $n$ large enough. Let ( $u_{n}, v_{n}$ ) be one of these roots. At such a point, Eq. (B4) is clearly fulfilled. This ends the proof of (ii).

To show (iii), we notice that, if Eq. (B4) is satisfied for some values of $u_{n}, v_{n}, \lambda_{n}$, then these are also roots of the three equations

$$
\begin{align*}
& P_{0}(u, v)+\lambda G(u, v)=0, \\
& \frac{\partial P_{0}}{\partial u}+\lambda \frac{\partial G}{\partial u}=0, \quad \frac{\partial P_{0}}{\partial v}+\lambda \frac{\partial G}{\partial v}=0 . \tag{B5}
\end{align*}
$$

At $u=u_{0}, v=v_{0}, \lambda=0$, the Jacobian of these three functions with respect to $u, v, \lambda$ is
$J\left(u_{0}, v_{0}, 0\right)=G\left(u_{0}, v_{0}\right)\left(\frac{\partial^{2} P_{0}}{\partial u^{2}} \frac{\partial^{2} P_{0}}{\partial v^{2}}-\left(\frac{\partial^{2} P_{0}}{\partial u \partial v}\right)^{2}\right)$.
If the bracket does not vanish, then any $G(u, v)$ [and thus $\left.\Omega_{1}(u, v)\right]$ with $G\left(u_{0}, v_{0}\right) \neq 0$ leads to $J\left(u_{0}, v_{0}, 0\right) \neq 0$, and thus to the conclusion that the root $\left(u_{0}, v_{0}, 0\right)$ of $(\mathrm{B} 5)$ is isolated. This proves (iii) for this particular case. If the bracket vanishes, we have to show that, nevertheless, $G$ may be chosen so that Eqs. (B5) admit of a unique solution [in a neighborhood of $\left.\left(u_{0}, v_{0}, 0\right)\right]$. If Eqs. (B5) admit of a sequence of points $\left(u_{n}, v_{n}, \lambda_{n}\right)$ $\rightarrow\left(u_{0}, v_{0}, 0\right)$ among their solutions, one may eliminate $\lambda_{n}$ and conclude that $\left(u_{n}, v_{n}\right)$ satisfies the equations

$$
\begin{align*}
& \left(P_{0} \frac{\partial G}{\partial u}-G \frac{\partial P_{0}}{\partial u}\right)\left(u_{n}, v_{n}\right)=0 \\
& \left(P_{0} \frac{\partial G}{\partial v}-G \frac{\partial P_{0}}{\partial v}\right)\left(u_{n}, v_{n}\right)=0 \tag{B7}
\end{align*}
$$

It is easy to verify that (B7) for an infinite sequence of $n$ implies that there exists an irreducible factor $P(u, v)$, which divides both functions in (B7) in a neighborhood of $\left(u_{0}, v_{0}\right)$. We may try to determine the leading coefficient $a_{1}$ in the expansion $v=v_{0}+a_{1}\left(u-u_{0}\right)^{\mu}+\cdots$, with $\mu$ some rational number. This leads to an algebraic equation for $a_{1}$, with coefficients that are linear in (a certain number) of the few first Taylor coefficients in the expansion of $P_{0}(u, v), G(u, v)$ around $u_{0}, v_{0}$. They admit of a solution only if their resultant vanishes. This leads to a quadratic equation for the first few Taylor coefficients of $G$, whose precise form depends on $P_{0}(u, v)$. This ends the proof of (iii), since we only have to choose $G$ so that this equation is not fulfilled. Thus the assertion of the beginning of this Appendix is justified.

## APPENDIX C: AN IRREDUCIBLE INTENSITY DISTRIBUTION

Since it is easy to find polynomials in two variables which are positive over the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane and are not reducible (e.g., $u^{2}+v^{2}+1$ ), it is not surprising that there exist truly entire intensity distributions (i.e., entire functions of exponential type, positive and integrable over the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane), which do not correspond to any amplitude. It is, however, somewhat difficult to prove that a given intensity distribution is irreducible, or even to show how such distributions may arise. In this Appendix, we show how to generate such distributions, in some simple special cases.

To this end, let, for $\alpha$ real

$$
\begin{equation*}
F(u, \alpha)=\sin (u-i \alpha) \sin (u+i \alpha) /\left(u^{2}+\alpha^{2}\right), \tag{Cl}
\end{equation*}
$$

and consider
$I\left(u, v, \alpha_{i}, \gamma\right)=F\left(u, \alpha_{1}\right) F\left(v, \alpha_{3}\right)+\gamma F\left(u, \alpha_{2}\right) F\left(v, \alpha_{4}\right)$.
We shall show how we may choose $\alpha_{i}, i=1, \ldots, 4, \gamma$ so that $I(u, v, \alpha, \gamma)$, which is clearly positive in the $\operatorname{Re} u$ - $\operatorname{Re} v$ plane, for positive $\gamma$, integrable and of exponential type, is irreducible.

To show that $I(u, v)$ is irreducible, we have to prove that, if $v=v_{1}(u)$ is an analytic function, defined in the neighborhood of some point $u_{1}$ in the $u$ plane, such that $F\left(u, v_{1}(u)\right) \equiv 0$, and $v_{2}(u)$ a similar function element, defined near another point $u_{2}$ (it is not necessary that $\left.u_{2} \neq u_{1}\right)$ with $F\left(u, v_{2}(u)\right)=0$, then there exists a path $\mathscr{P}$ in the $u$ plane so that $v_{2}(u)$ is the analytic continuation of $v_{1}(u)$ along $\mathscr{P}$. Further, $I(u, v)$ should not vanish along any line $v=v_{0}$ or $u=u_{0}$.

Let us choose first $\alpha_{1} \neq \alpha_{2}$, and $\alpha_{3} \neq \alpha_{4}$. Then, clearly $I(u, v)$ does not vanish along any line $u=u_{0}$ or $v=v_{0}$. Further, we may obtain a parametric representation of the set of zeros of $I(u, v)$ as follows: let $u=\tilde{u}(\lambda)$ be a solution of the equation

$$
\begin{equation*}
F\left(u, \alpha_{1}\right) / F\left(u, \alpha_{2}\right)=\lambda \tag{C3}
\end{equation*}
$$

and $v=\tilde{v}(\mu)$ be a solution of the equation

$$
\begin{equation*}
F\left(v, \alpha_{3}\right) / F\left(v, \alpha_{4}\right)=\mu \tag{C4}
\end{equation*}
$$

It is clear that the set of points $u=\tilde{u}(\lambda), v=\tilde{v}(-\lambda / \gamma)$ describes part of the set of zeros of $I(u, v)$ as $\lambda$ moves over the complex plane. To show that we obtain this way the whole set of zeros, we have to prove that Eqs. (C3), (C4) define irreducible functions of $u$ and $\lambda(\mu)$. But this is obvious, since (i) $\lambda=\lambda(u)$ defined in (C3) is a meromorphic, one-valued function of $u$, and (ii) by assumption $F\left(u, \alpha_{1}\right), F\left(u, \alpha_{2}\right)$ do not vanish at the same points. The same is true for $\mu=\mu(v)$ of (C4). Certainly, the functions $\tilde{u}(\lambda), \tilde{v}(-\lambda / \gamma)$ have an infinity of branch points in the complex $\lambda$ plane, since, e.g., at fixed $\lambda$, the function $F\left(u, \alpha_{1}\right)-\lambda F\left(u, \alpha_{2}\right)$ vanishes infinitely many times in the $u$ plane.

Now, we claim that, if the set $\left\{\lambda_{i}\right\}_{i=1}^{\infty}$ of branch points of $u=\tilde{u}(\lambda)$ is completely disjoint from the set $\left\{\lambda_{i}^{\prime}\right\}$ pertaining to $\tilde{v}(-\lambda / \gamma)$, then the manifold defined by $u=\tilde{u}(\lambda)$, $v=\tilde{v}(-\lambda / \gamma)$ is irreducible. To see this, first let $v=v_{1}(u)$, $v=v_{2}(u)$ be two roots of $I(u, v)=0$ defined in a neighborhood of $u_{1}$ and $\lambda_{1}=\lambda\left(u_{1}\right)$ be defined by (C3). Since all the zeros of $F\left(v, \alpha_{3}\right)+\lambda / \gamma F\left(v, \alpha_{4}\right)=0$ are obtained by analytic continuation in the $\lambda$ plane, let $\mathscr{P}_{\lambda}$ be the closed path of continuation needed to obtain $v_{2}(-\lambda / \gamma)$ from $v_{1}(-\lambda / \gamma)$, both defined near $\lambda_{1}$. The essential point is that, if the set of branch points $\left\{\lambda_{i}\right\}$ and $\left\{\lambda_{i}^{\prime}\right\}$ are distinct, we can choose $\mathscr{P}_{\lambda}$ so that its image $\mathscr{P}$ under $\tilde{u}(\lambda)$ is also a closed path in the $u$ plane; the path $\mathscr{P}_{\lambda}$ must avoid the set $\left\{\lambda_{i}\right\}$ and not turn around any of its points, although it may turn around the $\lambda_{i}$, as required. If $\mathscr{P}_{\lambda}$ is chosen as shown, then $\mathscr{P}$ is the path of continuation in the $u$ plane leading from $v_{1}(u)$ to $v_{2}(u)$.

The generalization to arbitrary $u_{1}$ and $u_{2}$ and roots $v_{1}(u), v_{2}(u)$ defined near $u_{1}$ and $u_{2}$ is obvious; let $\lambda_{1} \equiv \lambda\left(u_{1}\right)$, $\lambda_{2} \equiv \lambda\left(u_{2}\right)$ and $\mathscr{P}_{\lambda}^{\prime}$ be a path joining $\lambda_{1}$ to $\lambda_{2}$ and on which $u=\tilde{u}(\lambda)$ is holomorphic, one-valued, and with a one-valued inverse. The result of the continuation of $\tilde{v}_{1}(-\lambda / \gamma)$ along $\mathscr{P}_{i}^{\prime}$ up to $\lambda_{2}$ is not, in general, $v_{2}\left(\tilde{u}\left(\lambda_{2}\right)\right)$, but another root $\tilde{v}_{2}^{\prime}\left(-\lambda_{2} / \gamma\right)$. Supplement then $\mathscr{P}_{i}^{\prime}$ by as many cycles passing through $\lambda_{2}$ as are needed in order to obtain $v_{2}\left(\tilde{u}\left(\lambda_{2}\right)\right)$. The cycles may be chosen so that their images under $u=\tilde{u}(\lambda)$ are again cycles $\mathscr{P}^{\prime \prime}$. The path of continuation in the $u$ plane needed to obtain $v_{2}(u)$ from $v_{1}(u)$ is made up of $\mathscr{P}^{\prime}$, the image of $\mathscr{P}_{\lambda}^{\prime}$ and the cycles $\mathscr{P}^{\prime \prime}$.

With this, the next task is to show that we can choose $\alpha_{i}, i=1, \ldots, 4$ and $\gamma$ so that, indeed, the sets $\left\{\lambda_{i}\right\},\left\{\lambda_{i}^{\prime}\right\}$, defined by ( C 3 ) and ( C 4 ) are disjoint.

Clearly, the set of branch points $\left\{\lambda_{i}\right\}$ is among the solutions of the set of equations

$$
\begin{align*}
& F\left(u, \alpha_{1}\right)-\lambda F\left(u, \alpha_{2}\right)=0 \\
& \frac{\partial F}{\partial u}\left(u, \alpha_{1}\right)-\lambda \frac{\partial F}{\partial u}\left(u, \alpha_{2}\right)=0 . \tag{C5}
\end{align*}
$$

Let $u_{n}\left(\alpha_{1}, \alpha_{2}\right)$ be the roots of the equation

$$
\begin{equation*}
F\left(u, \alpha_{1}\right) \frac{\partial F}{\partial u}\left(u, \alpha_{2}\right)-F\left(u, \alpha_{2}\right) \frac{\partial F}{\partial u}\left(u, \alpha_{1}\right)=0 \tag{C6}
\end{equation*}
$$

Then, the set $\left\{\lambda_{i}\right\}$ is contained in the set given by

$$
\begin{equation*}
\lambda_{n}=\frac{F\left(u_{n}\left(\alpha_{1}, \alpha_{2}\right), \alpha_{1}\right)}{F\left(u_{n}\left(\alpha_{1}, \alpha_{2}\right), \alpha_{2}\right)} \tag{C7}
\end{equation*}
$$

This set must be compared with the one given by

$$
\begin{equation*}
\lambda_{n}^{\prime}=-\gamma \frac{F\left(v_{n}\left(\alpha_{3}, \alpha_{4}\right), \alpha_{3}\right)}{F\left(v_{n}\left(\alpha_{3}, \alpha_{4}\right), \alpha_{4}\right)} \tag{C8}
\end{equation*}
$$

where $v_{n}\left(\alpha_{3}, \alpha_{4}\right)$ are the roots of an equation in $v$, analogous to (C6)
$F\left(v, \alpha_{3}\right) \frac{\partial F}{\partial v}\left(v, \alpha_{4}\right)-F\left(v, \alpha_{4}\right) \frac{\partial F}{\partial v}\left(v, \alpha_{3}\right)=0$.
Let us notice that, if $\alpha_{i} \neq 0$, for all $i$, the values $\lambda=0$ and $\lambda=\infty$ are not contained in the sets (C7) or (C8). Indeed, $\lambda_{n}=0$ for some $n$ implies $F\left(u_{n}\left(\alpha_{1}, \alpha_{2}\right), \alpha_{1}\right)=0$. But, if $\alpha_{1} \neq 0$, all roots of $F\left(u, \alpha_{1}\right)$ are simple, so that (C6) implies $F\left(u, \alpha_{2}\right)=0$ at $u=u_{n}\left(\alpha_{1}, \alpha_{2}\right)$. This is, however, forbidden by the fact that $\alpha_{1} \neq \alpha_{2}$. The same argument shows that $\lambda=\infty$ is not in (C7) or (C8).

We shall now investigate the asymptotic distribution of the zeros of (C6) and (C9) and show that, apart possibly from a finite number of points, the two sets (C7) and (C8) are indeed distinct. A simple calculation shows that the zeros of (C6) are the roots of

$$
\begin{gather*}
u\left(\alpha_{1}^{2}-\alpha_{2}^{2}\right) \sin ^{2} 2 u+\left(u^{2}+\alpha_{1}^{2}\right)\left(u^{2}+\alpha_{2}^{2}\right)\left(\cosh 2 \alpha_{1}\right) \\
\left.\quad-\cosh 2 \alpha_{2}\right) \sin 2 u+\left(\alpha_{1}^{2}-\alpha_{2}^{2}\right) u\left(\cosh 2 \alpha_{1}\right. \\
\left.\quad+\cosh 2 \alpha_{2}\right) \cos 2 u-\left(\alpha_{1}^{2}-\alpha_{2}^{2}\right) \\
\quad \times u\left(1+\cosh 2 \alpha_{1} \cosh 2 \alpha_{2}\right)=0 \tag{C10}
\end{gather*}
$$

One can verify that the roots of ( Cl 10 ) fall asymptotically into two classes

$$
\begin{align*}
\text { (i) } u_{n}= & n \pi / 2+O\left(n^{-3}\right),  \tag{C11}\\
\text { (ii) } u_{n}= & n \pi \mp \pi / 4 \pm \frac{3}{2} i \ln k|n| \\
& +O(\ln |n| / n) . \tag{C12}
\end{align*}
$$

In (C12) the upper/lower sign in front of $\pi / 4$ holds if $n$ is positive/negative and

$$
k=\pi\left[2\left(\cosh 2 \alpha_{1}-\cosh 2 \alpha_{2}\right) /\left(\alpha_{1}^{2}-\alpha_{2}^{2}\right)\right]^{1 / 3}
$$

A way of deriving ( C 11 ) and $(\mathrm{Cl} 2)$ is sketched at the end of the Appendix.

With this, it is easy to check that the subset of $\lambda_{n}$ 's, Eq. (C7), generated by (C11) is made up of real points, accumulating at $\lambda_{ \pm}\left(\lambda_{ \pm}>0\right)$

$$
\begin{equation*}
\lambda_{ \pm}=\left(\cosh 2 \alpha_{1} \pm 1\right) /\left(\cosh 2 \alpha_{2} \pm 1\right) \tag{C13}
\end{equation*}
$$

The other subset of $\lambda_{n}$ 's generated by (C12) is made up of pairs of complex conjugate points, accumulating at $\lambda_{0}=+1$. It is now obvious that, if $\gamma>0$, the set (C8) accumulates at $-\gamma \lambda_{ \pm} \neq \lambda_{ \pm}$and $-\gamma \neq+1$, so that it may have at most a finite number of points in common with (C7), as announced. Now, since $\lambda=0$ is not contained in either (C7) or (C8), any choice of $\gamma>0$, except possibly for a finite number of values, makes the sets $\left\{\lambda_{n}\right\}$ and $\left\{-\gamma \lambda_{n}^{\prime}\right\}$ disjoint and leads thus to irreducible intensities.

To verify, e.g., (C11), one proceeds as follows: one substitutes $u_{n}=n \pi / 2+\beta$ in ( Cl 10 ), expresses $\sin 2 \beta$ appearing in the second term (which is dominant for high $n$ ) as a function of $\beta$

$$
\begin{equation*}
\beta=\frac{1}{2} \arcsin \phi(\beta) \equiv \Gamma(\beta), \tag{C14}
\end{equation*}
$$

proves then explicitly that, for $|\beta| \leqslant \pi / 4$ and $n$ high enough, $\left|\Gamma^{\prime}(\beta)\right| \leqslant 1$, so that $(\mathrm{C} 14)$ can be solved by iteration, and final-
ly evaluates the error committed by taking $\beta=0$ on the right-hand side of (C14)

$$
\begin{equation*}
\left|\beta_{\mathrm{ex}}\right|<|\Gamma(0)| /\left(1-\sup _{|\beta|<\pi / 4}\left|\Gamma^{\prime}(\beta)\right|\right) . \tag{C15}
\end{equation*}
$$

Equation (C12) is obtained in a similar manner. It is also true that Eqs. ( C 11 ) and ( C 12 ) represent asymptotically all the roots of Eq. (C10).
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#### Abstract

Two lemmas are proved for local noncentral forces in multidimensional space. First, the lowest partial wave for the ground state is nodeless. Second, the lowest partial wave for the first excited state has at least one node. Ballot-Fabre de la Ripelle perturbation theory is also used to show that higher partial waves for the ground state have nodes near the positions of nodes (if any) in the corresponding element of the matrix element of the noncentral potential.


## I. INTRODUCTION

There is a well-known nodal theorem ${ }^{1-3}$ for a one-dimensional Sturm-Liouville problem, such as the solution of the Schrödinger equation for a bound state for a one-dimensional local potential $V(x)$. The theorem states that the ordering of solutions by numbers of nodes is the same as the ordering by energy eigenvalue. In particular, the ground state has no nodes (for finite $x$ ) and is therefore nondegenerate. Of course a central potential in spherical coordinates gives equivalent one-dimensional problems, and the nodal theorem applies separately to each of the three functions $R(r), \theta(\theta)$, and $\Phi(\phi)$, which, when multiplied together, give the wave function $\psi(\mathbf{r})$.

The generalization of the nodal theorem to multidimensional space ${ }^{1}$ was given many years ago. The proof is repeated later below in this note, since a number of physicists are unaware of the Courant-Hilbert theorem. The theorem states that for a local potential $V(\mathbf{r})$ the ground state has no nodal surfaces, and the first excited state has one nodal surface. The number of nodal surfaces is not determined for the second or higher excited states. Here $r$ is a vector in multidimensional space: we are concerned with examples of threedimensional, six-dimensional, and nine-dimensional spaces.

We prove below two lemmas concerning the lowest partial wave for the ground state and first excited state eigenfunctions, respectively. (The partial waves are ordered by a quantum number, which in three dimensions is the orbital angular momentum $l$. In multidimensional space, we order using the "grand orbital" $L$. The "lowest partial wave" has $l=0$ or $L=0$.) (i) The lowest partial wave for the ground state eigenfunction is nodeless, and (ii) the lowest partial wave for the first excited state has at least one node, provided that the nodal surface is closed and does not go through the origin.

We also use the perturbation theory formalism of Ballot and Fabre de la Ripelle ${ }^{4}$ (BF) to examine nodes of higher partial waves for the ground state ( $l>0$ or $L>0$.) We find that for a nearly diagonal potential matrix-the case for which the BF approximation is valid-a given partial wave has nodes if and only if the appropriate off-diagonal matrix element has a node.

The two lemmas and the perturbation theory approximation are used to check solutions of a number of examples: the anisotropic harmonic oscillator problem solved in spherical coordinates; the trinucleon solved in six-dimensional space using hyperspherical harmonics (H.H.); the hy-
pertriton solved by the same techniques; the alpha particle solved in nine-dimensional space for both the ground and first excited states; and the helium tetramer ${ }^{4} \mathrm{He}_{4}$ solved in nine-dimensional space with a model atom-atom potential.

Finally we review the importance of the assumption that we are dealing with a local potential, and give examples where this assumption is not valid. We also consider two related problems for which we do not have solutions: Is the lowest partial wave nodeless for the ground state solution of two coupled differential equations (CDE's), and is the $S$ wave $u(r)$ nodeless for the deuteron with a local tensor force?

## II. NODAL THEOREMS, LEMMAS, AND APPROXIMATIONS

The Courant-Hilbert theorem ${ }^{1}$ for two solutions of a Sturm-Liouville problem is proved in multidimensional space with the use of Green's formula. They choose $\psi_{0}(\mathbf{r})$ as the twice continuously differentiable normalizable solution of

$$
\begin{equation*}
-\left(\hbar^{2} / 2 m\right) \nabla^{2} \psi_{0}(\mathbf{r})+V(\mathbf{r}) \psi_{0}(\mathbf{r})=E_{0} \psi_{0}(\mathbf{r}) . \tag{1}
\end{equation*}
$$

Here, $\psi_{0}(\mathbf{r})$ vanishes on the boundary $\Gamma$ of some region $B$, and is positive in $B$. The eigenfunction for a higher energy $E_{1}$ obeys the equation

$$
\begin{equation*}
-\left(\hbar^{2} / 2 m\right) \nabla^{2} \psi_{1}(\mathbf{r})+V(\mathbf{r}) \psi_{1}(\mathbf{r})=E_{1} \psi_{1}(\mathbf{r}) . \tag{2}
\end{equation*}
$$

Multiply Eq. (1) by $\psi_{1}(\mathbf{r})$, multiply Eq. (2) by $\psi_{0}(\mathbf{r})$, subtract the first equation from the second, and integrate over $B$. Then
$\frac{\hbar^{2}}{2 m} \int_{B}\left(\psi_{1} \nabla^{2} \psi_{0}-\psi_{0} \nabla^{2} \psi_{1}\right) d^{n} r=\left(E_{1}-E_{0}\right) \int_{B} \psi_{0}(\mathbf{r}) \psi_{1}(\mathbf{r}) d^{n} r$.

Here $d^{n} r$ is the volume element and $\nabla^{2}$ is the Laplacian in $n$ dimensional space. The left-hand side of $(3)$ is evaluated using Green's formula (valid in multidimensional space), giving us

$$
\begin{equation*}
\frac{\hbar^{2}}{m} \int_{\Gamma} \psi_{1} \frac{\partial \psi_{0}}{\partial n} d^{n-1} s=\left(E_{1}-E_{0}\right) \int_{B} \psi_{0}(r) \psi_{1}(r) d^{n} r \tag{4}
\end{equation*}
$$

where $d^{n-1} s$ is the differential element on a surface or hypersurface $\Gamma$, and $\partial / \partial n$ is the normal derivative, the outward normal being positive.

If we assume that $\psi_{1}(r)$ is positive throughout $B$, we find that Eq. (4) cannot hold. The left side is negative, since the normal derivative $\partial \psi_{0} / \partial n$ is negative on $\Gamma$. But the right side is positive, since we assumed $E_{0}<E_{1}<0$. Therefore, $\psi_{1}(r)$
must have at least one nodal surface.
Courant and Hilbert conclude that the eigenfunction with the lowest eigenvalue will have no nodal surfaces in $B$; and the first excited state will have one nodal surface. Note that the proof depends on the assumption of the locality of $V(\mathbf{r})$, since we used the cancellation of $\psi_{0}(\mathbf{r}) V(\mathbf{r}) \psi_{1}(\mathbf{r})$ and $-\psi_{1}(\mathbf{r}) V(\mathbf{r}) \psi_{0}(\mathbf{r})$ in writing Eq. (3). (A "nonlocal" potential is illustrated below: it uses Majorana exchange.)

Our first lemma is easily proved by expanding $\psi_{0}(\mathbf{r})$ in a complete orthonormal set of angular functions (spherical or hyperspherical harmonics) the expansion coefficients being the partial waves. In three dimensions,

$$
\begin{equation*}
r \psi_{0}(\mathbf{r})=\sum_{l, m} u_{I}(r) Y_{I}^{m}(\theta, \phi) \tag{5}
\end{equation*}
$$

using the standard spherical harmonics. In six dimensions ${ }^{4}$ we write an analogous equation using hyperspherical harmonics (H.H.), which are functions of five angular variables, denoted by $\Omega$. We use $r$ as the hyperradius. The subscript [ $L$ ] stands for five quantum numbers. We have

$$
\begin{equation*}
r^{5 / 2} \psi_{0}(\mathbf{r})=\sum_{[L]} u_{L}(r) Y_{[L]}(\Omega) \tag{6}
\end{equation*}
$$

The partial waves $u_{L}(r)$ depend only on a single quantum number $L$, called the grand orbital. (Simonov ${ }^{5}$ uses $K$ as this quantum number and refers to " $K$-harmonics.")

We solve for the lowest partial wave $u_{0}(r)$ by inverting the series (5) or (6). For instance, in three-dimensional space,

$$
\begin{equation*}
u_{0}(r)=\int r \psi_{0}(\mathbf{r}) Y_{0}^{0}(\theta, \phi) d^{2} \Omega \tag{7}
\end{equation*}
$$

(We integrate over $d^{2} \Omega=\sin \theta d \theta d \phi$.) But the lowest spherical harmonic $Y_{0}^{0}$ is a constant, which, by convention, is positive. Therefore the integrand in (7) is positive for all $r$ and $\Omega$, and so the integral is also positive. We repeat this argument in six dimensions (or nine dimensions, etc.). The inversion of (6) uses the orthonormality of the H.H. The lowest H.H. $Y_{[0]}(\Omega)$ is again nodeless and, again by convention, is positive. Then

$$
\begin{equation*}
u_{0}(r)=r^{5 / 2} \int \psi_{0}(\mathbf{r}) Y_{[0]}(\Omega) d^{5} \Omega>0 \tag{8}
\end{equation*}
$$

Our second lemma concerns the partial wave $u_{0}^{*}(r)$ for the first excited state, with eigenfunction $\psi_{1}(\mathbf{r})$. Courant and Hilbert show that this eigenfunction has one nodal surface, or hypersurface. If this surface does not go through the origin, and does not go to infinity, then we show below that the lowest partial wave [which we denote by $u_{0}^{*}(r)$ ] must have at least one node. We must first investigate the behavior of the nodal surface.

First, we assume that the excited state in question has a lowest partial wave $u_{0}^{*}(r)$ that is not identically zero. (That is, we exclude problems such as an odd parity excited state of an anisotropic harmonic oscillator, which cannot have any $S$ state, because of parity arguments.) Second, we assume that this lowest partial wave does not "happen" to "be extra small" near the origin. Let us illustrate in three dimensions, where $u_{0}^{*}(r)$ is expected to be small, of order $r$, near the origin; and "extra small" means still smaller. In six dimensions, $u_{0}^{*}(r)$ is expected to be of order $r^{5 / 2}$; in nine dimensions of
order $r^{4}$, etc. Since higher partial waves are excluded from the origin by the centrifugal barrier, the behavior of $\Psi_{1}(r)$ near the origin is determined by the behavior of $u_{0}^{*}(r)$ in this region. The validity of this second assumption can be investigated numerically for any specified noncentral potential.

The nodal surface cannot go to infinity for a bound excited state, since the wave function must change sign at the nodal surface; but it must go to zero at infinity for a bound state.

Now that we know (subject to conditions given above) that $\psi_{1}(\mathrm{r})$ has a nodal surface that does not go through the origin, or go to infinity, we can prove our lemma on nodes in the lowest partial wave $u_{0}^{*}(r)$. We first write an equation analogous to (7), for a three-dimensional problem:

$$
\begin{equation*}
u_{0}^{*}(r)=\int r \psi_{1}(\mathbf{r}) Y_{0}^{0}(\theta, \phi) d^{2} \Omega \tag{9}
\end{equation*}
$$

Since $\psi_{1}(\mathbf{r})$ has a closed nodal surface that does not go through the origin it has a minimum radius $r$ denoted by $r_{1}$, and a maximum denoted by $r_{2}$. Assume, for instance, that $\psi_{1}(r)$ is positive for $0<r<r_{1}$, and $\psi_{1}(\mathbf{r})$ is negative for $r_{2}<r<\infty$. If we evaluate (9) for $0<r<r_{1}$ we clearly obtain a positive value for the lowest partial wave $u_{0}^{*}(r)$. On the other hand, (9) gives us a negative $u_{0}^{*}(r)$ for $r_{2}<r<\infty$. Thus we have proved that $u_{0}^{*}(r)$ changes sign in the region $r_{1}<r<r_{2}$, and therefore has one node (or possibly more than one). This proof clearly generalizes to six-dimensional or any multidimensional space.

Finally, we use the Ballot-Fabre de la Ripelle perturbation theory to examine the nodal character of the partial wave $u_{L}(r)$, for the ground state triton eigenfunction, for positive grand orbital L. Ballot and Fabre de la Ripelle treat off-diagonal terms in the potential matrix [ $V$ ] as a perturbation, and find that to lowest order in this perturbation the partial wave $u_{L}(r)$ is given by

$$
\begin{equation*}
u_{L}(r) \approx\left[u_{0}(r) V_{0, L}(r) / L(L+4)\right]\left(r^{2} m / \hbar^{2}\right) \tag{10}
\end{equation*}
$$

The factor $\hbar^{2} L(L+4) /\left(m r^{2}\right)$ is the difference of centrifugal barriers in six dimensions for a state with grand orbital $L$ and a state with grand orbital zero. [In three dimensions one should use $l(l+1)$, and in nine dimensions one should use $L(L+7)$; but these numerical differences do not change our conclusions below.]

The small matrix element $V_{O L}(r)$ is

$$
\begin{equation*}
V_{0 L}(r)=\int Y_{[0]}(\Omega) V(\mathbf{r}) Y_{L}(\Omega) d^{5} \Omega \tag{11}
\end{equation*}
$$

This expression holds in six-dimensional space, with $Y_{[0]}(\Omega)$ the lowest H.H., which we used in (8), and $Y_{L}(\Omega)$ a suitable combination of H.H. for grand orbital L. Here $V(r)$ is the total potential energy of the trinucleon, a function of the sixdimensional $\mathbf{r}$.

We see that all terms on the right side of Eq. (10) are positive, with the possible exception of the matrix element $V_{0 L}(r)$, defined by (11). Hence if the approximation (10) is sufficiently accurate to use for the determination of nodes, the number of nodes in the partial wave $u_{L}(r)$ will be just the same as the number of nodes in the corresponding matrix element $V_{0 L}(r)$, and they will occur at the same values of hyperradius $r$.

We use this approximation to show the existence of nodes in higher partial waves for the ground state eigenfunction in certain specified cases. Assume that all off-diagonal elements $V_{0 L}(r)$ are sufficiently small that the BF approximation is valid. Then if $V_{0 L}(r)$ has a node for a specified $L$, in this case we can use (10) with confidence, and conclude that $u_{L}(r)$ also has a node for this value of the grand orbital. We find below that quantitative use of $(10)$ to find nodes in $u_{L}(r)$ works moderately well for finite but small values of $V_{0 L}(r)$ such as those for the ground state of the triton or alpha particle using the Volkov potential.

For convenience I summarize our two lemmas and one approximation.

First lemma: The lowest partial wave for the ground state for a local noncentral potential has no modes.

Second lemma: The lowest partial wave for an excited state for a local noncentral potential has at least one node.

Approximation: For small off-diagonal terms in the potential matrix, the nodes in the partial wave $u_{L}(r)$ for the ground state wave function occur at the same hyperradius as the nodes (if any) in $V_{o L}(r)$.

## III. ILLUSTRATIONS AND DISCUSSION

We present briefly five illustrations of the first lemma.
(i) The ground state wavefunction of an anisotropic axially symmetric oscillator is clearly nodeless in Cartesian coordinates, and so it is also nodeless in spherical coordinates. Elminyawi ${ }^{6}$ and Elminyawi and Levinger ${ }^{7}$ calculated the lowest partial wave solution, and found both analytically and in numerical work that the $s$ wave $u_{0}(r)$ is also nodeless.
(ii) Ballot et al. ${ }^{8}$ found partial waves numerically for the ground state of the triton, for several different choices of nucleon-nucleon potential. In each case they found that $u_{0}(r)$ was nodeless.
(iii) Clare ${ }^{9}$ and Clare and Levinger ${ }^{10}$ made an analogous calculation for the partial waves for the ground state of the hypertriton, and found that $u_{0}(r)$ was again nodeless.
(iv) Ballot et al., ${ }^{8}$ Elminyawi, ${ }^{6}$ and Elminyawa and Levinger ${ }^{7}$ found numerical solutions for the lowest partial wave for the alpha particle: again $u_{0}(r)$ was nodeless.
(v) Elminyawi ${ }^{6}$ and Elminyawi and Levinger ${ }^{7}$ found numerical values for the partial waves for the ground state of the helium tetramer $\mathrm{He}_{4}$ (composed of atoms with ${ }^{4} \mathrm{He} \mathrm{nu}$ clei) for a model potential, and found that for this case $u_{0}(r)$ did have a node, but that the ratio of minimum $u_{0}$ to maximum $u_{0}$ was only about $-1 \%$.

The reader may well wonder, "Why bother to give examples of a mathematical lemma?"' First, they are illustrations of its applicability to a variety of problems. Second, the lemma is useful as a check on the accuracy of numerical (or for one case analytical) work in determination of the lowest partial wave. Third, the lemma applies to $u_{0}(r)$ determined from Eqs. (7) or (8): that is, to $u_{0}(r)$ as determined from the solution of an infinite set of CDE's. But all numerical work is based on solution of a finite set of $M$ CDE's; e.g., for the tetramer $M=8$.

The agreement between numerical solutions and our lemma for the first four illustrations shows we can answer "yes" to the following two questions: (i) is the numerical
work of high enough accuracy and (ii) does the exact solution of $M$ CDE's show the same nodeless behavior of $u_{0}(r)$ as the solution of an infinite set of CDE's? The fifth case--the te-tramer-shows that one (or both) of these questions must be answered with "no, not exactly." Note that the potential matrix for the model potential used has very large off-diagonal matrix elements, thus posing a severe strain on the numerical procedures used.

We present one illustration of the second lemma: the lowest partial wave for the first excited state of the helium nucleus for a Volkov nucleon-nucleon potential. Ballot et $a l .{ }^{8}$ and also Elminyawi ${ }^{6}$ found that the lowest partial wave $u_{0}^{*}(r)$ is not smaller than $r^{5 / 2}$ near the origin and has a node at a hyperradius of 4.5 fm . (Unlike the tetramer case, the node is not due to numerical errors or possible failure of convergence of the H.H. expansion. The ratio [minimum $\left.u_{0}^{*}(r)\right] /\left[\right.$ maximum $\left.u_{0}^{*}(r)\right]$ is $-60 \%$.) One can understand this node in a naive way using a wave function as a single H.H. The ground state is the nodeless solution $u_{0}(r)$ of an ordinary differential equation; and the excited state is the solution $u_{0}^{*}(r)$ of the same equation, at the higher energy. The node persists as the solution $u_{0}^{*}(r)$ for $M$ CDE's.

We present two illustrations of the BF approximation method of finding nodes in higher partial waves of the ground state wave function. In each example, we use the Volkov potential. The first case is for the ground state of the triton. The positions of the nodes in $u_{4}(r), u_{6}(r)$, and $u_{8}(r)$ are taken from Ballot et al. ${ }^{8}$ and compared in Table I with the positions of the nodes of the Volkov potential. We find perfect agreement in the number of nodes; for this case one and only one node for each higher partial wave. We see quite good agreement in the nodal positions for each partial wave, showing that the Ballot-Fabre de la Ripelle approximation scheme is successful for this problem. The second case is for the ground state of the alpha particle again with the Volkov potential. Again we have perfect agreement in the number of nodes: namely one for each higher partial wave. The table shows that for this case the positions of nodes in $V_{O L}$ (see Ref. 6) are in only fair agreement with the positions ${ }^{8}$ of nodes in the partial waves $u_{4}(r), u_{6}(r)$, and $u_{8}(r)$.

Of course the Courant-Hilbert theorem for the nodeless character of the ground state wave function need not apply for a nonlocal potential $V\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$. We give several illustrations of nonlocal potentials.

The easiest example to calculate is that of a strong Majorana space exchange force between two nucleons, chosen with the opposite sign to the one present in the real world.

TABLE I. Positions of nodes in higher partial waves and in the corresponding element of the potential matrix.

| Grand <br> orbital | Wave <br> function | Triton nodes <br> Potential <br> matrix | Wave <br> function | Alpha nodes <br> Potential <br> matrix |
| :--- | :--- | :--- | :--- | :--- |
| 4 | 3.5 fm | 3.5 fm | 3.9 fm | 2.8 fm |
| 6 | 4.8 | 4.6 | 5.6 | 4.1 |
| 8 | 5.7 | 5.8 | 6.4 | 5.3 |

That is, assume the exchange force is repulsive in the $S$ state and attractive in the $P$ state. A sufficiently strong Majorana force of this sign could clearly overcome the effect of the $P$ state centrifugal potential, and give us a ground state which is a $P$ state, with a nodal surface! This violation of the nodal theorem occurs because a Majorana force is a (complicated) example ${ }^{11,12}$ of a nonlocal potential. Note that it takes a strong Majorana force (of appropriate sign) to invert the normal order of $S$ and $P$ states.

Another example is Tabakin's ${ }^{13}$ separable (nonlocal) nucleon-nucleon potential. He chose a potential so that the $2 S$ state was bound, and the $1 S$ state was in the continuum: another reversal of the order given by the nodal theorem. Like the first example, such a strong nonlocality seems unlikely to exist in the real world.

A third example is a shell model for a system of fermions. Here the Pauli principle forces us to put particles into higher shells, which have nodes in their wave functions, so the wave function of the system has nodal surfaces ${ }^{2}$ even for the ground state. But (at least in the atomic case in the nonrelativistic approximation) the potential is local! If we neglected the Pauli principle we would find lower energy eigenvalues; and the lowest would indeed have a nodeless eigenfunction. But the Pauli principle forbids our use of any wave function that is not completely antisymmetric for space and spin exchange of two electronic coordinates.

Finally, the reader may ask, "What is so special about coordinate space that $\psi(\mathbf{r})$ is nodeless but in general the corresponding momentum space wave function $\phi(\mathbf{p})$ does have nodes?" At first glance this asymmetry between coordinate and momentum space is strange, since we could solve the Schrödinger equation for the ground state in either space. The asymmetry enters because we generally use a local potential $V(\mathrm{r})$ in coordinate space, which, when we transform to momentum space, becomes a nonlocal potential $V\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$.

We have tried without success to extend the two lemmas. First, consider the lowest partial wave $u_{0}^{(M)}(r)$ found from the solution of $M$ CDE's for the ground state of a local noncentral potential. Can we show that $u_{0}^{(M)}(r)$ is nodeless, for all $M, 1<M<\infty$ ? (The case $M=1$ follows for solutions of an ordinary differential equation; the case of infinite $M$ is just our first lemma.) The assertion that $u_{0}^{(M)}(r)$ is nodeless is certainly plausible, since it seems unlikely that a function that is nodeless for one "CDE" would develop a node for some finite number $M$ of CDE's and then lose this node as $M$ goes to infinity.

A very similar, or perhaps identical, problem is the following: Is the $S$-wave radial function $u(r)$ nodeless for the
solution of the deuteron problem with a local tensor force in three dimensions? Here $u(r)$ and the $D$ wave $w(r)$ are the solution of two CDE's, so this problem is closely related to the problem above for $M=2$. We have never seen a node in $u(r)$ for any of the very large number of published numerical solutions of the deuteron problem with tensor forces; but of course this literature survey does not constitute a mathematical proof.

The second lemma does not extend to the second excited state $\Psi_{2}(\mathbf{r})$, and its lowest partial wave. The reason is that the ordering theorem for the number of nodal surfaces and the rank order of eigenvalues breaks down in general, when we go beyond the first excited state. An anisotropic harmonic oscillator in three dimensions provides a simple example of the failure of the ordering theorem. Suppose $\omega_{z}>\omega_{x}$, where the "spring constants" are $k_{z}=\frac{1}{2} m \omega_{x}^{2}$, and $k_{x}=\frac{1}{2} m \omega_{x}^{2}$. Then the state with one quantum excitation for $z$ motion ( $n_{z}=1$ ) with one nodal surface (the plane $z=0$ ) would lie in the vicinity of many quantum excitations for $x$ motion $\left(n_{x}\right.$ some large integer) with many nodal surfaces.
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#### Abstract

In addition to the symmetries that are known to apply to arbitrary flow, the self-similar equations may present other symmetries of their own. We present here such a symmetry of the self-similar unidimensional flow of an adiabatic inviscid fluid, with arbitrary polytropic index and arbitrary power-law entropy distribution. The new symmetry can be extended to the non-self-similar case if the flow is assumed isentropic. A connection with the theory of Riemann invariants is also discussed.


## I. INTRODUCTION

We consider here the one-dimensional flow of an adiabatic ideal gas; since we will essentially concentrate on the self-similar case, we assume a constant polytropic index $\gamma$ and a power-law entropy distribution, which may be written in the form

$$
\begin{equation*}
\sigma(M) \equiv P / \rho^{\gamma} \propto M^{-n\left(1+1 / \gamma^{\prime}\right)}, \tag{1.1}
\end{equation*}
$$

where $M$ is the Lagrangian mass $[d M=\rho(d r-v d t)]$.
We start (Sec. II) with the canonical formulation of the self-similar problem, as derived by Gaffet ${ }^{1}$ (hereafter referred to as Paper I). We then show (Sec. III) that the selfsimilar equations present a previously unnoticed symmetry, here denoted by $\left(T_{s}\right)$, which leaves the two indices $\gamma, \gamma^{\prime}$ invariant.

In Sec. IV we show that, at least for isentropic flow, the transformation can be defined for the most general flow without assuming self-similarity. A connection with the theory of Riemann invariants is also discussed.

## II. DIMENSIONLESS FORMALISM

We recall here some basic results derived in Paper I concerning the dimensionless form of the Euler equations and the derivation of the self-similar equations. The system of the Euler equations reads

$$
\begin{align*}
& \frac{\partial v}{\partial r}+\frac{d \ln \rho}{d t}=0, \quad \rho \frac{d v}{d t}+\frac{\partial P}{\partial r}=0,  \tag{2.1}\\
& P=\rho^{\gamma} \sigma(M), \quad \frac{d}{d t} \equiv \frac{\partial}{\partial t}+v \frac{\partial}{\partial r}
\end{align*}
$$

where $r, t, v, P, \rho$ are the Eulerian coordinates, velocity, pressure, and density, respectively. The sound velocity is $c=\sqrt{\gamma P / \rho}$. We introduce the following three dimensionless variables:
$\xi_{1} \equiv-A v t, \quad \xi_{2} \equiv A\left(r+\gamma^{\prime} M / \rho\right), \quad \xi_{3} \equiv A(v t-r)$,
where $A \equiv \rho /\left(\gamma^{\prime} M\right) \propto P^{1 / \gamma} M^{1 / \gamma}$. We note the identity

$$
\begin{equation*}
\sum_{i=1}^{3} \xi_{i}=1 \tag{2.3}
\end{equation*}
$$

Two more dimensionless variables also come into play:

$$
\begin{align*}
& K \equiv \rho v(v t-r) / \gamma^{\prime} M c  \tag{2.4}\\
& \tilde{K} \equiv \rho^{2} c t\left(r+\gamma^{\prime} M / \rho\right) / \gamma^{\prime 2} M^{2} .
\end{align*}
$$

They satisfy the identity

$$
\begin{equation*}
K \tilde{K}=-\xi_{1} \xi_{2} \xi_{3} . \tag{2.5}
\end{equation*}
$$

It turns out to be also useful to introduce the following quantities, differing from $\boldsymbol{\xi}$ by a fixed translation:

$$
\begin{align*}
& u_{i} \equiv \xi_{i}-\alpha_{i}, \\
& \alpha_{1}=2 /\left(\gamma+\gamma^{\prime}\right), \quad \alpha_{2}=\left(\gamma^{\prime}-1\right) /\left(\gamma+\gamma^{\prime}\right),  \tag{2.6}\\
& \alpha_{3}=(\gamma-1) /\left(\gamma+\gamma^{\prime}\right)
\end{align*}
$$

Equation (2.3) implies the relation

$$
\begin{equation*}
\sum_{i} u_{i}=0 \tag{2.7}
\end{equation*}
$$

Starting from the Euler equations (2.1), it was shown in Paper I that, for arbitrary indices $\gamma, \gamma^{\prime}$, the following dimensionless partial differential equations hold:

$$
\begin{align*}
& 2 \partial_{\alpha}(K+\tilde{K})+\left(\gamma^{\prime}-3\right) \tilde{K} \partial_{\alpha} \ln \xi_{2}+(\gamma-3) K \partial_{\alpha} \ln \xi_{3} \\
& \quad=+\left(\gamma+\gamma^{\prime}\right)\left(u_{1} \partial_{\alpha} u_{2}-u_{2} \partial_{\alpha} u_{1}\right), \\
& \begin{array}{l}
2 \partial_{\beta}(K+\tilde{K})+\left(\gamma^{\prime}-3\right) \tilde{K} \partial_{\beta} \ln \xi_{2}+(\gamma-3) K \partial_{\beta} \ln \xi_{3} \\
\quad=-\left(\gamma+\gamma^{\prime}\right)\left(u_{1} \partial_{\beta} u_{2}-u_{2} \partial_{\beta} u_{1}\right) .
\end{array} \tag{2.8}
\end{align*}
$$

Here, $\alpha, \beta$ are characteristic coordinates. The latter are, as usual, defined by ${ }^{2}$

$$
\begin{align*}
& d \alpha \propto(v+c) d t-d r,  \tag{2.9}\\
& d \beta \propto(v-c) d t-d r,
\end{align*}
$$

whence

$$
\partial_{\alpha} r=(v-c) \partial_{\alpha} t, \quad \partial_{\beta} r=(v+c) \partial_{\beta} t .
$$

We assume self-similarity from now on. Since all quantities appearing in Eq. (2.8) are dimensionless, they depend on a single variable (the self-similar coordinate), and the partial derivatives $\partial_{\alpha}, \partial_{\beta}$ may be replaced by the total differential symbold (Paper I, Sec. IV B). In this way, Eqs. (2.8) give rise to two ordinary differential equations
(a) $2 d(K+\tilde{K})+\left(\gamma^{\prime}-3\right) \tilde{K} d \ln \xi_{2}+(\gamma-3) K d \ln \xi_{3}=0$,
(b) $u_{1} d u_{2}-u_{2} d u_{1}=0$.

Together with Eqs. (2.5)-(2.7), Eqs. (2.10) constitute a complete system of ordinary differential equations for the determination of the self-similar solutions. Since Eq. (2.10) (b) is integrable in closed form, namely,

$$
\begin{equation*}
u_{2}=m u_{1} \quad(m \text { constant }), \tag{2.11}
\end{equation*}
$$

the system is of the first-order only, as is well known. ${ }^{2}$

## III. THE INVARIANCE TRANSFORMATION ( $T_{s}$ )

A. A geometrical transformation in three dimensions

In a three-dimensional Euclidean space of coordinates $\xi_{i}(i=1,2,3)$, let $\alpha$ be a vector with components $\alpha_{i}$ such that

$$
\begin{equation*}
\sum_{i} \alpha_{i}=1 \tag{3.1}
\end{equation*}
$$

and let us denote $\boldsymbol{\beta}$ the vector product

$$
\begin{equation*}
\boldsymbol{\beta}=\boldsymbol{\alpha} \wedge \xi . \tag{3.2}
\end{equation*}
$$

We introduce the geometrical transformation defined by the homogeneous formulas

$$
\begin{align*}
& \xi_{i}^{\prime}=-\alpha_{1} \xi_{1} u_{2} u_{3} / \beta_{2} \beta_{3} \\
& \xi_{i}^{\prime}=-\alpha_{2} \xi_{2} u_{3} u_{1} / \beta_{3} \beta_{1}  \tag{3.3}\\
& \xi_{i}^{\prime}=-\alpha_{3} \xi_{3} u_{1} u_{2} / \beta_{1} \beta_{2},
\end{align*}
$$

where the vector u of components $u_{1}, u_{2}, u_{3}$ is

$$
\begin{equation*}
\mathbf{u}=\boldsymbol{\xi}-\left(\sum_{i} \xi_{i}\right) \boldsymbol{\alpha} \quad\left(\sum_{i} u_{i}=0\right) \tag{3.4}
\end{equation*}
$$

and a prime denotes transformed quantities. The formulas are obviously invariant under circular permutation of the indices.

The straight line through the origin parallel to $\alpha$ is, since $\beta=0$ there, a singular line for the transformation, which may be called the axis. An essential property of the transformation is that, on straight lines intersecting the axis, it reduces to an affine transformation of the coordinates $\xi_{i}$, since $\beta_{i} / u_{i}(i=1,2,3)$ are then constants; in particular such straight lines transform into other straight lines.

By substitution we derive the identity

$$
\begin{equation*}
\sum_{i} \xi_{i}^{\prime}=\sum_{i} \xi_{i} \tag{3.5}
\end{equation*}
$$

which means that the planes of the equation $\xi_{1}+\xi_{2}+\xi_{3}=$ const are globally invariant.

The resulting tranformation formulas for the $u_{i}$ 's are obtained as follows:
$u_{1}^{\prime}=-\alpha_{1} \Phi / \beta_{2} \beta_{3} \quad$ (plus circular permutation),
where

$$
\begin{aligned}
\Phi= & u_{1} u_{2} u_{3} \\
& -\left\{\alpha_{3}\left(\alpha_{1}+\alpha_{2}\right) u_{2}^{2}+2 \alpha_{2} \alpha_{3} u_{2} u_{3}+\alpha_{2}\left(\alpha_{1}+\alpha_{3}\right) u_{3}^{2}\right\}
\end{aligned}
$$

Taking account of the property $\Sigma_{i} u_{i}=0$, it is easily verified that $\Phi$ is invariant under circular permutation of the indices. Finally, the transformation formulas for $\boldsymbol{\beta}$ read as follows:

$$
\begin{equation*}
\beta_{1}^{\prime}=\frac{\alpha_{2} \alpha_{3} u_{1} \Phi}{\beta_{1} \beta_{2} \beta_{3}} \quad \text { (plus circular permutation). } \tag{3.7}
\end{equation*}
$$

The property $\beta_{i} / u_{i}=$ const $(i=1,2,3)$ characterizing straight lines intersecting the axis is thus invariant; therefore, the transformed straight lines also intersect the axis.

Using Eqs. (3.3), (3.6), and (3.7) we immediately see that the transformation squared is the identity, i.e., it coincides with its inverse.

## B. The invariance transformation ( $T_{s}$ )

Identifying $\boldsymbol{\xi}, \mathbf{u}, \boldsymbol{\alpha}$ with the dimensionless quantities defined in Sec. II, and remembering the relation (2.3) ( $\Sigma_{i} \xi_{i}=1$ ), the transformation formulas (3.3) read as follows:

$$
\begin{equation*}
\xi_{i}^{\prime}=\alpha_{1} \xi_{1}\left(\xi_{2}-\alpha_{2}\right)\left(\xi_{3}-\alpha_{3}\right) /\left(\alpha_{2} \xi_{1}-\alpha_{1} \xi_{2}\right)\left(\alpha_{3} \xi_{1}-\alpha_{1} \xi_{3}\right) \tag{3.8}
\end{equation*}
$$

(plus circular permutation).
This is, in effect, an affine transformation of the coordinates $\xi_{i}$ in the case of self-similar flow, since such flows are represented (in these coordinates) by straight lines intersecting the axis, as shown in Sec. II [Eq. (2.11)]. The transformation is an exact symmetry of the complete system of the selfsimilar equations [Eqs. (2.5)-(2.7) and (2.10)], as may be verified by direct substitution into the equations. We will denote this symmetry by the symbol $\left(T_{s}\right)$.

The transformation formulas for the remaining dimensionless variables $K$ and $\tilde{K}$, defined by Eqs. (2.5) and (2.10) (a), reduce to a rescaling by a constant factor $\lambda$ :

$$
\begin{equation*}
K^{\prime}=\lambda K, \quad \tilde{K}^{\prime}=\lambda \tilde{K} \tag{3.9}
\end{equation*}
$$

where $\lambda$ is determined by the condition (2.5):
$\lambda=\left(\frac{\xi_{1}^{\prime} \xi_{2}^{\prime} \xi_{3}^{\prime}}{\xi_{1} \xi_{2} \xi_{3}}\right)^{1 / 2}=\left(\frac{u_{1} u_{2} u_{3}}{\beta_{1} \beta_{2} \beta_{3}}\right)\left(-\alpha_{1} \alpha_{2} \alpha_{3}\right)^{1 / 2}$.
This is a constant in the case of self-similar flow, since, as already observed, the ratios $u_{i} / \beta_{i}(i=1,2,3)$ are then constant. Equation (2.10) (a) is thus manifestly invariant.

## C. The transformation formula for dimensional variables

When the dimensionless variables are known the dimensional variables can be deduced by quadrature [see, e.g., Paper I, Eq. (4.5)]; thus the time coordinate $t$ is, assuming a selfsimilar flow, given by

$$
\begin{equation*}
t=\alpha \beta \exp \int \frac{K}{(K-\tilde{K})} d \ln \left(\frac{\xi_{1}}{\xi_{3}}\right), \tag{3.11}
\end{equation*}
$$

where $\alpha, \beta$ constitute a particular choice of characteristic coordinates, normalized in such a way that

$$
\begin{equation*}
\frac{\beta}{\alpha}=\exp \int \frac{d \xi_{2}}{(K-\tilde{K})} \tag{3.12}
\end{equation*}
$$

Since ( $T_{s}$ ) amounts to a rescaling of $K, \tilde{K}$ and of the $\xi_{i}$ 's, the transformed characteristic coordinates $\alpha^{\prime}, \beta^{\prime}$ are, according to (3.12), such that

$$
\begin{equation*}
\beta^{\prime} / \alpha^{\prime}=(\beta / \alpha)^{k} \quad(k \text { constant }) \tag{3.13}
\end{equation*}
$$

In order to make the characteristic curves invariant, we choose the solution $\alpha^{\prime}=\alpha^{k}, \beta^{\prime}=\beta^{k}$, thus completing the definition of the symmetry $\left(T_{s}\right)$ (see Ref. 3).

In the same way, it is evident that the integral in (3.11) does not change under ( $T_{s}$ ); therefore the transformed time coordinate reads as follows:

$$
\begin{aligned}
t^{\prime} & =(\alpha \beta)^{k} \exp \int \frac{K}{(K-\tilde{K})} d \ln \left(\frac{\xi_{1}}{\xi_{3}}\right) \\
& =(\alpha \beta)^{(k-1)} t .
\end{aligned}
$$

It is convenient to choose $\alpha^{(k-1)}, \beta^{(k-1)}$ as new characteris-
tic coordinates, so that the transformation formula for $t$ simply reads as follows:

$$
\begin{equation*}
t^{\prime}=\alpha \beta t . \tag{3.14}
\end{equation*}
$$

The above result is of rather uncommon and interesting form and suggests a relation with the theory of Riemann invariants, as shown in Sec. IV.

## IV. THE GENERALIZATION OF $\left(T_{s}\right)$ TO NON-SELFSIMILAR (ISENTROPIC) FLOW

It would be of great interest to have a generalization of ( $T_{s}$ ) that remains valid for non-self-similar flow. Equation (3.14) then would determine the product $\alpha \beta$ of the characteristic coordinates, i.e., the product of two Riemann invariants, in closed form. This would constitute a very important result, since, when two Riemann invariants are known, the general solution can be explicitly constructed in closed form [see, e.g., Gaffet, ${ }^{4}$ Eq. (5.3)]. We presently show that $\left(T_{s}\right)$ can indeed be so generalized, at least in the case of isentropic flow.

We treat the case of a polytrope $\gamma=3$. By the classical transformation of isentropic flow (see Landau and Lifshitz ${ }^{5}$ ), corresponding results can be derived for all adiabatic indices of the general form

$$
\gamma=(2 n+3) /(2 n+1) \quad(m=1,2,3, \ldots, \infty)
$$

The characteristic form of the Euler equations is, assuming isentropic flow and $\gamma=3$ (see Refs. 2 and 4),
(a) $\partial_{\alpha}(v-c)=0, \quad \partial_{\beta}(v+c)=0$,
(b) $\partial_{\alpha} M=-c^{2} \partial_{\alpha} t, \quad \partial_{\beta} M=c^{2} \partial_{\beta} t$.

The first two equations may be solved without loss of generality in the form

$$
v=\alpha+\beta, \quad c=\alpha-\beta
$$

so that the resulting system for $M$ and $t$ reads as follows:

$$
\begin{align*}
& \partial_{\alpha} M=-(\alpha-\beta)^{2} \partial_{\alpha} t  \tag{4.2}\\
& \partial_{\beta} M=+(\alpha-\beta)^{2} \partial_{\beta} t
\end{align*}
$$

Eliminating $M$ yields a second-order equation for $t$ :

$$
\begin{equation*}
(\alpha-\beta) \partial_{\alpha \beta}^{2} t+\partial_{\beta} t-\partial_{\alpha} t=0 \tag{4.3}
\end{equation*}
$$

We now introduce the following transformation, denoted by $(T)$ :
(a) $v^{\prime}=v /\left(v^{2}-c^{2}\right)$,
(b) $c^{\prime}=-c /\left(v^{2}-c^{2}\right)$,
(c) $t^{\prime}=\left(v^{2}-c^{2}\right) t$.

It is clear that $(T)^{2}$ is the identity; also, the pair of equations (4.1) (a) is obviously invariant under ( $T$ ). Noting that $c^{\prime}=(\beta-\alpha) /(4 \alpha \beta), t^{\prime}=4 \alpha \beta t$, the second pair of equations
(4.1) (b) determines the transformed quantity $M^{\prime}$ as follows:

$$
\begin{aligned}
4 \partial_{\alpha} M^{\prime} & =-\left[(\beta-\alpha)^{2} / \alpha^{2} \beta\right]\left(t+\alpha \partial_{\alpha} t\right) \\
4 \partial_{\beta} M^{\prime} & =+\left[(\beta-\alpha)^{2} / \alpha \beta^{2}\right]\left(t+\beta \partial_{\beta} t\right)
\end{aligned}
$$

The Cauchy condition of integrability $\left[\partial_{\beta}\left(\partial_{\alpha} M^{\prime}\right)=\partial_{\alpha}\left(\partial_{\beta} M^{\prime}\right)\right]$ precisely coincides with Eq. (4.3) and is thus automatically satisfied. This completes the proof that $(T)$ is an exact symmetry of isentropic flow, with $\gamma=3$. Corresponding symmetries for the cases $\gamma=\frac{5}{3}, \frac{7}{3}$, etc. may be deduced by application of the above-mentioned transformation of Landau and Lifshitz.

It is straightforward to show that $(T)$ reduces, for selfsimilar flow, to the transformation ( $T_{s}$ ) introduced in the preceding sections. Comparing Eqs. (3.14) and (4.4) (c) we observe that, as predicted, the ratio $t^{\prime} / t \equiv v^{2}-c^{2}$ is the product of two Riemann invariants.

## V. CONCLUSION

Self-similar solutions are widely used for solving problems in fluid mechanics and it is thus desirable to have, as far as possible, a complete knowledge of the symmetries presented by the self-similar ordinary differential equations. We have considered here the case of unidimensional flow of an adiabatic inviscid polytropic fluid.

The list of symmetries will in the first place include all those which are already known to exist independently of the self-similar assumption: there are essentially three such nontrivial symmetries, valid for arbitrary entropy distributions, whose properties have recently been reviewed by Gaffet ${ }^{1,4,6}$; they are denoted by the symbols $\left(T^{\prime}\right),(\bar{T}),\left(T^{*}\right)$.

We present here an additional symmetry, denoted $\left(T_{s}\right)$, which applies to the self-similar flow of arbitrary polytropes with arbitrary power-law entropy distribution. We have been able to obtain a generalization also valid for non-selfsimilar flow, in the isentropic case (Sec. IV).

It is of interest to note that, should one generalize $\left(T_{s}\right)$ to non-self-similar flow, one would thereby [see Eqs. (3.14) and (4.4) (c)] be able to derive the product of two Riemann invariants explicitly, and thus would obtain the general solution of the corresponding Euler equations in closed form.
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Stäckel and differential-Stäckel matrices are generalized so that the matrix elements may be functions of the derivatives of the dependent variable as well as the independent variable. The inverses of these matrices are characterized and it is shown that for significant classes of linear and nonlinear partial differential equations, variable separation is accomplished via this generalized Stäckel mechanism.

## I. INTRODUCTION

In Ref. 1 the authors introduced a general definition of additive variable separation for a partial differential equation

$$
\begin{equation*}
H\left(x_{I}, u, u_{I, i}\right)=E, \tag{1.1}
\end{equation*}
$$

where $E$ is a parameter, $x_{1}, \ldots, x_{N}$ are the independent variables, $u$ is the dependent variable, and $u_{I, i}=\partial_{x_{I}}^{i} u, i=1,2, \ldots$. A separable solution of (1.1) is a solution of the form $u=\Sigma_{J=1}^{N} S^{(J)}\left(x_{J}, E\right)$. Our definition is a straightforward extension of Levi-Civita's definition for first-order equations. ${ }^{2}$ We let $n_{I}$ be the largest number $l$ such that $\partial_{u_{l, l}} H \equiv H_{u_{l, l}} \neq 0$. To avoid discussion of degenerate cases we require $n_{I}>0$ for each $I$ (but $n_{I}$ is finite).

Let the truncated differentiation operator $\widetilde{D}_{I}$ be defined by

$$
\begin{equation*}
\widetilde{D}_{I}=\partial_{x_{I}}+u_{I, 1} \partial_{u}+u_{I, 2} \partial_{u_{I, 1}}+\cdots+u_{I, n_{I}} \partial_{u_{I, n_{I}-1}} \tag{1.2}
\end{equation*}
$$

In Ref. 1 we showed that every separable solution $u$ of (1.1) satisfies the integrability conditions

$$
\begin{align*}
& H_{u_{I, n_{I}}} H_{u_{J, n_{J}}}\left(\widetilde{D}_{I} \widetilde{D}_{J} H\right)+H_{u_{I, n_{r}} u_{J, n_{J}}}\left(\widetilde{D}_{I} H\right)\left(\widetilde{D}_{J} H\right) \\
& \quad-H_{u_{J, n_{J}}}\left(\widetilde{D}_{I} H\right)\left(\widetilde{D}_{J} H_{u_{I, n_{I}}}\right)-H_{u_{I, n_{J}}}\left(\widetilde{D}_{J} H\right)\left(\widetilde{D}_{I} H_{u_{J, n_{J}}}\right)=0 \\
& \quad 1 \leqslant I<J \leqslant N . \tag{1.3}
\end{align*}
$$

If (1.3) is an identity in the dependent variables $u, u_{K, k}$, we say that $\left\{x_{I}\right\}$ is a regular separable coordinate system for $H=E$. In this case the separable solutions involve $\Sigma_{J=1}^{N} n_{J}+1$ independent parameters: $u$ and the derivations $u_{I, i}, 1 \leqslant I \leqslant N$, $1 \leqslant i \leqslant n_{I}$ can be prescribed arbitrarily at a given point $\mathbf{x}^{0}$. If conditions (1.3) do not hold identically then the separation is nonregular and separable solutions, if they exist, will involve strictly fewer parameters than the regular case. (The standard examples of variable separation for the differential equations of mathematical physics all correspond to regular separation.) Multiplicative separation is handled in this framework by passing to a new dependent variable $v=\ln u$. There is a modified definition of variable separation for (1.1) when $E \equiv 0$, which we will not discuss here. ${ }^{1,3}$

It would be of great interest to know the general solution of (1.3) so that the mechanism of variable separation could be determined in all cases. However, the general solution is not even known for the Levi-Civita case $n_{I}=\cdots=n_{N}=1$. (The
solution has recently been worked out for Hamilton-Jacobi equations on pseudo-Riemannian manifolds. ${ }^{4}$ )

Historically, the fundamental mechanism for variable separation has been the Stäckel matrix. ${ }^{4}$ However, the Stäckel mechanism is not sufficient to encompass all types of separation given by solutions of (1.3). In order to describe the solutions of the integrability conditions for additive separation of linear equations $L u=E$ and $L u=0$ the authors introduced differential-Stäckel (D-Stäckel) matrices, a nontrivial extension of Stäckel matrices. ${ }^{3}$ Here, we further extend D-Stäckel matrices by permitting the matrix elements to be functions of the derivatives $u_{1, i}$ as well as the independent variables $x_{I}$. (For ordinary Stäckel matrices this is a straightforward extension. For D-Stäckel matrices it is more difficult.)

In Sec. II we define generalized D-Stäckel matrices and characterize their inverse matrices via a system of partial differential equations. This section is modeled on Ref. 3 (in which ordinary D-Stäckel matrices are treated) but Theorem 1 leads to some complications.

In Sec. III we present several classes of linear and nonlinear partial differential equations for which we can characterize the possible mechanisms of variable separation, and we show that they all correspond to generalized D-Stäckel form. For all cases treated we have $H_{u_{1, n} u_{j, n_{j}}}=0$ in (1.3) for $I \neq J$. (The cases where the mixed partial derivatives do not vanish are much more complicated.) Even with this restriction we do not yet know if generalized D-Stäckel form is sufficient to describe all variable separation or if additional mechanisms exist.

All functions appearing in this paper are assumed to be locally real analytic. Furthermore, functions $f\left(x_{K}, u_{K, k}\right)$ are assumed to be analytic as functions of the $u_{K, k}$ in the neighborhood of $u_{K, k}=0$. If we require that a nonzero $f$ is invertible we mean that $f\left(x_{K}, 0\right) \neq 0$ for the $\left\{x_{k}\right\}$ in some neighborhood on $R^{N}$ so that $f^{-1}\left(x_{K}, u_{K, k}\right)$ is also analytic.

## II. GENERALIZED D-STÄCKEL MATRICES

Consider a coordinate set $x_{1}, \ldots, x_{N}$ and let $n_{1}, \ldots, n_{N}$ be positive integers with $n=\sum_{I=1}^{N} n_{I}$. Let $S=\left(S_{(I, i), I}\left(x_{I}\right)\right)$ be an $n \times n$ nonsingular matrix with the properties
(1) $\quad S_{(I, \eta), I}\left(x_{I}\right)=\frac{d^{i-1}}{d x_{I}^{i-1}} S_{(I, 1), I}\left(x_{I}\right), \quad i=1,2, \ldots, n_{I} ;$
(2)

$$
\begin{gather*}
T^{1,\left(J_{J}\right)} \neq 0, \quad J=1, \ldots, N, \quad j=1, \ldots, n_{J}  \tag{2.1}\\
\text { where } T=S^{-1}, \text { i.e., } \\
\sum_{l=1}^{u} S_{(I, i), l}\left(x_{I}\right) T^{l,(J, \|)}=\delta_{(l, i)}^{(J, n} \tag{2.2}
\end{gather*}
$$

We call a matrix $S$ with these properties a differentialStäckel matrix (D-Stäckel matrix). [Here the rows of $S$ are designated by the index $(I, i)$, where $I=1, \ldots, N, i=1, \ldots, n_{I}$, whereas the columns of $S$ are designated by the index $l=1,2, \ldots, n$. Row ( $I, i$ ) depends only on $x_{I}$ and is the $i-1$ derivative of row ( $I, 1$ ). The index notation for $T$ is defined similarly but with rows and columns interchanged.] If $n_{I}$ $=1$ for all $I$ so $n=N$, then $S$ is an ordinary Stäckel matrix. ${ }^{5}$

Set $H_{(J, j)}=T^{1,(J, j)}$. In Ref. 3 it is shown that for $S$ a D Stäckel matrix the system of equations

$$
\begin{align*}
\partial_{I} \rho_{(J, \cap)}= & \left(\rho_{\left(I, n_{\lambda}\right)}-\rho_{(J, A)}\right) \partial_{I} \ln H_{(J, A} \\
& +\left(\rho_{\left(I, n_{I}\right)}-\rho_{(J, j-1)}\right) \frac{H_{(J, j-1)}}{H_{(J, \lambda)}} \delta_{I}^{J},  \tag{2.3}\\
& I, J=1, \ldots, N, \quad h=1, \ldots, n_{J},
\end{align*}
$$

admits a full linearly independent set of $n$ vector valued solutions $\left\{\rho_{(J, j)}^{l}\right\}, l=1, \ldots, n$. Conversely if the $n$ nonzero functions $\left\{H_{(J, n}\right\}$ are such that (2.3) admits a linearly independent set of vector valued solutions then there is an $n \times n$ D-Stäckel matrix $S$ such that $H_{(J, j)}=T^{1,(J, N)}$. See Refs. 6 and 7 for similar treatments of ordinary Stäckel matrices.

The integrability conditions for (2.3) are

$$
\begin{align*}
& \partial_{I J} H_{(P, p)}-\partial_{I} H_{(P, P)} \partial_{J} \ln H_{I}-\partial_{J} H_{(P, p)} \partial_{I} H_{J}=0, \\
& \quad P \neq I, J, \quad p=1, \ldots, n_{P},  \tag{2.4a}\\
& \partial_{I J} H_{(J, N)}-\partial_{I} H_{(J, A} \partial_{J} \ln H_{I}-\partial_{J} H_{(J, N} \partial_{I} \ln H_{J} \\
& \quad=H_{(J, j-1)} \partial_{I} \ln H_{J}-\partial_{I} H_{(J, j-1)}, \quad j=1, \ldots, n_{J}, \tag{2.4b}
\end{align*}
$$

where $I \neq J, H_{I} \equiv H_{\left(I, n_{l}\right)}$, and $H_{(J, 0)} \equiv 0$. By Theorem 1 of Ref. 3, conditions (2.4) are necessary and sufficient that the $n$ nonzero functions $\left\{H_{(J, j)}\right\}$ can be expressed in the form $H_{(J, j)}$ $=T^{1,(J, \|)}$ for $T$ the inverse of a D-Stäckel matrix $S$.

When Eqs. (2.4) hold the partial differential equation

$$
\begin{equation*}
\sum_{I=1}^{N} \sum_{i=1}^{n_{I}}\left(D_{I}^{i-1} Q_{I}\right) H_{(I, i)}=\mathrm{E} \tag{2.5}
\end{equation*}
$$

admits regular additive separation in the coordinates $x_{1}, \ldots, x_{N}$, where $E$ is a parameter (which could be zero), $Q_{I}\left(x_{I}, u_{I, i}\right)$ is a function of $x_{I}$, and a finite number of derivatives $u_{I, 1,} u_{I, 2}, \ldots, u_{I, q_{I}}$ with $m_{I} \geqslant 1, \partial_{u_{I, q,}} Q_{I} \neq 0$, and

$$
\begin{equation*}
D_{I}=\partial_{x_{i}}+\sum_{i=1}^{\infty} u_{I, i+1} \partial_{u_{l, i}} \tag{2.6}
\end{equation*}
$$

is the $I$ th total derivative. Indeed the separation equations are

$$
\begin{align*}
D_{I}^{i-1} Q_{I}+\sum_{l=1}^{n} S_{(I, i), l}\left(x_{I}\right) \lambda_{l} & =0,  \tag{2.7}\\
\quad 1 \leqslant I \leqslant N, \quad 1 \leqslant i \leqslant n_{l}, \quad \lambda_{1} & =-E,
\end{align*}
$$

where the $\lambda_{l}$ are the separation parameters. The separable solutions $u=\Sigma_{I=1}^{N} u^{(I)}\left(x_{I}, \lambda_{I}\right)$ are obtained by integrating $N$ ordinary differential equations (of order $m_{f}$ )

$$
\begin{equation*}
Q_{I}\left(x_{1}, u_{I, i}\right)+\sum_{l=1}^{n} S_{(I, 1), l}\left(x_{I}\right) \lambda_{l}=0 \tag{2.8}
\end{equation*}
$$

The remaining $n-N$ equations are redundant. The number of parameters in the solution $u$ is $\Sigma_{I} q_{I}+n-N+1$.

Stäckel and $\mathbf{D}$-Stäckel matrices can clearly be generalized to include dependent variables, thus incorporating a wider class of separable partial differential equations than (2.5). For this we consider coordinates $x_{1}, \ldots, x_{N}$, let $n=\Sigma_{I=1}^{N} n_{I}$, where the $n_{I}$ are positive integers, and let $\Omega_{1}, \ldots, \Omega_{N}$ be non-negative integers. Then a nonsingular $n \times n$ matrix $S=\left(S_{(I, i), I}\left(x_{I}, u_{1, j}\right)\right)$, with the properties
(1) $S_{(I, i, l}\left(x_{I}, u_{i, j}\right)=D_{I}^{i-1} S_{(I, 1), I}\left(x_{I}, u_{I, j}\right)$,

$$
i=1,2, \ldots, n_{I}
$$

(2) $\quad T^{1,(J, n)} \neq 0, \quad J=1, \ldots, N, \quad j=1, \ldots, n_{J}$, where $T=S^{-1}$,
(3) $S_{(I, 1), l}=S_{(1,1), l}\left(x_{I}, u_{I, 1}, \ldots, u_{I, \Omega_{I}}\right)$,
with $\partial_{u_{I, \Omega},} S_{(I, 1), l} \neq 0$ for some $l$ if $\Omega_{I}>0$,
is a (generalized) D-Stäckel matrix.
A generalized D-Stäckel matrix $S$ can be used to construct partial differential equations that permit regular separation in the coordinates $x_{r}$. Set $H_{(J, j)}=T^{1,(J, j)}$. It is then easy to show that equations of the form (2.5) permit regular separation.

Characterization of generalized D-Stäckel form in terms of differential equations satisfied by the $H_{(J, \lambda)}$ is not particularly difficult. In analogy with the derivation of Eq. (1.3) in Ref. 3, we can easily show that

$$
\begin{align*}
D_{I} \rho_{(J, j)}= & \left(\rho_{\left(I, n_{j}\right)}-\rho_{(J, j)}\right) D_{I} \ln H_{(J, j)} \\
& +\left(\rho_{\left(I, n_{I}\right)}-\rho_{(J, j-1)}\right)\left(H_{(J, j-1)} / H_{(J, j)}\right) \delta_{I}^{J}  \tag{2.9}\\
I, J= & 1, \ldots, N, \quad j=1, \ldots, n_{J}
\end{align*}
$$

where $\rho_{(J, \Lambda}$ (as well as $\left.H_{(J, \eta)}\right)$ depends only on the variables $x_{I}, u_{I, 1} u_{I, 2}, \ldots, u_{I, s_{I}}, I=1, \ldots, N$, and $s_{I}=n_{I}+\Omega_{I}-1$ if $\Omega_{I}$ $>0, s_{I}=0$ if $\Omega_{I}=0$, admit a full linearly independent set of $n$ vector valued solutions $\left\{\rho_{(J, j}^{\prime}\right\}, l=1, \ldots, n$ if and only if the nonzero functions $H_{(J, j)}$ are obtainable from a generalized D-Stäckel matrix $S$.

The total differential equation (2.9) is equivalent to a sequence of partial differential equations in which the lefthand side assumes the form $\partial_{u_{I, i}} \rho_{(\mathrm{J}, \mathrm{j})}, i=0, \ldots, s_{I}$. (We make the convention that $x_{I} \equiv u_{I, 0}$.) Indeed, equating coefficients of $u_{I, s_{I}+1}$ on both sides of (2.9) we have

$$
\begin{equation*}
\partial_{u_{1, s_{1}}} \rho_{(J, \lambda)}=\left(\rho_{\left(I, n_{\lambda}\right)}-\rho_{(J, \Lambda)}\right) \partial_{u_{1, s_{j}}} \ln H_{(J, \Lambda)} \tag{2.10}
\end{equation*}
$$

We can obtain the derivatives $\partial_{u_{J, i}} \rho_{(J, j)}, i=1, \ldots, s_{J}-1$ recursively from (2.9) and (2.10) through the relation $\partial_{u_{L, i-1}}=\left[\partial_{u_{L, i}}, D_{I}\right]=\partial_{u_{I, i}} D_{I}-D_{I} \partial_{u_{I, i}} \quad$ Finally, $\quad \partial_{x_{Y}}$ $=D_{I}-\Sigma_{i=1}^{s_{1}} u_{I, i+1} \partial_{u_{L i}}$, when applied to $\rho_{(J, A)}$.

We can obtain integrability conditions for Eq. (2.9) by computing $D_{J}\left(D_{I} \rho_{(K, k)}\right)=D_{I}\left(D_{J} \rho_{(K, K)}\right), I \neq J$, and equating coefficients of $\rho_{(L, l)}$ on each side of the resulting expression:

$$
\begin{align*}
& D_{I} D_{J} H_{(P, p)}-D_{I} H_{(P, p)} D_{J} \ln H_{I}-D_{J} H_{(P, p)} D_{I} \ln H_{J}=0, \\
& \quad P \neq I, J, \quad p=1, \ldots, n_{P},  \tag{2.11a}\\
& D_{I} D_{J} H_{(J, \lambda}-D_{I} H_{(J, n)} D_{J} \ln H_{I}-D_{J} H_{(J, \lambda} D_{I} \ln H_{J} \\
& \quad-H_{(J, j-1)} D_{I} \ln H_{J}+D_{J} H_{(J, j-1)}=0, \\
& \quad j=1, \ldots, n_{J} . \tag{2.11b}
\end{align*}
$$

Here $H_{J} \equiv H_{\left(J, n_{j}\right)}, H_{(J, 0)} \equiv 0$. It is not entirely clear, however, that Eqs. (2.11) are the complete set of integrability conditions. For these we need to compute $\partial_{u_{j, j}}\left(\partial_{u_{l, i}} \rho_{(X, k)}\right)$ $=\partial_{u_{l, i}}\left(\partial_{u_{J, j}} \rho_{(K, k)}\right), i=0, \ldots, s_{I}, \quad j=0, \ldots, s_{j}$.

Theorem 1: Conditions (2.11a) and (2.11b) are necessary and sufficient for complete integrability of Eqs. (2.9), hence they are the necessary and sufficient conditions for the existence of a generalized D-Stäckel matrix $S$ such that $H_{(J, \eta)}$ $=T^{1,(J, f)} \neq 0$.

Proof: It is already evident that conditions (2.11) are necessary for the existence of a generalized D-Stäckel matrix. To prove they are sufficient we consider the integrability conditions $(I \neq J)$

$$
\begin{align*}
& D_{J}\left(D_{I} \rho_{(K, k)}\right)-D_{I}\left(D_{J} \rho_{(K, k)}\right) \\
&=-\rho_{\left(J, n_{j}\right)} \frac{\overleftarrow{D}_{I} \vec{D}_{J} H_{(K, k)}}{H_{(K, k)}}+\rho_{\left(I, n_{1}\right)} \frac{\overleftarrow{D}_{I} \vec{D}_{J} H_{(K, k)}}{H_{(K, k)}}, \tag{2.12}
\end{align*}
$$

where $\overleftarrow{D}_{I} \vec{D}_{J} H_{(K, k)}$ is the left-hand side of expression (2.11a) if $K=P \neq I, J$ or expression (2.11b) if $K=J$. The left-hand side of (2.12) is computed directly from (2.9). Clearly (2.12) vanishes for a complete set of solutions $\rho$ if and only if $\overleftarrow{D}_{I} \vec{D}_{J} H_{(K, k)}=0$. The integrability condition

$$
\begin{equation*}
\partial_{u_{J, s j}}\left(\partial_{u_{t, s}} \rho_{(K, k)}\right)-\partial_{u_{t, s_{l}}}\left(\partial_{u_{J, s j}} \rho_{(K, k)}\right) \tag{2.13}
\end{equation*}
$$

can be obtained from (2.12) by equating coefficients of $u_{J, s_{J}+1} u_{I, s_{I}+1}$ :

$$
\begin{equation*}
\overleftarrow{\partial}_{u_{l, s_{I}}} \vec{\partial}_{u_{J, s, J}} H_{(K, k)}=0 . \tag{2.14}
\end{equation*}
$$

Furthermore, equating coefficients of $u_{J, s_{j}+1}$ and $u_{I, s_{I}+1}$, respectively, we find the conditions corresponding to $\partial_{u_{J, s}}\left(D_{I} \rho\right)$,

$$
\begin{align*}
& -D_{I}\left(\partial_{u_{J_{S,},}} \rho\right) \text { and } D_{J}\left(\partial_{u_{T, s_{I}}} \rho\right)-\partial_{u_{L_{l, s_{I}}}}\left(D_{J} \rho\right): \\
& \overleftarrow{D}_{I} \vec{\partial}_{u_{J, s,}} H_{(K, k)}=0, \overleftarrow{\partial}_{u_{L_{, S},}} \vec{D}_{J} H_{(K, k)}=0 . \tag{2.15}
\end{align*}
$$

Note that conditions (2.14) and (2.15) can be obtained directly from (2.11) by equating coefficients of $u_{J, s_{J}+1} u_{I, s_{I}+1}$, and $u_{J, s_{J}+1}$ and $u_{I, s_{I}+1}$, respectively.

We can now derive the conditions corresponding to $\partial_{u_{J, j}}\left(D_{I} \rho\right)-D_{I}\left(\partial_{u_{J, j}} \rho\right)$ recursively from the above expression through repeated application of the identity

$$
\begin{equation*}
\partial_{u_{J, j}}=\left[\partial_{u_{J, j+1}}, D_{J}\right], \quad j=1,2, \ldots, s_{J}-1 . \tag{2.16}
\end{equation*}
$$

From this result and (2.13) we can obtain the conditions corresponding to

$$
\begin{equation*}
\partial_{u_{J, j}}\left(\partial_{u_{l, i}} \rho\right)-\partial_{u_{J, i}}\left(\partial_{u_{J, j}} \rho\right) \tag{2.17}
\end{equation*}
$$

recursively through application of the identity $\partial_{u_{l, i}}$ $=\left[\partial_{u_{L, t+}}, D_{I}\right], i=1,2, \ldots, S_{I}-1$. At each stage of this process the integrability conditions are linear combinations of (2.11), (2.14), (2.15), and their derivatives, hence they are im-
plied by (2.11). Finally the conditions $\partial_{x_{j}}\left(\partial_{x_{j}} \rho\right)-\partial_{x_{I}}\left(\partial_{x_{j}} \rho\right)$ can be obtained from
$\left[\partial_{x_{I}}, \partial_{x_{J}}\right]=\left[D_{x_{I}}-\sum_{i=1}^{s_{I}} u_{I, i+1} \partial_{u_{L, i}}, \quad D_{J}-\sum_{j=1}^{s_{J}} u_{J, j+1} \partial_{u_{J, j}}\right]$.
Again the integrability conditions are implied by (2.11a) and (2.11b).
Q.E.D.

Now that we have succeeded in characterizing generalized D-Stäckel matrices in terms of the first column of their inverse matrices, we can extend the notion of a Stäckel multiplier to this situation. Suppose $n$ nonzero functions $H_{(J, j)}\left(x_{I}, u_{I, i}\right)$ satisfy conditions (2.11), and hence determine a generalized D-Stäckel matrix $S$. A nonzero function $f\left(x_{I}, u_{I, i}\right)$ such that the functions $\widetilde{H}_{(J, n}=H_{(J, \eta)} / f$ also satisfy conditions (2.11) is a (generalized) D-Stäckel multiplier for the system $\left\{H_{(0, j)}\right\}$.

Theorem 2: The following are equivalent characterizations of D-Stäckel multipliers $f:(1) f$ satisfies the equations

$$
\begin{align*}
& D_{I} D_{J} f-D_{I} \ln H_{J} D_{J} f-D_{J} \ln H_{I} D_{I} f=0, \\
& I \neq J, \quad H_{I}=H_{\left(I, n_{I}\right)} . \tag{2.18a}
\end{align*}
$$

(2) there exist $N$ functions $\varphi^{J}\left(x_{J}, u_{J, j}\right), D_{I} \varphi^{J}=0$ for $I \neq J$, such that

$$
\begin{equation*}
f\left(x_{K}, u_{K, k}\right)=\sum_{J=1}^{N} \sum_{j=1}^{n_{J}}\left(D_{J}^{j-1} \varphi^{J}\right) H_{(J, j)} \tag{2.18b}
\end{equation*}
$$

Proof: It is obvious from Theorem 1 that (2.18a) is equivalent to the definition of a D-Stäckel multiplier. Now suppose $f$ is a D-Stäckel multiplier. Then there is an $n \times n \mathrm{D}$ Stäckel matrix $\widetilde{S}\left(\right.$ for $\left.\widetilde{H}_{(J, j)}=H_{(J, n)} / f\right)$ such that

$$
\begin{equation*}
\widetilde{T}^{1,(J, j)}=H_{(J, j)} / f . \tag{2.19}
\end{equation*}
$$

The elements in the first column of the D-Stäckel matrix $S$ can be denoted

$$
\widetilde{S}_{(J, j, 1}=\frac{d^{j-1}}{d x_{J}^{j-1}} \varphi^{J}\left(x_{J}, u_{J, l}\right)
$$

for $N$ functions $\varphi^{J}$. Multiplying both sides of (2.19) by $\widetilde{S}_{(J, N, 1}$ and summing over the index ( $J, j$ ) we obtain ( 2.18 b ).

Conversely, suppose $f$ is defined by ( 2.18 b ) for some functions $\varphi^{J}\left(x_{J}, u_{j, l}\right)$. From this expression and conditions (2.10) it is straightforward to verify that $f$ satisfies Eq. (2.18a). Hence $f$ is a D-Stäckel multiplier.
Q.E.D.

Although Theorem 1 is valid only when $H_{(J, n} \neq 0$ for all $(J, j)$, Eqs. (2.11) make sense as long as $H_{\left(J, n_{J}\right)} \equiv H_{J} \neq 0$, even if some of the remaining $H_{(J, j)}$ vanish. We need to determine the significance of those solutions of (2.11) for which it is only required that $H_{J} \neq 0$. Furthermore it will be useful to determine the effect on the solutions of replacing each $H_{J}$ by $g_{J}\left(x_{J}, u_{J, j}\right) H_{J}$, where $g_{J}$ is invertible in a neighborhood of the point ( $x_{J}^{0}, 0$ ), so that $g_{J}^{-1}$ will also be analytic in the $u_{(J, j)}$ in a neighborhood of the point.

To answer these questions it is useful to write Eqs. (2.11) in the form

$$
\begin{align*}
& A_{I J} H_{(P, P)}=0, \quad P \neq I, J,  \tag{2.20}\\
& A_{I J} H_{(J, j)}=B_{I J} H_{(J, j-1)}, \quad H_{(J, 0)}=0, \quad I \neq J,
\end{align*}
$$

where

$$
\begin{align*}
& A_{I J}=D_{I} D_{J}-D_{J} \ln H_{I} D_{I}-D_{I} \ln H_{J} D_{J}, \\
& B_{I J}=-D_{I}+D_{I} \ln H_{J}, \quad H_{J}=H_{\left(J, n_{J}\right)} \neq 0,  \tag{2.21}\\
& \quad 1 \leqslant J \leqslant N, \quad 1 \leqslant j \leqslant n_{J}, \quad \sum_{J} n_{J}=n .
\end{align*}
$$

We require that the $H_{(J, j)}$ and the other functions appearing in the lemmas depend only on the variables $x_{I}$ and $u_{I, i}$, $1<I \leqslant N, 1 \leqslant i \leqslant s_{I}$.

Suppose we are given $N$ nonzero functions $H_{J}$ satisfying $A_{I J} H_{P}=0$ for $P \neq I, J, I \neq J$, and $N$ nonzero functions $g_{J}$ satisfying $D_{I} g_{J}=0$ for $I \neq J$. Our task will be to construct a finite set of functions $\mathscr{H}_{(J, j)}$ with $H_{\left(J, n_{j}\right)}=g_{J} H_{J}$ such that Eqs. (2.12) are satisfied. Initially the value of $n_{J}$ is unknown.

The construction process is based on the second equation (2.20) which we rewrite as follows:

$$
\begin{equation*}
D_{I}\left(\frac{H_{(K, k-1)}}{H_{K}}\right)=\frac{-A_{I K} H_{(K, k)}}{H_{K}}, \quad I \neq K . \tag{2.22}
\end{equation*}
$$

If $H_{(K, k)}$ is known we can construct $H_{(K, k-1)}$ from (2.22) by quadrature.

Lemma 1: Suppose the $N$ nonzero functions $H_{P}$ satisfy $A_{I J} H_{P}=0$ for $P \neq I, J$ and the function $H_{K, k}($ fixed $K, k)$ satisfies $A_{I J} H_{K, k}=0, K \neq I, J, I \neq J$. Then the $N-1$ equations (2.20) are compatible and have the general solution

$$
\begin{equation*}
H_{(K, k-1)}=\widetilde{H}_{(K, k-1)}+f^{(k-1)}\left(x_{K}, u_{K, i}\right) H_{K}, \tag{2.23}
\end{equation*}
$$

where $\widetilde{H}_{(K, k-1)}$ is a particular solution and $f^{(k-1)}$ is an arbitrary function of $x_{K}, u_{K, i}$. The solution satisfies

$$
\begin{equation*}
A_{I J} H_{(K, k-1)}=0, \quad K \neq I, J, \quad I \neq J . \tag{2.24}
\end{equation*}
$$

It follows that for each $K$ we can always construct functions $H_{(K, k-1)}$ through a recursive procedure using (2.22) such that the first equation (2.20) is automatically satisfied. At each step the solution $H_{(K, k-1)}$ is arbitrary up to the additive term $f^{(k-1)}\left(x_{K}, u_{K, i}\right) H_{K}$ and we choose one of these solutions. Thus we generate an infinite sequence $\left\{H_{(K, k)}=H_{K}^{(l)}\right\}$, $l=0,1,2, \ldots$, where $n_{K}-l=k$ (but $n_{K}$ is unknown) and

$$
\begin{equation*}
A_{I K} H_{K}^{(I)}=B_{I K} H_{K}^{(I+1)}, \quad I \neq K, \quad H_{K}=H_{K}^{(0)} . \tag{2.25}
\end{equation*}
$$

Suppose there is a smallest finite positive integer $n_{K}$ for which functions $f_{(i)}\left(x_{K}, u_{K, j}\right)$ exist such that

$$
\begin{equation*}
H_{K}^{\left(m_{K}\right)}=\sum_{i=0}^{m_{K}-1} f_{(i)}\left(x_{K}, u_{K, j}\right) H_{K}^{(i)} \tag{2.26}
\end{equation*}
$$

The following lemmas can be verified by straightforward induction using the properties
(1) $B_{I K} F\left(x_{j}, u_{J_{j}}\right)=0$, for all $I \neq K$,

$$
\begin{equation*}
\Leftrightarrow F=f\left(x_{K}, u_{K, j}\right) H_{K} \tag{2.27}
\end{equation*}
$$

$$
\begin{equation*}
A_{I K}\left(f\left(x_{K}, u_{K, j}\right) H_{K}^{(l)}\right)=B_{I K}\left(f H_{K}^{(l+1)}-D_{K} f H_{K}^{(l)}\right) . \tag{2}
\end{equation*}
$$

Lemma 2: Each $H_{K}^{\left(m_{K}+s\right)}, s=0,1,2, \ldots$, is a linear combination of the finite set $\left\{H_{K}^{(l)}: l=0, \ldots, m_{K}-1\right\}$ with coefficients that are functions of $x_{K}, u_{K, j}$.

Lemma 3: Let $\left\{\mathscr{H}_{K}^{(l)}\right\},\left\{h_{K}^{(l)}\right\}, l=0,1,2, \ldots$, be two sequences constructed by the procedure (2.22), (2.23) such that $\mathscr{H}_{K}^{(0)} \equiv \mathscr{H}_{K}=g_{0} h_{K}$, where $g_{0}$ is invertible and $D_{I} g_{0}=0$ for $I \neq K$. Then there is a sequence $g_{1}, g_{2}, \ldots$ with $D_{I} g_{i}=0$ for $I \neq K$ and expressions $L_{i, j}\left(g_{0}, g_{1}, \ldots, g_{i-j-1}\right)$ with $L_{i, 0}=0$ for
$l \geqslant 1, \quad L_{i, i-1}=D_{K} g_{0}, \quad$ and $\quad L_{i+1, j}=L_{i, j-1}+D_{K} g_{i-j}$ $-D_{K} L_{i, j}$ such that

$$
\begin{equation*}
\mathscr{H}_{K}^{(i)}=g_{0} h_{K}^{(i)}+\sum_{j=0}^{i-1}\left(g_{i-j}-L_{i, j}\right) h_{K}^{(j)}, \quad i=0,1,2, \ldots \tag{2.29}
\end{equation*}
$$

Any such sequence $\left\{g_{l}\right\}$ together with $\left\{h_{K}^{(l)}\right\}$ determines a new sequence of solutions $\left\{\mathscr{H}_{K}^{(l)}\right\}$.

Let $\left\{H_{K}^{(I)}\right\}$ be the solution sequence with property (2.25). Then setting $h_{K}^{(i)}=H_{K}^{(i)} \quad$ in (2.28) choosing $g_{0}=1, g_{1}, \ldots, g_{m_{K}-1}$ recursively such that

$$
-f_{(j)}=g_{m_{K}-j}-L_{m_{K . j}}, \quad j=0,1, \ldots, m_{K}-1
$$

we have $\mathscr{H}_{K}^{\left(m_{K}\right)}=0$. Thus there is a solution sequence $\left\{\mathscr{H}_{K}^{(l)}\right\}$ with $\mathscr{H}_{K}^{(0)}, \ldots, \mathscr{H}_{K}^{\left(m_{K}-1\right)}$ nonzero and all further terms zero. By Lemma 3, all other solution sequences are linear combinations of these $m_{K}$ nonzero terms.

Lemma 4: The integer $m_{K}$, if it exists, is unique.
In particular, modifying $H_{K}$, to $g_{K} H_{K}$ with $g_{K}$ invertible and $D_{I} g_{K}=0$ for $I \neq K$ does not change $m_{K}$.

Based on the preceding results, given any solution $\left\{H_{[K, k)}\right\}$ of Eq. (2.11) we can determine the integers $m_{K}$ such that $1 \leqslant m_{K} \leqslant n_{K}$. Then there is another solution $\left\{\mathscr{H}_{(K, k)}\right\}$ with $m=\Sigma_{K=1}^{N} m_{K}$ nonzero terms such that each $H_{(K, k)}$ is a linear combination of the $\mathscr{H}_{(K, k)}$. Thus the original solution is associated with an $m \times m$ generalized D -Stäckel matrix.

## III. SEPARABILITY CONDITIONS

Suppose we are given a partial differential equation

$$
\begin{equation*}
H\left(x_{I}, u, u_{I, i}\right)=E \tag{3.1}
\end{equation*}
$$

which admits regular additive separability in the coordinates $x_{i}$. (Unless otherwise specified we will adhere to the notation and conventions for separation listed in the Introduction.) That is, suppose the integrability equations (1.3) are satisfied identically in $u, u_{1, i}$. What is the form of the separation and how can the separation equations be determined from (1.3)? In this section we will identify some classes of linear and nonlinear differential equations where the separation is achieved via generalized D-Stäckel matrices.

Our method of approach is exemplified by the following observation concerning (3.1).

Lemma 5: Suppose $\partial_{u} H=\partial_{u_{, .,}} \partial_{u_{J, j}} H=0$ for all $I \neq J$ and $\partial_{u_{J, n_{J}}} H \equiv H_{J}\left(x_{K}, u_{K, k}\right)$ is invertible for $1 \leqslant K \leqslant N$, $1 \leqslant k \leqslant n_{K}-1$. Further suppose the $\left\{H_{J}\right\}$ generate a D Stäckel matrix via the process (2.22). Then the differential equation $H=E$ is regular separable if and only if $H$ is a generalized D-Stäckel multiplier.

Proof: The integrability conditions (1.3) for $H$ are, in this case, equivalent to

$$
\left(D_{I} D_{J}-D_{I} \ln H_{J} D_{J}-D_{J} \ln H_{I} D_{I}\right) H=0, \quad I \neq J
$$

the condition that $H$ be a D-Stäckel multipler.
Theorem 3: Suppose $H$ takes the form

$$
\begin{align*}
& H=\sum_{J=1}^{N} H_{J}\left(x_{K}, u_{K, k}\right) \mathscr{P}_{J}\left(x_{J}, u_{J, n_{J}}, u_{J, j}\right)+V\left(x_{K}, u_{K, k}\right) \\
& \quad 1 \leqslant K \leqslant N, \quad 1 \leqslant k \leqslant n_{K}-1, \tag{3.2}
\end{align*}
$$

where $H_{J}$ is invertible, $D_{I} \mathscr{P}_{J}=0$ for $I \neq J$, and
$\partial_{u_{J, n}, \mathscr{P}_{J}}^{2} \neq 0$. Then the equation $H=E$ is regular separable if and only if the $\left\{H_{J}\right\}$ are in generalized Stäckel form ( $m_{J}=1$ ) and $H$ is a generalized Stäckel multiplier with respect to this form.

Proof: In this case the integrability conditions (1.3) are equivalent to

$$
A_{I J} H_{P}=0, \quad I \neq J, \quad 1 \leqslant I, J, P \leqslant N, \quad A_{I J} H=0,
$$

where $A_{I J}$ is defined by (2.21).
Q.E.D.

Theorem 4: Suppose $H$ takes the form

$$
\begin{gather*}
H=\sum_{J=1}^{N} H_{J}\left(x_{K}\right) \mathscr{P}_{J}\left(x_{J}, u_{J, j}\right) u_{J, n_{J}}+V\left(x_{K}, u_{K, k}\right),  \tag{3.3}\\
1 \leqslant K \leqslant N, \quad 1 \leqslant k \leqslant n_{K}-1, \quad 1 \leqslant j \leqslant n_{J}-1,
\end{gather*}
$$

where $H_{J} \mathscr{P}$, is invertible. Then the quasilinear equation $H=E$ is regular separable if and only if the functions $H_{J}$ determine an (ordinary) D-Stäckel matrix via the process (2.22) and $H$ is a D-Stäckel multiplier with respect to this form.

Proof: The integrability conditions (1.3) for $H=E$ are
(1) $\hat{A}_{I J} H_{P}=0, \quad P \neq I, J$,
(2) $\hat{A}_{I J}\left(H_{I} \mathscr{P}_{I}\right)=\widehat{B}_{I J}\left(\partial_{u_{I, n_{I}-1}} V\right)$,
(3) $\hat{A}_{I J} V=0$,
(4) $\partial_{u_{l, n_{I}-1}} \partial_{u_{J, n_{J}-1}} V=0$,
for all $I \neq J$, where

$$
\begin{align*}
& \hat{A}_{I J}=\hat{D}_{I} \hat{D}_{J}-\hat{D}_{J} \ln H_{I} \hat{D}_{I}-\hat{D}_{I} \ln H_{J} \hat{D}_{J} \\
& \widehat{B}_{I J}=-\hat{D}_{I}+\widehat{D}_{I} \ln H_{J}  \tag{3.5}\\
& \hat{D}_{I}=\partial_{x_{I}}+\sum_{i=1}^{n_{I}-2} u_{I, i+1} \partial_{u_{I, i}}
\end{align*}
$$

Note that

$$
\begin{equation*}
D_{I} \ln \left(H_{J} \mathscr{P}_{J}\right)=D_{I} \ln H_{J}=\partial_{x_{I}} \ln H_{J} \tag{3.6}
\end{equation*}
$$

for $I \neq J$. Using (4) and differentiating (2) with respect to $u_{J, n_{J}-1}, \quad u_{J, n_{J}-2}, \ldots, u_{J, 1}, \quad$ recursively, we obtain $\partial_{u_{,, n_{t}-1}} \partial_{u_{J, J}} V=0$. Then differentiating (3) with respect to $u_{l, i}$ and $u_{J, j}$ recursively, we obtain $\partial_{u_{J, i}} \partial_{u_{J, j}} V=0, I \neq J$. Thus we can write $V$ uniquely in the form

$$
\begin{equation*}
V=V_{0}\left(x_{K}\right)+\sum_{J=1}^{N} V_{J}\left(x_{K}, u_{J, j}\right), \quad 1 \leqslant K \leqslant N, \quad 1 \leqslant j \leqslant n_{J}-1, \tag{3.7}
\end{equation*}
$$

where $V_{J}\left(x_{K}, 0\right)=0$, and (2) becomes

$$
\begin{equation*}
\hat{A}_{I J}\left(H_{I} \mathscr{P}_{I}\right)=\hat{B}_{I J}\left(\partial_{u_{I, n_{I}-}} V_{I}\right) \tag{3.8}
\end{equation*}
$$

Differentiating (3) with respect to $u_{l, i}$ we find

$$
\begin{equation*}
\hat{A}_{I J}\left(\partial_{u_{L, I}}, V_{I}\right)=\widehat{B}_{I J}\left(\partial_{u_{J, I-1}}\right) V_{I}, \tag{3.9}
\end{equation*}
$$

where the right-hand side of (3.9) vanishes for $i=1$. Then, using (2) we can verify the formulas
$A_{I J}\left(H_{P} \mathscr{P}_{P}\right)=0, \quad P \neq I, J$,
$A_{I J}\left(H_{I} \mathscr{P}_{I}\right)=B_{I J}\left(\partial_{u_{L, n_{I}-1}} V_{I}+H_{I} \partial_{u_{I, n_{I}-1}} \mathscr{P}_{I}\right)$

$$
\begin{aligned}
& A_{I J}\left(\partial_{u_{l, i}} V_{I}+H_{I} \partial_{u_{I, i}} \mathscr{P}_{I}\right) \\
& \quad=B_{I J}\left(\partial_{u_{I, i-1}} V_{I}+H_{I} \partial_{u_{I, i-1}} \mathscr{P}_{I}\right) \\
& \quad 1 \leqslant i \leqslant n_{I}-1
\end{aligned}
$$

where $\partial_{u_{L .0}} V_{I}-H_{I} \partial_{u_{t 0}} \mathscr{P}_{I} \equiv 0$. Here the truncated derivatives $\hat{D}_{J}$ have been replaced by total derivatives $D_{J}$. These formulas agree with (2.11a) and (2.11b) for $\mathscr{H}_{I}=H_{I} \mathscr{P}_{I}$, $\mathscr{H}_{(I, i)}=\partial_{u_{I}, i} V_{I}+H_{I} \partial_{u_{I, L}} \mathscr{P}_{I}, 1 \leqslant i \leqslant n_{I}-1$. It follows from (2.6) and Lemma 3 that the $H_{I}$ also generate solutions of (2.11) that are independent of the $u_{K, k}$, since $\mathscr{P}_{I}$ is invertible. Hence the integrability conditions (1.3) imply that $H_{(I, I)}$ determine a D -Stäckel matrix and that $H$ is a D -Stäckel multiplier with respect to this form.
Q.E.D.

Due to the property (3.6) it is not necessary to assume in Theorems 3 and 4 that the functions $\mathscr{P}_{I}\left(x_{i}, u_{J, i}\right)$ are invertile in the strong sense of the Introduction; they may be permitted to vanish for $u_{l, i}=0$.

Corollary 1: If in (3.3) we have $\mathscr{P}_{I} \neq 0$ for all $I$ then the functions $H_{I}\left(x_{K}\right)$ determine an (ordinary) D-Stäckel matrix and $H$ is an (ordinary) D-Stäckel multiplier with respect to this form.

This result follows from Lemma 3.
Corollary 2: Consider the differential equation $L \psi=E \psi$, where $L$ is the linear $n$ th-order partial differential operator ( $n>1$ )

$$
\begin{align*}
L= & \sum_{J=1}^{N} H_{J}\left(x_{K}\right) \partial_{x_{J}}^{n} \\
& +\sum_{a_{I}>0}^{a_{1}+\cdots+a_{N}<n} H_{a_{1}, \ldots, a_{N}}\left(x_{K}\right) \cdot \partial_{x_{1}, \ldots, \ldots, \partial_{x_{N}}^{a_{N}}}^{a_{N}} \tag{3.10}
\end{align*}
$$

with $H_{J} \neq 0$ for each $J$. This equation admits regular multiplicative separation in the coordinates $x_{K}$ if and only if

$$
\begin{equation*}
L=\sum_{J=1}^{N} H_{J}\left(x_{K}\right)\left(\partial_{x_{J}}^{n}+\sum_{a=0}^{N-1} f_{J}^{a}\left(x_{J}\right) \partial_{x_{J}}^{a}\right), \tag{3.11}
\end{equation*}
$$

where $\partial_{x_{I}} f_{J}^{a}=0$ for $I \neq J$ and the $\left\{H_{p}\right\}$ are in (ordinary) Stäckel form.

Proof: The equation $L \psi=E \psi$ admits regular multiplicative separation (by definition) provided the equation $H=E$, obtained by setting $\psi=e^{u}$ in $L \psi / \psi=E$, admits regular additive separation:

$$
\begin{equation*}
H=\sum_{J=1}^{N} H_{J}\left(x_{K}\right) u_{J, n}+V\left(x_{K}, u_{K, k}\right), \quad 1<k<n . \tag{3.12}
\end{equation*}
$$

Here $V$ is an $n$ th-order polynomial in the derivatives $u_{K, k}$ whose $n$ th-order terms take the form

$$
\sum_{J=1}^{N} H_{J}\left(x_{K}\right) u_{J, 1}^{n}
$$

Equating coefficients of $u_{P, 1}^{n}$ on both sides of the integrability conditions $A_{I J} H=0$, we find $A_{I J} H_{P}=0$ for all $P$. Thus, ( $H_{P}$ \} is in (ordinary) Stäckel form. Furthermore, from (2.7) we see that there can be no cross terms in the potential $V$. This means that in (3.10) we can require $H_{a_{1}, \ldots, a_{N}}=0$ if more than one $a_{I}$ is nonzero. Since $V$ must be a Stäckel multiplier with respect to the Stäckel form $\left\{H_{P}\right\}$ we obtain (3.11).
Q.E.D.

Having brought up multiplicative separation of linear
eigenvalue equations we might as well mention the additive separation case.

Proposition: The equation $L u=E u$, where

$$
L u=\sum_{J=1}^{N} \sum_{j=1}^{n_{j}} H_{(j, j)}\left(x_{K}\right) u_{J, j}+H_{(0)} u
$$

and $H_{J} \equiv H_{\left(J, n_{J}\right)} \neq 0$ admits regular additive separation in the coordinates $x_{K}$ if and only if $\partial_{x_{1}} H_{(J, j)}=0$ for $I \neq J$ and $\partial_{x_{I}} H_{(0)}=0$ for all $I$.

The proof is a straightforward application of the integrability conditions to $H=L u / u$. Although additive separation is not very interesting for $L u=E u$, in the case of homogeneous equations $L u=0$ nontrivial D-Stäckel additive separation occurs even in coordinate systems for which there is no multiplicative separation. ${ }^{3}$
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#### Abstract

We propose a method for finding the Lax pairs and rational solutions of integrable partial differential equations. That is, when an equation possesses the Painlevé property, a Bäcklund transformation is defined in terms of an expansion about the singular manifold. This Bäcklund transformation obtains (1) a type of modified equation that is formulated in terms of Schwarzian derivatives and (2) a Miura transformation from the modified to the original equation. By linearizing the (Ricati-type) Miura transformation the Lax pair is found. On the other hand, consideration of the (distinct) Bäcklund transformations of the modified equations provides a method for the iterative construction of rational solutions. This also obtains the Lax pairs for the modified equations. In this paper we apply this method to the Kadomtsev-Petviashvili equation and the Hirota-Satsuma equations.


## I. INTRODUCTION

In Ref. 1 we have formulated a procedure for calculating the Lax pair and rational solutions of partial differential equations that possess the Painlevé property. That is, for an equation with the Painlevé property, a Bäcklund transformation is defined in terms of an expansion about the "singular manifold." This Bäcklund transformation obtains (1) a type of "modified equation" that can be expressed in terms of Schwarzian derivatives and (2) a Miura transformation from the modified to the original equation. By linearizing the Ricati-type Miura transformation (and the modified equations), the Lax pair is found. Then, further consideration of the Bäcklund transformations for the modified equations provides a method for the iterative construction of "rational" solutions, and finds the Lax pair for the modified equations as well.

We recall that the partial differential equation is said to possess the Painlevé property ${ }^{2-7}$ when the solutions of the partial differential equation (pde) are "single valued" about the movable, singularity manifold and the singularity manifold is "noncharacteristic." To be precise, if the singularity manifold is determined by

$$
\begin{equation*}
\varphi\left(z_{1}, z_{2}, \ldots, z_{n}\right)=0 \tag{1.1}
\end{equation*}
$$

and $u=u\left(z_{1}, \ldots, z_{n}\right)$ is a solution of the pde, then we require that

$$
\begin{equation*}
u=\varphi^{\alpha} \sum_{j=0}^{\infty} u_{j} \varphi^{j} \tag{1.2}
\end{equation*}
$$

where $u_{0} \neq 0, \varphi=\varphi\left(z_{1}, \ldots, z_{n}\right)$, and $u_{j}=u_{j}\left(z_{1}, \ldots, z_{n}\right)$ are analytic functions of $\left(z_{j}\right)$ in a neighborhood of the manifold (1.1) and $\alpha$ (the leading-order exponent) is a (negative) rational number. The requirement that the manifold (1.1) be noncharacteristic (for the pde) insures that the expansion (1.2) will be well defined, in the sense of the Cauchy-Kovalevskaya theorem. ${ }^{8}$ Substitution of (1.2) into the pde determines that value(s) of $\alpha$, and defines the recursion relations for $u_{j}$,

[^5]$j=0,1,2, \ldots$. When the expansion (1.2) is well defined and contains the maximum number of arbitrary functions allowed at the "resonances," ${ }^{2,9,10}$ the pde is said to possess the Painlevé property and is conjectured to be integrable. Informally, the resonances are the values of $j$ for which the $u_{j}$ are not "fixed" by the recursion relations (i.e., are arbitrary).

The Bäcklund transformation is defined by truncating the expansion (1.2) at the constant level term. That is, we set

$$
\begin{equation*}
u=u_{0} \varphi \varphi^{-n}+u_{1} \varphi \varphi^{-n+1}+\cdots+u_{n}, \tag{1.3}
\end{equation*}
$$

and find, from the recursion relations for $u_{j}$ and the condition that $u_{j}$ vanish for $j>n$, a system of equations for ( $\varphi, u_{j}$, $j=0,1, \ldots, n$ ), where $u_{n}$ will satisfy the (original) pde. This system of equations will, in general (depending on the values of the resonances), be overdetermined. Upon solving this system, it is found, for those equations considered, the $\varphi$ satisfies an equation formulated in terms of Schwarzian derivatives ${ }^{3}$ :

$$
\begin{equation*}
\{\varphi ; x\}=\frac{\partial}{\partial x}\left(\frac{\varphi_{x x}}{\varphi_{x}}\right)-\frac{1}{2}\left(\frac{\varphi_{x x}}{\varphi_{x}}\right)^{2} . \tag{1.4}
\end{equation*}
$$

This equation, or system of equations, we regard as a type of modified equation. By the invariance of (1.4) under the Moebius group,

$$
\begin{equation*}
\varphi=(a \psi+b) /(c \psi+d), \quad\{\varphi ; x\}=\{\psi ; x) \tag{1.5}
\end{equation*}
$$

the "modified" equations allow the Bäcklund transformation (1.5).

The above procedure may now be reapplied to the "modified" (or equivalent) equations to find different forms of Bäcklund transformations. These Bäcklund transformations may take the form of discrete symmetries, ${ }^{1,5,6}$ reductions, ${ }^{1}$ or, as we shall see, more complicated structures. The group of Bäcklund transformations for the modified equations may be conveniently employed to iteratively construct sequences of rational solutions. Also, by linearizing the Miura transformation from modified to original equation we propose to calculate the Lax pair. ${ }^{1,6}$

In this paper we consider the Kadomtsev-Petviashvili
(KP) equation and the Hirota-Satsuma equations. The modified equations are derived, their (modified) Bäcklund transformations are calculated, and the sequences of rational solutions are found.

## II. THE KADOMTSEV-PETVIASHVILI EQUATION

The Kadomtsev-Petviashvili equation

$$
\begin{equation*}
U_{y y}+\frac{\partial}{\partial x}\left(U_{t}+U U_{x}+U_{x x x}\right)=0 \tag{2.1}
\end{equation*}
$$

possesses the Painlevé property. ${ }^{2}$ The expansion about the singular manifold $(\varphi=0)$ is

$$
\begin{equation*}
U=\varphi^{-2} \sum_{j=0}^{\infty} U_{j} \varphi^{j} \tag{2.2}
\end{equation*}
$$

with resonances at

$$
\begin{equation*}
j=-1,4,5,6 \tag{2.3}
\end{equation*}
$$

Therefore, subject to the "noncharacteristic" condition ( $\varphi_{x} \neq 0$ when $\varphi=0$ ), $\left\{\varphi, U_{4}, U_{5}, U_{6}\right\}$ are arbitrary functions of $(x, t)$ in the expansion (2.2).

The Bäcklund transformation ${ }^{2,3}$ for Eq. (2.1) is

$$
\begin{equation*}
U=U_{0} \varphi^{-2}+U_{1} \varphi^{-1}+U_{2} \tag{2.4}
\end{equation*}
$$

which obtains

$$
\begin{align*}
& U_{0}=-12 \varphi_{x}^{2}, \quad U_{1}=12 \varphi_{x x} \\
& U_{2}+\frac{\varphi_{t}}{\varphi_{x}}+4 \frac{\varphi_{x x x}}{\varphi_{x}}-3 \frac{\varphi_{x x}^{2}}{\varphi_{x}^{2}}+\frac{\varphi_{y}^{2}}{\varphi_{x}^{2}}=0  \tag{2.5}\\
& \varphi_{x t}+\varphi_{x x x x}+\varphi_{y y}+\varphi_{x x} u_{2}=0
\end{align*}
$$

We note that the system (2.5) is not overdetermined since $\left(U_{4}, U_{5}, U_{6}\right)$ may vanish without restriction. From (2.4) and (2.5) it is found that

$$
\begin{align*}
& U=12 \frac{\partial^{2}}{\partial x^{2}} \ln \varphi+U_{2}  \tag{2.6}\\
& U_{2}+\frac{\varphi_{t}}{\varphi_{x}}+4 \frac{\varphi_{x x x}}{\varphi_{x}}-3 \frac{\varphi_{x x}^{2}}{\varphi_{x}^{2}}+\frac{\varphi_{y}^{2}}{\varphi_{x}^{2}}=0 \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial y}\left(\frac{\varphi_{y}}{\varphi_{x}}\right)+\frac{\partial}{\partial x}\left(\frac{\varphi_{t}}{\varphi_{x}}+\{\varphi ; x\}+\frac{1}{2} \frac{\varphi_{y}^{2}}{\varphi_{x}^{2}}\right)=0 \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\{\varphi ; x\}=\frac{\partial}{\partial x}\left(\frac{\varphi_{x x}}{\varphi_{x}}\right)-\frac{1}{2}\left(\frac{\varphi_{x x}}{\varphi_{x}}\right)^{2} \tag{2.9}
\end{equation*}
$$

In terms of our procedure, Eq. (2.8) is the "modified" equation formulated in terms of the Schwarzian derivative (2.9) and Eq. (2.7) is a "Miura" transformation from Eq. (2.8) to Eq. (2.1). Equation (2.8) is invariant under the Moebius group

$$
\begin{equation*}
\varphi=(a \psi+b) /(c \psi+d) \tag{2.10}
\end{equation*}
$$

where $a d-b c \neq 0$.
To investigate the group of Bäcklund transformations for Eq. (2.8) it is convenient to study various forms of "modified" equations that are equivalent to (2.8). To begin we let

$$
\begin{equation*}
V=\varphi_{x x} / \varphi_{x}, \quad W=\varphi_{y} / \varphi_{x}, \quad Z=\varphi_{t} / \varphi_{x} \tag{2.11}
\end{equation*}
$$

and find, from (2.8) and (2.11), the system of modified equations

$$
\begin{align*}
& W_{y}+\frac{\partial}{\partial x}\left(Z+\frac{W^{2}}{2}+V_{x}-\frac{1}{2} V^{2}\right)=0 \\
& V_{y}=\frac{\partial}{\partial x}\left(W_{x}+V W\right), \quad V_{t}=\frac{\partial}{\partial x}\left(Z_{x}+V Z\right) \tag{2.12}
\end{align*}
$$

where

$$
\begin{equation*}
W_{t}+W Z_{x}=Z_{y}+Z W_{x} \tag{2.13}
\end{equation*}
$$

Equations (2.12) and (2.13) are overdetermined. Equation (2.13) arises from the condition $V_{y t}=V_{t y}$. This system allows singularities of the form

$$
\begin{equation*}
V \sim V_{0} \epsilon^{\alpha}, \quad W \sim \omega_{0} \epsilon^{\beta}, \quad Z \sim Z_{0} \epsilon^{\gamma}, \tag{2.14}
\end{equation*}
$$

where
(i) $\quad \alpha=-1, \quad \beta=\gamma=0, \quad V_{0}=0,-2 \epsilon_{x} ;$
(ii) $\alpha=\beta=\gamma=-1, \quad V_{0}=\epsilon_{x}, \quad \omega_{0}^{2}=3 \epsilon_{x}^{2} ;$
(iii) $\quad \alpha=-1, \quad \beta=-2, \quad \gamma=0$,

$$
\begin{equation*}
V_{0}=2 \epsilon_{x}, \quad \omega_{0}=\epsilon_{y}, \quad Z_{0}=4 \epsilon_{x} \tag{2.17}
\end{equation*}
$$

For (2.16) and (2.17) the resonances are

$$
\begin{equation*}
j=-1,0,2,2,2,3 \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
j=-2,-1,1,2,3,4 \tag{2.19}
\end{equation*}
$$

respectively. The expansion about the singularity (2.16) contains the arbitrary functions $\left(\epsilon, Z_{0}, V_{2}, W_{2}, Z_{2},\left\{V_{3}, W_{3}\right\}\right)$. The Bäcklund transformation is

$$
\begin{align*}
& V=V_{0} \epsilon^{-1}+V_{1}, \quad W=W_{0} \epsilon^{-1}+W_{1}, \\
& Z=Z_{0} \epsilon^{-1}+Z_{1} \tag{2.20}
\end{align*}
$$

where

$$
\begin{align*}
& V_{0}=\epsilon_{x}, \quad W_{0}=a \epsilon_{x}, \quad a^{2}=3, \quad Z_{0}=H \epsilon_{x}  \tag{2.21}\\
& V_{1}=\frac{1}{2}\left(-\frac{\epsilon_{x x}}{\epsilon_{x}}+a \frac{\epsilon_{y}}{\epsilon_{x}}+\frac{H}{2}\right) \\
& W_{1}=\frac{1}{2}\left(-a \frac{\epsilon_{x x}}{\epsilon_{x}}-\frac{\epsilon_{y}}{\epsilon_{x}}-\frac{a H}{2}\right),  \tag{2.22}\\
& Z_{1}=\frac{\epsilon_{t}}{\epsilon_{x}}-H_{x}-\frac{H^{2}}{4}-\frac{1}{2} \frac{\epsilon_{x x}}{\epsilon_{x}} H-\frac{a}{2} \frac{\epsilon_{y}}{\epsilon_{x}} H \\
& H_{y}+\frac{\partial}{\partial x}\left(a\left(H_{x}+\frac{H^{2}}{4}\right)+2 \frac{\epsilon_{y}}{\epsilon_{x}} H-2 a \frac{\epsilon_{t}}{\epsilon_{x}}\right)=0 \tag{2.23}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial y}\left(\frac{\epsilon_{y}}{\epsilon_{x}}\right)+\frac{\partial}{\partial x}\left(\frac{\epsilon_{t}}{\epsilon_{x}}+\{\epsilon ; x\}+\frac{1}{2}\left(\frac{\epsilon_{y}}{\epsilon_{x}}\right)^{2}\right)=0 \tag{2.24}
\end{equation*}
$$

To simplify the above let

$$
\begin{equation*}
V=\epsilon_{x x} / \epsilon_{x}, \quad W=\epsilon_{y} / \epsilon_{x}, \quad Z=\epsilon_{t} / \epsilon_{x}, \tag{2.25}
\end{equation*}
$$

and find
(i) $a\left(V+V_{1}\right)=W-W_{1}$,
(ii) $V_{1}-V=H+a\left(W+W_{1}\right)$,
.where the auxiliary function $H$ satisfies (2.23). Now (2.26) constitutes a somewhat awkward Bäcklund transformation (BT) for Eqs. (2.12) and (2.13), which can be simplified by identifying (2.12) with (2.8) through

$$
\begin{array}{ll}
V=\psi_{x x} / \psi_{x}, & V_{1}=\varphi_{x x} / \varphi_{x} \\
W=\psi_{y} / \psi_{x}, & W_{1}=\varphi_{y} / \varphi_{x}  \tag{2.27}\\
Z=\psi_{t} / \psi_{x}, & Z_{1}=\varphi_{t} / \varphi_{x}
\end{array}
$$

Thus, after simplification, eliminating $H$ in Eq. (2.26) obtains the BT
$\psi_{y}=a \psi_{x x}+A \psi_{x}, \quad \psi_{t}=-4 \psi_{x x x}-2 a A \psi_{x x}+B \psi_{x}$,
where $(\psi, \varphi)$ satisfy $(2.8)$ and

$$
\begin{align*}
& a^{2}=3, \quad A=\varphi_{y} / \varphi_{x}+a\left(\varphi_{x x} / \varphi_{x}\right), \\
& B=\frac{\varphi_{t}}{\varphi_{x}}-2\left(\frac{\varphi_{x x x}}{\varphi_{x}}+a \frac{\varphi_{x y}}{\varphi_{x}}\right) . \tag{2.29}
\end{align*}
$$

That $(\psi, \varphi)$ satisfy (2.8) is found from the conditions ( $\varphi_{y t}$ $=\varphi_{t y}, \psi_{y t}=\psi_{t y}$ ), respectively. Having found (2.28) we discontinue consideration of the system (2.12) and instead consider the system in $(A, B)$ obtained from (2.28) by the condition, $\psi_{y t}=\psi_{t y}$,

$$
\begin{align*}
& A_{y}+\frac{\partial}{\partial x}\left(a A_{x}+\frac{1}{2} A^{2}+B\right)=0 \\
& B_{y}+B A_{x}-4 A_{x x x}-2 a A A_{x x}=a B_{x x}+A B_{x}+A_{t} \tag{2.30}
\end{align*}
$$

Now, the expression
$\Omega=B+A^{2}=\frac{\varphi_{t}}{\varphi_{x}}-2\{\varphi ; x\}-2 a \frac{\partial}{\partial x}\left(\frac{\varphi_{y}}{\varphi_{x}}\right)+\left(\frac{\varphi_{y}}{\varphi_{x}}\right)^{2}$
is invariant under (2.10). This suggests defining the system in $(A, \Omega)$ :
$A_{y}+\frac{\partial}{\partial x}\left(a A_{x}-\frac{A^{2}}{2}+\Omega\right)=0$,
$\Omega_{y}-A_{t}=\frac{\partial}{\partial x}\left(4 A_{x x}+\frac{A^{3}}{3}-2 a A A_{x}+a \Omega_{x}-A \Omega\right)$.
Note that Eqs. (2.30) or (3.32) are "properly posed" in comparison to Eqs. (2.12) in that they are not overdetermined and have the same order as Eq. (2.1) or Eq. (2.8). From the Miura transformation (2.7) and the above,

$$
\begin{align*}
-U_{2} & =\frac{\varphi_{t}}{\varphi_{x}}+4 \frac{\varphi_{x x x}}{\varphi_{x}}-3 \frac{\varphi_{x x}^{2}}{\varphi_{x}^{2}}+\frac{\varphi_{y}^{2}}{\varphi_{x}^{2}} \\
& =B+2 a A_{x}+A^{2}=\Omega+2 a A_{x} . \tag{2.33}
\end{align*}
$$

By construction (2.28) constitute a Lax pair for Eqs. (2.30). The Lax pair for (2.32) is found by substituting for $B$ in (2.30) using (2.31).

Equations (2.32) allow two Bäcklund transformations:
(i) $A=2 a \frac{\psi_{x}}{\psi}+A_{1}, \quad \Omega=-12 \frac{\partial^{2}}{\partial x^{2}} \ln \psi+\Omega_{2}$,
where
$A_{1}=\frac{\psi_{y}}{\psi_{x}}-a \frac{\psi_{x x}}{\psi_{x}}, \quad \Omega_{2}=\frac{\psi_{t}}{\psi_{x}}+\frac{\psi_{y}^{2}}{\psi_{x}^{2}}+4 \frac{\psi_{x x x}}{\psi_{x}}-3 \frac{\psi_{x x}^{2}}{\psi_{x}^{2}}$,
and $\psi$ satisfies (2.8).

$$
\begin{equation*}
\text { (ii) } A=-2 a\left(\varphi_{x} / \varphi\right)+A_{1}, \quad \Omega=\Omega_{2} \tag{2.36}
\end{equation*}
$$

where $\varphi$ satisfies (2.8) and

$$
\begin{align*}
& A_{1}=\frac{\varphi_{y}}{\varphi_{x}}+a \frac{\varphi_{x x}}{\varphi_{x}} \\
& \Omega=\frac{\varphi_{t}}{\varphi_{x}}-2\{\varphi ; x\}-2 a \frac{\partial}{\partial x}\left(\frac{\varphi_{y}}{\varphi_{x}}\right)+\left(\frac{\varphi_{y}}{\varphi_{x}}\right)^{2} \tag{2.37}
\end{align*}
$$

Equations (2.35) reobtain the Lax pair for (2.32), where the identification (2.33),

$$
\begin{equation*}
-U_{2}=\Omega_{2} \tag{2.38}
\end{equation*}
$$

Equations (2.37) provide (2.29) and, with (2.35), obtain (2.28).
Now consider the BT/Lax pair (2.28). We have the following.

Lemma: For fixed $(A, B)$ let $\left(\psi_{1}, \psi_{2}\right)$ be two linearly independent solutions of Eqs. (2.28), then

$$
\begin{equation*}
\psi=\psi_{1 x} / \psi_{2 x} \tag{2.39}
\end{equation*}
$$

will satisfy Eqs. (2.28) with

$$
A \rightarrow A^{\prime}, \quad B \rightarrow B^{\prime},
$$

where $(A, B),\left(A^{\prime}, B^{\prime}\right)$ satisfy Eqs. (2.30) and

$$
\begin{align*}
A^{\prime} & =A+2 a\left(\psi_{2 x x} / \psi_{2 x}\right) \\
B^{\prime} & =B-2 a A_{x}^{\prime}-A^{\prime 2}+A^{2}  \tag{2.40}\\
& =B-2 a A_{x}-\frac{\psi_{2 x x}}{\psi_{2 x}} A-12 \frac{\psi_{2 x x x}}{\psi_{2 x}} .
\end{align*}
$$

Proof: By direct calculation, which we omit.
To investigate the iterative application of the BT (2.28) we define a double sequence

$$
\begin{align*}
& \varphi_{j+1, y}=a \varphi_{j+1, x x}+A_{j} \varphi_{j+1, x}  \tag{2.41}\\
& \psi_{j+1, y}=a \psi_{j+1, x x}+A_{j} \psi_{j+1, x} \\
& \varphi_{j+1, t}=-4 \varphi_{j+1, x x x}-2 a A_{j} \varphi_{j+1, x x}+B_{j} \varphi_{j+1, x}  \tag{2.42}\\
& \psi_{j+1, t}=-4 \psi_{j+1, x x}-2 a A_{j} \psi_{j+1, x x}+B_{j} \psi_{j+1, x}
\end{align*}
$$

where

$$
\begin{align*}
A_{j} & =\frac{\varphi_{j, y}}{\varphi_{j, x}}+a \frac{\varphi_{j, x x}}{\varphi_{j, x}}=A_{j-1}+2 a \frac{\varphi_{j, x x}}{\varphi_{j, x}},  \tag{2.43}\\
B_{j} & =\frac{\varphi_{j, t}}{\varphi_{j, x}}-2\left(\frac{\varphi_{j, x x}}{\varphi_{j, x}}+a \frac{\varphi_{j, x x}}{\varphi_{j, x}}\right),  \tag{2.44}\\
B_{j} & =B_{j-1}-2 a A_{j, x}-A_{j}^{2}+A_{j-1}^{2} . \tag{2.45}
\end{align*}
$$

Then, by the lemma, it is consistent to set

$$
\begin{equation*}
\varphi_{j+1}=\psi_{j, x} / \varphi_{j, x} \tag{2.46}
\end{equation*}
$$

Now let

$$
\begin{equation*}
A_{0}=B_{0}=0 \tag{2.47}
\end{equation*}
$$

or

$$
\begin{equation*}
\varphi_{1 y}=a \varphi_{1 x x}, \quad \varphi_{1 t}=-4 \varphi_{1 x x x} \tag{2.48}
\end{equation*}
$$

By (2.43) and (2.45),

$$
\begin{equation*}
A_{j}=2 a \sum_{k=1}^{j} \frac{\varphi_{k, x x}}{\varphi_{k, x}}, \quad B_{j}=-2 a \frac{\partial}{\partial x} \sum_{l=1}^{j} A_{l}-A_{j}^{2} \tag{2.49}
\end{equation*}
$$

and by (2.33), for $j>1$,

$$
\begin{align*}
& U_{2 j}=-B_{j}-2 a A_{j, x}-A_{j}^{2}=2 a \frac{\partial}{\partial x} \sum_{l=1}^{j-1} A_{l}, \\
& U_{2 j}=12 \frac{\partial^{2}}{\partial x^{2}} \ln \prod_{1}^{j-1} \varphi_{l, x}^{(j-l)},  \tag{2.50}\\
& U_{j}=12 \frac{\partial^{2}}{\partial x^{2}} \ln \varphi_{j}+U_{2,}=12 \frac{\partial^{2}}{\partial x^{2}} \ln \left\{\psi_{j-1, x} \prod_{1}^{j-2} \varphi_{l, x}^{(j-l)}\right\} . \tag{2.51}
\end{align*}
$$

In effect, to iterate (2.28) two solutions are "interpolated" to produce one new solution at each step. From $N$ linearly independent solutions at one level, fixing one solution as the denominator in (2.46) produces $N-1$ solutions of (2.41) and (2.42) at the next level. However, from the linearity of (2.48), it is possible to generate an infinity of linearly independent solutions. For instance, to find rational solutions, let

$$
\begin{equation*}
\varphi_{y}=a \varphi_{x x}, \quad \varphi_{t}=-4 \varphi_{x x x} \tag{2.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi^{(n)}=\sum_{j=0}^{n} b_{j} x^{j} \tag{2.53}
\end{equation*}
$$

where
$b_{j-2, y}=a j(j-1) b_{j}, \quad b_{j-3, t}=-4 j(j-1)(j-2) b_{j}$,
$a b_{j-1, t}=-4 j b_{j, y}$.
This obtains

$$
\begin{align*}
& \varphi_{1}^{0}=1, \quad \varphi_{1}^{1}=x, \quad \varphi_{1}^{2}=x^{2}+2 a y \\
& \varphi_{1}^{3}=x^{3}+6 a y x-24 t  \tag{2.55}\\
& \varphi_{1}^{4}=x^{4}+12 a y x^{2}-96 t x+36 y^{2} \\
& \varphi_{1}^{5}=x^{5}+20 a y x^{3}-960 t x^{2}+180 y^{2} x-288 a y t
\end{align*}
$$

Using the identity

$$
\begin{equation*}
j \varphi_{x}^{(j)}=\varphi^{(j-1)} \tag{2.56}
\end{equation*}
$$

and letting

$$
\varphi_{1}=\varphi_{1}^{5}
$$

a first application of (2.41), (2.42), and (2.46) finds the appropriate set of solutions at the next level. That is,

$$
\begin{array}{ll}
\varphi_{2}^{1}=1 / \varphi_{1}^{4}, & \varphi_{2}^{2}=\varphi_{1}^{1} / \varphi_{1}^{4} \\
\varphi_{2}^{3}=\varphi_{1}^{2} / \varphi_{1}^{4}, & \varphi_{2}^{4}=\varphi_{1}^{3} / \varphi_{1}^{4} \tag{2.57}
\end{array}
$$

Then, with

$$
\begin{equation*}
\varphi_{2}=\varphi_{2}^{1}=1 / \varphi_{1}^{4} \tag{2.58}
\end{equation*}
$$

Eq. (2.46) obtains

$$
\begin{align*}
& \varphi_{3}^{1}=4 \varphi_{1}^{1}-\varphi_{1}^{4} / \varphi_{1}^{3}, \quad \varphi_{3}^{2}=4 \varphi_{1}^{2}-2 \varphi_{1}^{1} \varphi_{1}^{4} / \varphi_{1}^{3}  \tag{2.59}\\
& \varphi_{3}^{3}=4 \varphi_{1}^{3}-3 \varphi_{1}^{2} \varphi_{1}^{4} / \varphi_{1}^{3}
\end{align*}
$$

etc.

An identical procedure can be applied to any linearly independent set of solutions of Eqs. (2.52).

Finally, the KP equation (2.1) is invariant under the Gallilean transformation

$$
\begin{align*}
& x^{\prime}=x+\alpha y+\beta t, \quad y^{\prime}=y-2 \alpha t,  \tag{2.60}\\
& t^{\prime}=t, \quad u^{\prime}=u-\alpha^{2}-\beta \tag{2.61}
\end{align*}
$$

Also, Eqs. (2.8), (2.30), and (2.32) are invariant under (2.60), where
$A \rightarrow A+\alpha, \quad B \rightarrow B-2 \alpha A+\beta, \quad \Omega \rightarrow \Omega+\alpha^{2}+\beta$,
which is consistent with their definitions (2.29) and (2.31). Obviously, (2.60) preserves the form of the rational solutions and may be applied directly to, say, (2.55)-(2.59).

## III. THE HIROTA-SATSUMA EQUATIONS

The Hirota-Satsuma equations

$$
\begin{equation*}
u_{t}=\frac{1}{2} u_{x x x}+3 u u_{x}-6 \omega \omega_{x}, \quad \omega_{t}=-\omega_{x x x}-3 u \omega_{x} \tag{3.1}
\end{equation*}
$$

have the Painlevé property ${ }^{6}$ about singularities of the form

$$
\begin{equation*}
\text { (i) } u=\psi^{-2} \sum_{j=0}^{\infty} u_{j} \psi^{j}, \quad \omega=\psi^{-1} \sum_{j=0}^{\infty} \omega_{j} \psi^{j}, \tag{3.2}
\end{equation*}
$$

with resonances

$$
\begin{equation*}
j=-1,0,1,4,5,6 \tag{3.3}
\end{equation*}
$$

(ii) $u=\psi^{-2} \sum_{j=0}^{\infty} u_{j} \psi^{j}, \quad \omega=\psi^{-2} \sum_{j=0}^{\infty} \omega_{j} \psi^{j}$,
with resonances

$$
\begin{equation*}
j=-2,-1,3,4,6,8 \tag{3.5}
\end{equation*}
$$

The Bäcklund transformation about (3.2) is

$$
\begin{equation*}
u=2 \frac{\partial^{2}}{\partial x^{2}} \ln \psi+u_{2}, \quad \omega=\frac{\omega_{0}}{\psi}+\omega_{1} \tag{3.6}
\end{equation*}
$$

where, as found in Ref. 6,

$$
\begin{align*}
& \psi_{t}+\psi_{x x x}+3 \psi_{x} u_{2}=2 \psi_{x} \vartheta  \tag{3.7}\\
& \omega_{0}=\psi_{x} H  \tag{3.8}\\
& \psi_{t} / \psi_{x}-\frac{1}{2}\{\psi ; x\}=\frac{3}{4} H^{2}+\vartheta  \tag{3.9}\\
& \vartheta_{x}^{2}=\left(\lambda^{2}+\vartheta^{2}\right) H^{2}  \tag{3.10}\\
& \omega_{1}=-\frac{1}{2} \omega_{0_{x}} / \psi_{x}-\frac{1}{3}\left(\lambda^{2}+\vartheta^{2}\right)^{1 / 2} \tag{3.11}
\end{align*}
$$

and

$$
\begin{equation*}
H_{t}+\frac{\partial}{\partial x}\left(H_{x x}+\frac{H^{3}}{4}+\vartheta H+\frac{3}{2}\{\psi ; x\} H\right)=0 \tag{3.12}
\end{equation*}
$$

In Ref. 6 we have found the Lax pair for (3.1) by "linearizing" the Miura transformation, (3.7) and (3.11), from the "modified equations" (3.9) and (3.12). To review, we let

$$
\begin{equation*}
W=\psi_{x x} / \psi_{x} \tag{3.13}
\end{equation*}
$$

and find the "modified" equations

$$
\begin{align*}
W_{t}= & \frac{1}{2} \frac{\partial}{\partial x}\left(W_{x x}-\frac{W^{3}}{2}\right. \\
& \left.+3\left(H_{x}+\frac{W H}{2}\right) H+2\left(\vartheta_{x}+W \vartheta\right)\right), \tag{3.14}
\end{align*}
$$

$$
\begin{align*}
H_{t}+ & \frac{\partial}{\partial x}\left(H_{x x}+\frac{1}{4} H^{3}+\vartheta H\right. \\
& \left.+\frac{3}{2}\left(W_{x}-\frac{1}{2} W^{2}\right) H\right)=0 \tag{3.15}
\end{align*}
$$

where

$$
\vartheta_{x}^{2}=\left(\lambda^{2}+\vartheta^{2}\right) H^{2}
$$

The Miura transformations are

$$
\begin{align*}
& -2 u_{2}=W_{x}+\frac{1}{2} W^{2}+\frac{1}{2} H^{2}-\frac{2}{3} \vartheta \\
& -2 \omega_{1}=H_{x}+W H+\frac{2}{3}\left(\lambda^{2}+\vartheta^{2}\right)^{1 / 2} \tag{3.16}
\end{align*}
$$

Then letting

$$
\begin{align*}
& W+H=2\left(\epsilon_{x} / \epsilon\right), \quad W-H=2\left(\beta_{x} / \beta\right) \\
& \vartheta=\lambda \sinh \alpha, \quad \alpha=\ln (\epsilon / \beta) \tag{3.17}
\end{align*}
$$

obtains the Lax pair from (3.14)-(3.16) (see Ref. 6).
We now proceed to study the Bäcklund transformations of (3.14) and (3.15) when

$$
\begin{equation*}
\vartheta=\lambda=0 \tag{3.18}
\end{equation*}
$$

The relevant equations are

$$
\begin{equation*}
\psi_{t} / \psi_{x}-\frac{1}{2}\{\psi ; x\}=\frac{3}{4} H^{2} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{align*}
\binom{W}{H}_{t}= & \left(\begin{array}{ll}
\frac{\partial}{\partial x} & 0 \\
0 & \frac{\partial}{\partial x}
\end{array}\right) \\
& \times\binom{\frac{W_{x x}}{2}-\frac{W^{3}}{4}+\frac{3}{2}\left(H_{x}+\frac{W H}{2}\right) H}{-H_{x x}-\frac{H^{3}}{4}-\frac{3}{2}\left(W_{x}-\frac{W^{2}}{2}\right) H} \tag{3.20}
\end{align*}
$$

Equations (3.20) allow the following singularities:

$$
\begin{equation*}
W \sim W_{0} \varphi^{-1}, \quad H \sim H_{0} \varphi^{-1} \tag{3.21}
\end{equation*}
$$

(i) $W_{0}=-2 \varphi_{x}, \quad H_{0}=0$;
(ii) $W_{0}=2 \varphi_{x}, H_{0}=0, \pm 4 \varphi_{x}$;
(iii) $W_{0}=\varphi_{x},-3 \varphi_{x}, H_{0}^{2}=\varphi_{x}^{2}$.

When

$$
\begin{equation*}
W_{0}=\varphi_{x}, \quad H_{0}^{2}=\varphi_{x}^{2} \tag{3.25}
\end{equation*}
$$

the resonances are

$$
\begin{equation*}
j=-1,1,2,3,3,4 \tag{3.26}
\end{equation*}
$$

and the Bäcklund transformation is

$$
\begin{equation*}
W=\varphi_{x} / \varphi+W_{1}, \quad H=a\left(\varphi_{x} / \varphi\right)+H_{1} \tag{3.27}
\end{equation*}
$$

where

$$
\begin{align*}
& a^{2}=1  \tag{3.28}\\
& a H_{1}+W_{1}=-\varphi_{x x} / \varphi_{x}  \tag{3.29}\\
& \frac{\varphi_{t}}{\varphi_{x}}-\frac{1}{2}\{\varphi ; x\}=\frac{3}{2} a\left(H_{1 x}-\frac{\varphi_{x x}}{\varphi_{x}} H_{1}-a H_{1}^{2}\right) \tag{3.30}
\end{align*}
$$

and
$H_{1 t}+\frac{\partial}{\partial x}\left(H_{1 x x}+\frac{1}{4} H_{1}^{3}+\frac{3}{2}\left(W_{1 x}-\frac{1}{2} W_{1}^{2}\right) H_{1}\right)=0$.

We note that Eqs. (3.29)-(3.31) imply that ( $W_{1}, H_{1}$ ) satisfy Eq. (3.20). Now, consistent with Eqs. (3.19) and (3.20), we define the variable $\psi$ so that

$$
\begin{align*}
& W_{1}=\psi_{x x} / \psi_{x}  \tag{3.32}\\
& \psi_{t} / \psi_{x}-\frac{1}{2}\{\psi ; x\}=\frac{3}{4} H_{1}^{2}  \tag{3.33}\\
& H_{1 t}+\frac{\partial}{\partial x}\left(H_{1 x x}+\frac{H_{1}^{3}}{4}+\frac{3}{2}\{\psi ; x\} H_{1}\right)=0 \tag{3.34}
\end{align*}
$$

Note that Eqs. (3.33) and (3.34) define an equation for $\psi$ formulated in terms of the Schwarzian derivative.

We find from (3.29) and (3.30), using (3.32) and (3.33), that

$$
\begin{align*}
& \frac{\varphi_{t}}{\varphi_{x}}=-\frac{\varphi_{x x x}}{\varphi_{x}}+\frac{3}{4} \frac{\varphi_{x x}^{2}}{\varphi_{x}^{2}}-\frac{3}{2} \frac{\psi_{x x x}}{\psi_{x}}-\frac{3}{2} \frac{\varphi_{x x}}{\varphi_{x}} \frac{\psi_{x x}}{\psi_{x}} \\
& \frac{\psi_{t}}{\psi_{x}}=\frac{1}{2} \frac{\psi_{x x x}}{\psi_{x}}+\frac{3}{2} \frac{\varphi_{x x}}{\varphi_{x}} \frac{\psi_{x x}}{\psi_{x}}+\frac{3}{4} \frac{\varphi_{x x}^{2}}{\varphi_{x}^{2}} \tag{3.35}
\end{align*}
$$

These equations may be written in the form

$$
\begin{equation*}
\psi_{t}=A \psi_{x x}+B \psi_{x}, \quad \psi_{x x x}=-A \psi_{x x}+(C-B) \psi_{x} \tag{3.36}
\end{equation*}
$$

where
$A=\varphi_{x x} / \varphi_{x}, \quad C=-\varphi_{t} / \varphi_{x}-\{\varphi ; x\}, \quad B=\frac{1}{2} A^{2}-\frac{1}{3} C$.

The compatibility condition $\left(\psi_{t x x x}=\psi_{x x x t}\right)$ of the linear equations, (3.36), for $\psi$ obtains the equation for $\varphi$,

$$
\begin{equation*}
2 \frac{\partial}{\partial t}\left(\frac{\varphi_{t}}{\varphi_{x}}+\{\varphi ; x\}\right)=\frac{\partial}{\partial x}\binom{\frac{\partial}{\partial x^{2}}\left(\frac{\varphi_{t}}{\varphi_{x}}+\{\varphi ; x\}\right)-\frac{9}{2}\{\varphi ; x\}^{2}}{+6\{\varphi ; x\}\left(\frac{\varphi_{t}}{\varphi_{x}}+\{\varphi ; x\}\right)-\left(\frac{\varphi_{t}}{\varphi_{x}}+\{\varphi ; x\}\right)^{2}} \tag{3.38}
\end{equation*}
$$

which is formulated in terms of the Schwarzian derivative. The equivalent condition ( $\varphi_{t x x x}=\varphi_{x x x t}$ ) obtains, from (3.35), that $\psi$ satisfies Eqs. (3.33) and (3.34), which is distinct from (3.38). Therefore (3.35) defines a Bäcklund transformation between two equations formulated in terms of the Schwarzian derivative.

Letting

$$
\begin{equation*}
\Omega=\varphi_{t} / \varphi_{x}+\{\varphi ; x\}, \quad W=\varphi_{x x} / \varphi_{x} \tag{3.39}
\end{equation*}
$$

the Miura transformation (3.16) is

$$
\begin{align*}
& -2 u_{2}=W_{1 x}+\frac{1}{2}\left(W_{1}^{2}+H_{1}^{2}\right)=-\frac{3}{2} \Omega \\
& -3 a \omega_{1}=\frac{3}{2} a\left(H_{1 x}+W_{1} H_{1}\right)=\Omega-\frac{3}{2}\left(W_{x}-\frac{1}{2} W^{2}\right) . \tag{3.40}
\end{align*}
$$

Rather than consider Eqs. (3.38) and (3.34) separately we will define the new variables

$$
\begin{equation*}
V=\varphi_{x x} / \varphi_{x}, \quad W=\psi_{x x} / \psi_{x} \tag{3.41}
\end{equation*}
$$

and find from (3.35) the equations

$$
\begin{align*}
V_{t}= & \frac{\partial}{\partial x} \circ\left(\frac{\partial}{\partial x}+V\right) \circ\left\{-V_{x}+\frac{1}{2} V^{2}-\frac{3}{2} W_{x}\right. \\
& \left.-\frac{3}{2} W^{2}-\frac{3}{2} W V-\frac{3}{4} V^{2}\right\},  \tag{3.42}\\
W_{t}= & \frac{\partial}{\partial x}\left(\frac{\partial}{\partial_{x}}+W\right) \\
& \circ\left\{\frac{1}{2}\left(W_{x}-\frac{1}{2} W^{2}\right)+\frac{3}{4}(W+V)^{2}\right\} .
\end{align*}
$$

These equations allow the following singularities:

$$
\begin{equation*}
V \sim V_{0} \epsilon^{-1}, \quad W \sim W_{0} \epsilon^{-1} \tag{3.43}
\end{equation*}
$$

[where for simplicity $\epsilon=x+f(t), j$ is resonance]
(i) $V_{0}=0, \quad \omega_{0}=1, j=-1,1,2,3,3,4$;
(ii) $\quad V_{0}=-2, \quad W_{0}=-1, \quad j=-1,1,2,3,3,4$;
(iii) $V_{0}=4, W_{0}=-3, j=-2,-1,3,3,4,5$;
(iv) $V_{0}=2, \quad W_{0}=2, j=-5,-1,3,3,4,8$;
(v) $\quad V_{0}=2, \quad W_{0}=-2, \quad j=-1,1,2,3,3,4$;
(vi) $\quad V_{0}=2, \quad W_{0}=-3, \quad j=-2,-1,3,3,4,5$;
(vii) $\quad V_{0}=-2, \quad W_{0}=2, j=-1,-1,3,3,4,4$;
(viii) $\quad V_{0}=-6, \quad W_{0}=2, j=-5,-1,3,3,4,8$.

The Bäcklund transformations for (3.42) are of the form

$$
\begin{equation*}
V=V_{0} \epsilon^{-1}+V_{1}, \quad W=W_{0} \epsilon^{-1}+W_{1} \tag{3.45}
\end{equation*}
$$

For (i), (ii), and (v), with resonances at $j=-1,1,2,3,3,4$, (3.45) obtains a system of five equations for the five unknowns ( $\epsilon, V_{0}, W_{0}, V_{1}, W_{1}$ ). For (vii) there are six equations in five unknowns. We consider each in turn.

For BT1, we have

$$
\begin{equation*}
V=V_{1}, \quad W=\epsilon_{x} / \epsilon+W_{1} \tag{3.46}
\end{equation*}
$$

where $\epsilon$ satisfies (3.38),

$$
\begin{align*}
& \epsilon_{x}=1 / \varphi_{x} \psi_{x}^{2} \\
& \frac{\epsilon_{t}}{\epsilon_{x}}=\frac{\psi_{t}}{\psi_{x}}+\frac{\partial}{\partial x}\left(\frac{\varphi_{x x}}{\varphi x}\right)-\frac{\varphi_{x x}^{2}}{\varphi_{x}^{2}}-\frac{\psi_{x x}}{\psi_{x}} \frac{\varphi_{x x}}{\varphi_{x}}  \tag{3.47}\\
& V_{1}=\varphi_{x x} / \varphi_{x}, \quad W_{1}=\psi_{x x} / \psi_{x} \tag{3.48}
\end{align*}
$$

and both $(\epsilon, \psi)$ and $(\varphi, \psi)$ satisfy (3.35). Note (3.47) defines a Bäcklund transformation for Eq. (3.35),

$$
\begin{equation*}
(\epsilon, \psi) \leftrightarrow(\varphi, \psi), \tag{3.49}
\end{equation*}
$$

while (3.46) defines the BT
$(\varphi, \psi) \leftrightarrow\left(\varphi, \psi^{\prime}\right)$,
where
$\psi_{x}^{\prime}=\epsilon \psi_{x}, \quad \frac{\psi_{t}^{\prime}}{\psi_{x}^{\prime}}=\frac{\psi_{t}}{\psi_{x}}+\frac{\epsilon_{x}}{\epsilon} \frac{\varphi_{x x}}{\varphi_{x}}$.
For BT2, we have

$$
\begin{equation*}
V=-2\left(\epsilon_{x} / \epsilon\right)+V_{1}, \quad W=\epsilon_{x} / \epsilon+W_{1} \tag{3.52}
\end{equation*}
$$

where $(\epsilon, \psi)$ satisfy (3.35):

$$
\begin{equation*}
V_{1}=\epsilon_{x x} / \epsilon_{x}, \quad W_{1}=\psi_{x x} / \psi_{x} \tag{3.53}
\end{equation*}
$$

Letting

$$
\begin{equation*}
V=\varphi_{x x}^{\prime} / \varphi_{x}^{\prime}, \quad W=\psi_{x x}^{\prime} / \psi_{x}^{\prime} \tag{3.54}
\end{equation*}
$$

then

$$
\begin{align*}
& \varphi^{\prime}=-1 / \epsilon  \tag{3.55}\\
& \psi_{x}^{\prime}=\epsilon \psi_{x}, \quad \psi_{t}^{\prime}=\epsilon \psi_{t}-\psi_{x} \epsilon_{x x}-2 \psi_{x x} \epsilon_{x} \tag{3.56}
\end{align*}
$$

where ( $\boldsymbol{\varphi}^{\prime}, \psi^{\prime}$ ) satisfy (3.35).
For BT5, we have

$$
\begin{equation*}
V=2\left(\epsilon_{x} / \epsilon\right)+V_{1}, \quad W=-2\left(\epsilon_{x} / \epsilon\right)+W_{1}, \tag{3.57}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{1}=\varphi_{x x} / \varphi_{x}, \quad W_{1}=\epsilon_{x x} / \epsilon_{x} \tag{3.58}
\end{equation*}
$$

obtains ( $\varphi, \epsilon$ ) satisfying (3.35) and, with (3.54),
$\varphi_{x}^{\prime}=\epsilon^{2} \varphi_{x}, \quad \varphi_{t}^{\prime}=\epsilon^{2} \varphi_{t}+4 \varphi_{x} \epsilon \epsilon_{x x}+2 \varphi_{x x} \epsilon \epsilon_{x}-2 \varphi_{x} \epsilon_{x}^{2}$,
$\psi^{\prime}=-1 / \epsilon$.
Finally, for BT7, we have

$$
\begin{equation*}
V=-2\left(\epsilon_{x} / \epsilon\right)+V_{1}, \quad W=2\left(\epsilon_{x} / \epsilon\right)+W_{1} \tag{3.61}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{1}=\epsilon_{x x} / \epsilon_{x}, \quad W_{1}=\psi_{x x} / \psi_{x}=-\epsilon_{x x} / \epsilon_{x}  \tag{3.62}\\
& \epsilon_{t} / \epsilon_{x}=\frac{1}{2}\{\epsilon ; x\} \tag{3.63}
\end{align*}
$$

Note the restriction

$$
\begin{equation*}
\psi_{x}=\epsilon_{x}^{-1} \tag{3.64}
\end{equation*}
$$

With (3.54),

$$
\begin{equation*}
\varphi^{\prime}=-1 / \epsilon, \quad \psi_{x}^{\prime}=\epsilon^{2} \psi_{x}=\epsilon^{2} / \epsilon_{x} \tag{3.65}
\end{equation*}
$$

where ( $\varphi^{\prime}, \psi^{\prime}$ ) satisfy (3.63). As expected BT7 is a reduction of (3.35) (to the KdV equation ${ }^{4}$ ) which is preserved by ( 3.61 ).

The Bäcklund transformations, BT1, BT2, BT5, and BT7, form a group under composition that properly restricts to (3.35); that is, maps solutions into solutions. The following identities are easily verified $\left[\right.$ where $\left.\left(\begin{array}{l}\varphi_{\psi^{\prime}}^{\prime}\end{array}\right)=\mathrm{BT}\binom{\varphi}{\psi}\right]$ :
(i) $\mathrm{BT} 1 \circ \mathrm{BT} 1=\mathrm{BT} 2 \circ \mathrm{BT} 2=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$,
(ii) $\mathrm{BT} 5 \circ \mathrm{BT} 5=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)=I$,
(iii) $\mathrm{BT} 1 \circ \mathrm{BT} 2=\mathrm{BT} 2 \circ \mathrm{BT} 1$,
(iv) $\mathrm{BT} 7 \circ \mathrm{BT} 7=I$,
and subject to the restriction on the domain of BT7,

$$
\begin{equation*}
\psi_{x}=\varphi_{x}^{-1} \tag{3.67}
\end{equation*}
$$

we also have
(v) $\mathrm{BT} 1 \circ \mathrm{BT} 2 \circ \mathrm{BT} 7=I$.

Furthermore, BT5 preserves the KdV restriction, (3.67), while BT1 and BT2 do not [preserve (3.67)]. The Bäcklund transformation

$$
\begin{equation*}
K=\mathrm{BT} 5 \circ \mathrm{BT} 7 \tag{3.69}
\end{equation*}
$$

generates a sequence of KdV solutions ${ }^{4}$

$$
\begin{equation*}
\binom{\varphi_{j}}{\psi_{j}}=K^{j}\binom{\varphi_{0}}{\psi_{0}} \tag{3.70}
\end{equation*}
$$

where $\left(\varphi_{0}, \psi_{0}\right),\left(\varphi_{j}, \psi_{j}\right)$ satisfy (3.63) and $\left(\psi_{0 x}=\varphi_{0 x}^{-1}\right),\left(\psi_{j, x}\right.$ $=\varphi_{j, x}^{-1}$ ). For instance,

$$
\begin{equation*}
\varphi_{0}=\psi_{0}=x \tag{3.71}
\end{equation*}
$$

obtains a sequence of rational KdV solutions. ${ }^{4}$
In general, the $\left(\varphi_{j}, \psi_{j}\right)$ are distinct in that $K^{n} \neq I$ for any $n>0$. Note that

$$
\begin{equation*}
K=\mathrm{BT} 5 \circ \mathrm{BT} 7 \neq K^{t}=\mathrm{BT} 7 \circ \mathrm{BT} 5 \tag{3.72}
\end{equation*}
$$

Also,
$\mathrm{BT} 1 \circ \mathrm{BT} 5 \neq \mathrm{BT} 5 \circ \mathrm{BT} 1, \quad \mathrm{BT} 2 \circ \mathrm{BT} 5 \neq \mathrm{BT} 5 \circ \mathrm{BT} 2$.

Application of the group of transformations generated by (BT1, BT2, BT5) to (3.70) produces a "lattice" of solutions of the Hirota-Satsuma equations (3.35). It can be shown that (BT1, BT2, BT5, BT7) map rational solutions into rational solutions [of (3.35)]. Therefore, from (3.70) and (3.71), rational solutions of the Hirota-Satsuma equations are found.

Direct calculation obtains a few solutions:
$\binom{\varphi_{0}}{\psi_{0}}=\binom{x}{x} \xrightarrow{\mathrm{BT} 2}\binom{-\frac{1}{x}}{\frac{x^{2}}{2}} \xrightarrow{\mathrm{BT}}\binom{\frac{x^{3}-24 t}{12}}{-\frac{2}{x^{2}}} \xrightarrow{\mathrm{BT} 2}\binom{-\frac{12}{x^{3}-24 t}}{\frac{x^{3}+12 t}{3 x^{2}}} \xrightarrow{\mathrm{BT} 5}\binom{-\frac{4}{x} \frac{x^{3}-6 t}{x^{3}-24 t}}{-\frac{3 x^{2}}{x^{3}+12 t}}$,
$\binom{\varphi_{0}}{\psi_{0}}=\binom{x}{x} \xrightarrow{\mathrm{BT} 5}\binom{\frac{x^{3}-6 t}{3}}{-\frac{1}{x}} \xrightarrow{\mathrm{BT} 2}\binom{-\frac{3}{x^{3}-6 t}}{\frac{x^{3}+12 t}{6 x}} \xrightarrow{\mathrm{BT} 5}\binom{\frac{x}{4} \frac{x^{3}-24 t}{x^{3}-6 t}}{-\frac{6 x}{x^{3}+12 t}} \underset{\rightarrow}{\mathrm{BT} 2}\binom{-\frac{4}{x} \frac{x^{3}-6 t}{x^{3}-24 t}}{-\frac{3 x^{2}}{x^{3}+12 t}}$,
$\binom{\varphi_{0}}{\psi_{0}}=\binom{x}{x} \underset{\rightarrow}{\mathrm{BT} 1}\binom{x}{\frac{x^{2}}{2}} \xrightarrow{\mathrm{BT} 5}\binom{\frac{x^{5}}{20}}{-\frac{2}{x^{2}}} \underset{\rightarrow}{\mathrm{BT1}}\binom{\frac{x^{5}}{20}}{\frac{x^{3}+12 t}{12 x^{2}}} \underset{\rightarrow}{\operatorname{BT} 5}\binom{\frac{1}{576}\left(\frac{x^{7}}{7}+6 t x^{4}+144 t^{2} x\right)}{-\frac{12 x^{2}}{x^{3}+12 t}}$,
$\binom{\varphi_{0}}{\psi_{0}}=\binom{x}{x} \xrightarrow{\mathrm{BT}}\binom{\frac{x^{3}-6 t}{3}}{-\frac{1}{x}} \underset{\mathrm{BT} 1}{\rightarrow}\binom{\frac{x^{3}-6 t}{3}}{\frac{x^{3}+12 t}{6 x}} \underset{\mathrm{BT} 5}{\rightarrow}\binom{\frac{1}{36}\left(\frac{x^{7}}{7}+6 t x^{4}+144 t^{2} x\right)}{-\frac{6 x}{x^{3}+12 t}} \mathrm{BT1}\binom{\frac{1}{36}\left(\frac{x^{7}}{7}+6 t x^{4}+144 t^{2} x\right)}{-\frac{3 x^{2}}{x^{3}+12 t}}$,
$\binom{\varphi_{0}}{\psi_{0}}=\binom{x}{x} \xrightarrow{\mathrm{BT} 1}\binom{x}{\frac{x^{2}}{2}} \stackrel{\mathrm{BT} 5}{\rightarrow}\binom{\frac{x^{5}}{20}}{-\frac{2}{x^{2}}} \underset{\rightarrow}{\mathrm{BT} 2}\binom{-\frac{20}{x^{5}}}{\frac{x^{3}+30 t}{15}} \underset{\rightarrow}{\mathrm{BT} 5}\binom{\frac{4}{9}\left(\frac{x^{6}-30 t x^{3}-180 t^{2}}{x^{5}}\right)}{-\frac{15}{x^{3}+30 t}}$.

From (3.74) and (3.75),

$$
\begin{equation*}
(\mathrm{BT} 5 \circ \mathrm{BT} 2)^{2} \circ\binom{\varphi_{0}}{\psi_{0}}=(\mathrm{BT} 2 \circ \mathrm{BT} 5)^{2} \circ\binom{\varphi_{0}}{\psi_{0}}, \tag{3.79}
\end{equation*}
$$

and, from (3.76) and (3.77),

$$
\begin{equation*}
D \circ(\mathrm{BT} 5 \circ \mathrm{BT} 1)^{2} \circ\binom{\varphi_{0}}{\psi_{0}}=(\mathrm{BT} 1 \circ \mathrm{BT} 5)^{2} \circ\binom{\varphi_{0}}{\psi_{0}}, \tag{3.80}
\end{equation*}
$$

where

$$
D=\left(\begin{array}{cc}
16 & 0  \tag{3.81}\\
0 & \frac{1}{4}
\end{array}\right)
$$

and
$\binom{\varphi_{0}}{\psi_{0}}=\binom{x}{x}$.
The periodicities (3.79) and (3.80) are not verified in general [for arbitrary $\binom{\psi_{0}}{\varphi_{0}}$. Determination of relationships of

quence, (3.70), may provide a method for "classifying" the Hirota-Satsuma solutions.
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# Geometrical interpretation of the solutions of the sine-Gordon equation 
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The sine-Gordon equation is known to possess solutions that correspond to solitons, that is, localized entities that maintain their shape after collisions, and have certain properties characteristic of elementary particles. Although the algebraic structure of these solutions is well known, their geometric interpretation as surfaces of constant negative curvature has not been previously illuminated. We discuss these surfaces herein. Curves drawn on these surfaces along the asymptotic directions at each point simulate solutions of the nonlinear wave equation $\phi_{x x}-\phi_{t t}=\sin \phi$.

## I. INTRODUCTION

The sine-Gordon equation

$$
\begin{equation*}
\phi_{x x}-\phi_{t t}=\sin \phi \tag{1}
\end{equation*}
$$

has many applications in physics, such as pulse propagation in one-dimensional media in optics, ${ }^{1}$ the theory of superconductivity, ${ }^{2}$ and dislocation movement in metal crystals. ${ }^{3}$ It was exhaustively studied about ten years ago, when it was discovered that it belongs to a special class of nonlinear wave equations possessing "soliton" solutions. As this name implies, the wave equation admits as solutions localized entities of unique form, which do not spread out as time passes, and moreover, pass through each other without being altered in shape (except for a phase shift) in a manner simulating that of one-dimensional billiard-ball collisions in classical mechanics. In 1976, it was pointed out by the author ${ }^{4}$ that the "breather" solitons, which the equation possesses, behave also like elementary particles and have an inherent time dependence which gives the soliton a dual nature; that is, the localized pulse is always accompanied by a plane wave when viewed in a moving frame. These solutions have the form

$$
\begin{equation*}
\phi=4 \tan ^{-1}\left(\frac{b}{a} \frac{\cos a t}{\cosh b x}\right), \quad a^{2}+b^{2}=1 \tag{2}
\end{equation*}
$$

in the rest frame of the soliton.
A Lorentz transformation of the above gives
$\phi=4 \tan ^{-1}\left(\frac{b}{a} \frac{\cos a(\gamma t-\beta \gamma x)}{\cosh b(\gamma x-\beta \gamma t)}\right), \quad \gamma=\left(1-\beta^{2}\right)^{-1 / 2}$.
When two or more such entities collide, a phase shift appears in the plane wave factor, although the solitons are otherwise unaltered. Thus the particles possess an inherent dualism reminiscent of that of elementary particles in quantum theory. Moreover, when a soliton is trapped in a "well," i.e., boundary conditions are imposed at finite points in the onedimensional medium, the particlelike aspect disappears as the soliton can form only a standing wave, periodic in space and time. (See Ref. 4, especially the part "Standing Wave Solutions," p. 1385.) Because of these properties of the solutions of the sine-Gordon equation, it has value as a model for teaching students about the dualism of wave and particle that is evident in quantum theory.

[^6]The sine-Gordon equation in the form

$$
\begin{equation*}
\frac{\partial^{2} \omega}{\partial u^{2}}-\frac{\partial^{2} \omega}{\partial v^{2}}=\sin \omega \cos \omega \tag{4}
\end{equation*}
$$

has been used in the study of surfaces of constant negative Gaussian curvature, ${ }^{5} K$, which may be taken as -1 . The above equation arises when one writes the metric in the "asymptotic form" natural for constant negative curvature surfaces:

$$
\begin{equation*}
d s^{2}=\cos ^{2} \omega d u^{2}+\sin ^{2} \omega d v^{2} \tag{5}
\end{equation*}
$$

where ( $u, v$ ) are coordinates such that $u=$ const, $v=$ const represent the lines of principal curvature of the surface, and $\omega$ is the angle between the $u$ axis and the asymptotic direction on the surface. The asymptotic direction is that direction in which the normal curvature is zero. The stipulation that the Gaussian curvature be -1 leads immediately to Eq. (4). Mathematicians have usually taken (4) as the canonical form, while physicists have used (1). It is evident that if $\phi=2 \omega$ these equations are identical.

The algebraic structure of the many-soliton solutions of (1) has been presented in various forms, by various authors. ${ }^{6}$ The particular representation used by Hirota is in some ways the most convenient. From his equations one can write down explicit formulas for the one-, two-, three-, etc. soliton solutions of (1). (I am referring to the breather solitons, which in Hirota's terms, correspond to his $N=2,4,6$, etc. cases.) It will be shown below that the two-breather solution behaves, at $t \rightarrow \infty$, as a single soliton, that is, as if we are in the rest frame of one of the solitons and we are observing the second soliton approach, pass by, and recede as $t$ varies from $-\infty$ to $+\infty$. The solitons have equal "mass," so no recoil is evident, and only a phase shift in the particle's time-oscillatory factor $\cos (b t)$ indicates passage of the other soliton.

The geometrical nature of the surfaces, imbedded in ordinary three-dimensional space, which corresponds to these solutions of (1) or, if you wish, (4), seems not to have been elucidated. [Although it is possible that a visualization of the surface corresponding to a single breather may have been presented in the older mathematical literature during the past century, it is in any case not widely known to physicists. The many-soliton surface probably was not even considered by mathematicians, since the existence of these solutions of (4) was not known until 1973.]

The purpose of this paper is to give explicit formulas for
imbedding the single-breather soliton in three-space so as to visualize why such entities exist as solutions of the sineGordon equation and how a many-soliton solution can be visualized as generated by bending the single-soliton surface. We will show why the sine-Gordon equation possesses the many-soliton nature, and why it is probably unique in differential geometry in this regard.

## II. IMBEDDING THE SINGLE-SOLITON BREATHER IN EUCLIDEAN THREE-SPACE

We will use the older notation of differential geometry with $(u, v)$ as the curvature coordinates on a surface of constant negative curvature, with the understanding that in modern soliton theory the crucial equation

$$
\begin{equation*}
\frac{\partial^{2} \omega}{\partial u^{2}}-\frac{\partial^{2} \omega}{\partial v^{2}}=\sin \omega \cos \omega \tag{4}
\end{equation*}
$$

has the interpretation of a nonlinear wave equation, with $(u, v)$ being space and time variables $(x, t)$, and the asymptotic angle $\omega$ is to be interpreted as the dependent variable with physical meaning. Certain parameters of the solutions are designated by $(a, h, k)$ in Darboux' treatise and in modern soliton theory are denoted by $(\kappa, \omega)$, with the stipulation $\kappa^{2}+\omega^{2}=1$ imposed.

The method described by Darboux and attributed to Enneper is too lengthy to be described in detail here. ${ }^{7}$ The outcome of their reasoning is the conclusion that spherical surfaces cutting the $K=-1$ surface at $90^{\circ}$ angles must have their centers along a straight line, which is designated as the $X$ axis. This preferred axis would for the ordinary pseudosphere (a tractrix of revolution) be simply an axis of rotational symmetry. Darboux does not concern himself with this (degenerate) case; nor shall we, since it represents a soliton $\omega=2 \tan ^{-1} e^{-u}$, that is, time independent in its rest frame. Other time-independent (i.e., $v$-independent) solutions involving elliptic integrals are also known and not dealt with here (for a pictorial representation of these axially symmetric surfaces, the reader is referred to Eisenhart ${ }^{8}$ ).

Darboux then sets up a cylindrical coordinate system $(X, \lambda, \psi)$ in ordinary three-space in which the non-axially symmetric $K=-1$ surfaces are to be imbedded. We cite his findings as follows: the imbedding coordinates are

$$
\begin{align*}
& X=\left\{z \cos \omega-\int z^{2} d u\right\} \frac{1}{a^{2}}  \tag{6}\\
& \lambda=\left[\left(1+z_{1}^{2}\right)^{1 / 2} / a^{2}\right] \sin \omega \tag{7}
\end{align*}
$$

and

$$
\begin{equation*}
\psi=a^{2} \int \frac{d v}{1+z_{1}^{2}}, \quad a^{2}+b^{2}=1 \tag{8}
\end{equation*}
$$

where $\omega$, of course, is a solution of the equation

$$
\begin{equation*}
\frac{\partial^{2} \omega}{\partial u^{2}}-\frac{\partial^{2} \omega}{\partial v^{2}}=\sin \omega \cos \omega \tag{4}
\end{equation*}
$$

and $z(u)$ and $z_{1}(v)$ are solutions of the auxiliary equations

$$
\begin{equation*}
z^{\prime 2}=z^{4}+a z^{2}+2 h \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{1}^{\prime 2}=\left(z_{1}^{2}+1\right)^{2}+a\left(z_{1}^{2}+1\right)+2 h . \tag{10}
\end{equation*}
$$

To obtain the usual breather soliton in my present notation one must rewrite, in (9) and (10), the parameter $a$ as $\left(-2 a^{2}\right)$, and $2 h$ as $a^{4}$. Then these equations become simply $z^{\prime 2}=z^{4}-2 a^{2} z^{2}+a^{4}, \quad$ whereby $z=a \tanh a u$, and

$$
\begin{align*}
& z_{1}^{\prime 2}=\left(z_{1}^{2}+1\right)^{2}-2 a^{2}\left(z_{1}^{2}+1\right)+a^{4}  \tag{12}\\
& \quad \text { so } z_{1}=b \tan b v .
\end{align*}
$$

Darboux' results indicate only that a solution of the equation $\omega_{u u}-\omega_{v v}=\sin \omega \cos \omega$ may be represented by

$$
\begin{equation*}
\cos \omega=\left(z^{\prime}-z_{1}^{\prime}\right) /\left(z^{2}-z_{1}^{2}-1\right) \tag{13}
\end{equation*}
$$

where $z$ and $z_{1}$ satisfy (9) and (10). In the special case dealt with here, it is easy to show that (11) and (12) lead to the expression for $\omega$ :

$$
\begin{equation*}
\omega=2 \tan ^{-1}((a / b) \cos b v / \cosh a u) \tag{14}
\end{equation*}
$$

with $a^{2}+b^{2}=1$.
This is recognizable as the usual breather soliton in modern work on the sine-Gordon equation. ${ }^{9}$ Inserting (14) into (6)-(8) yields

$$
\begin{align*}
& X=\frac{2 z}{a^{2}}\left\{\frac{b^{2}+z_{1}^{2}}{1+z_{1}^{2}-z^{2}}\right\}-u  \tag{15}\\
& \lambda=\frac{\left(1+z_{1}^{2}\right)^{1 / 2}}{a^{2}} \frac{2\left(b^{2}+z_{1}^{2}\right)^{1 / 2}\left(a^{2}-z^{2}\right)^{1 / 2}}{1+z_{1}^{2}-z^{2}}  \tag{16}\\
& \psi=v-\tan ^{-1}(b \tan b v) \tag{17}
\end{align*}
$$

where $z=a \tanh a u$ and $z_{1}=b \tan b v$.
A profile of the surface can be obtained by setting $\psi$ equal to some constant value, say $\psi=0$. Then $v=0$ and $z_{1}=0$ also.

The $\psi=0$ profile is then given as

$$
\begin{align*}
& \lambda=\left[2 b /\left(1-z^{2}\right)\right]\left[\left(a^{2}-z^{2}\right)^{1 / 2} / a^{2}\right]  \tag{18a}\\
& X=\frac{2 z b^{2}}{a^{2}\left(1-z^{2}\right)}-\frac{1}{a} \tanh ^{-1}\left(\frac{z}{a}\right) \tag{18b}
\end{align*}
$$

Consider the case $a=b=1 / \sqrt{2}=0.707$. Then the $\psi=0$ profile is

$$
\begin{align*}
& \lambda=2\left(1-2 z^{2}\right)^{1 / 2} /\left(1-z^{2}\right)  \tag{18c}\\
& X=\left[2 z /\left(1-z^{2}\right)\right]-\sqrt{2} \tanh ^{-1}(\sqrt{2} z) \tag{18~d}
\end{align*}
$$

$0<z<1 / \sqrt{2}$. The asymptotic angle $\omega$ on the $\psi=0$ section is

$$
\omega= \pm 2 \tan ^{-1}\left(1-2 z^{2}\right)^{1 / 2}
$$

The profile is a self-intersecting curve, symmetric about $X=0$ and tending toward the $X$ axis, as $X \rightarrow \pm \infty$.

The quantity $\omega$, which in differential geometry is an asymptotic direction on a surface, plays the role of the wave function in the nonlinear sine-Gordon wave equation. Thus, Fig. 1 can be construed, in a certain sense, as a "snapshot" of the wave taken at time $t=0$. The wave function goes from 0 to $\pi / 2$ and back to 0 as

$$
z=a \tanh a u=(1 / \sqrt{2}) \tanh (u / \sqrt{2})
$$

varies ( $u$ plays the role of distance $x$ ). We wish to emphasize that a snapshot of a solution of a wave equation normally displays the wave function $\phi$ versus distance $x$. If one follows the behavior of $\omega$ along the looped curve in Fig. 1, the depen-


FIG. 1. Profile $\psi=0$ of $a=b=1 / \sqrt{2}$ surface.
dence of $\omega$ on $u$ is displayed implicitly.
It is evident that a surface having two parts is represented by Eq. (15)-(17). Let us pursue this further by looking at the cross section $X=0$. The polar equations expressing $\lambda$ and $\psi$ parametrically in terms of $z_{1}$ (rather than $v$ ) are, for $a=b=1 / \sqrt{2}$, with $z$ taken as zero,

$$
\begin{equation*}
\lambda=2\left(1+2 z_{1}^{2}\right)^{1 / 2} /\left(1+z_{1}^{2}\right)^{1 / 2} \tag{19a}
\end{equation*}
$$

and

$$
\begin{align*}
\psi & =v-\tan ^{-1}\left(\frac{1}{\sqrt{2}} \tan \frac{v}{\sqrt{2}}\right) \\
& =\sqrt{2} \tan ^{-1}\left(\sqrt{2} z_{1}\right)-\tan ^{-1} z_{1}, \tag{19b}
\end{align*}
$$

where $z_{1}$ may take on any value from 0 to $\infty$.
However, the equation

$$
X=\frac{2}{a^{2}} z\left\{\frac{b^{2}+z_{1}^{2}}{1+z_{1}^{2}-z^{2}}\right\}-\frac{1}{a} \tanh ^{-1}\left(\frac{z}{a}\right)=0
$$

with $a^{2}=b^{2}=\frac{1}{2}$ has a second solution besides the obvious $z=0$ solution. Again taking $z_{1}$ as a parameter we have
$4 z\left\{\left(\frac{1}{2}+z_{1}^{2}\right) /\left(1+z_{1}^{2}-z^{2}\right)\right\}-\sqrt{2} \tanh ^{-1}(\sqrt{2} z)=0$,
$\lambda=4\left(1+z_{1}^{2}\right)^{1 / 2}\left(\frac{1}{2}+z_{1}^{2}\right)^{1 / 2}\left(\frac{1}{2}-z^{2}\right)^{1 / 2} /\left(1+z_{1}^{2}-z^{2}\right)$,
$\psi=\sqrt{2} \tan ^{-1}\left(\sqrt{2} z_{1}\right)-\tan ^{-1} z_{1}$.
Again, $z_{1}$ may take on any value from 0 to $\infty$.
A sketch of the $X=0$ cross section with $a^{2}=b^{2}=\frac{1}{2}$ is given in Fig. 2.

The figure suggests a five-pointed star or a five-lobed rose depending on whether one considers ABCDE... or PQRST. . . (it is evident that the figure shows only a portion of the non-axially symmetric surface; it actually continues around the $X$ axis, which is perpendicular to the paper, an infinite number of times).


FIG. 2. Cross section $X=0$ of $a=b=1 / \sqrt{2}$ surface.

For certain choices of $b$, the star/rose closes on itself, and the asymptotic angle $\omega$ has the same values when $\psi$ attains the same values $(\bmod 2 \pi)$. For instance, if $b=\frac{3}{3}, \frac{4}{6}, \frac{5}{7}, \frac{6}{6}$, ..., the figure has threefold, fourfold, fivefold, and sixfold symmetry (reminiscent of ring-shaped organic compounds). However, only the "even" values $b=\frac{4}{3}, \frac{6}{8}, \ldots$ yield strict periodicity in $\omega$, as a function of angle $\psi$; that is, if one follows an asymptotic curve around the $X$ axis as the curve wends its way over the surface, the angle $\omega$ will be reversed in sign if $b=\frac{3}{3}$, or $\frac{5}{4}$, when $\psi=2 \pi$.

Zeros of Hirota's $f$ and $g$ functions give rise to $\tan (\omega)$ 2) $=0, \infty$ so that $\omega=0, \pi$. This condition implies that the asymptotic curves lie parallel to $v=$ const curves; this in turn implies a cuspidal edge in the surface. These can be inferred also from Fig. 2. As $u \rightarrow \pm \infty$, the asymptotic curves on the inner part of the surface encompassing the $X$ axis spiral around this axis in such a way that $\omega \rightarrow 0$. The values $u \rightarrow \pm \infty$ yield singular points analogous to those of the pseudosphere. The $X$ value tends to infinity also at these points, as is evident from (18d).

As mentioned above, the surface whose asymptotic directions satisfy (14) has two parts, one part bounded by ABCDE $\cdots$ and PQRST $\cdots$, which bears a resemblance to a chain of "apple cores" joined end-to-end along the cusps QB, SD, and so on around the $X$ axis; and the other part, bounded on the outside by the rose curve PQRST $\cdot$. , and which extends all along the $X$ axis out to infinity, tapered to a peak at $X= \pm \infty$ so that the Gaussian curvature is everywhere -1 .

For arbitrary $a, b$ the $\psi=0, v=0, z_{1}=0$ profile is

$$
\begin{equation*}
\omega=2 \tan ^{-1}((a / b) 1 / \cosh a u) \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega=2 \tan ^{-1}\left((a / b)\left(1-\left(z^{2} / a^{2}\right)\right)^{1 / 2}\right) \tag{22}
\end{equation*}
$$

This is a looped curve similar to that shown in Fig. 1. To reiterate, the $\psi=$ const profile reflects the spatial dependence of the soliton. The $X=0$ cross section brings out the time dependence, that is, the $v$ dependence of $\omega$, as it varies from 0 at the cuspidal edges, to $\omega_{\text {max }}$ or $-\omega_{\max }$ at the innermost points of the star curve. It should be emphasized that although the $v$ dependence is periodic in (14), the surface representing this soliton intersects itself as it whorls around the $X$ axis [except for certain special choices of $(a, b)$ which cause it to close]. Thus, it is convenient to visualize the surface as extending from $\psi=-\infty$ to $\psi=+\infty$, around the $X$ axis. (Mathematically this is certainly permissible, although an engineer accustomed to dealing with actual surfaces might object to a self-intersecting surface of many sheets.)

It should be pointed out that this imbedding of the surface of constant negative Gaussian curvature -1 in ordinary Euclidean three-space can be explicitly verified. One starts with the Euclidean metric in cylindrical coordinates

$$
\begin{equation*}
d s^{2}=d X^{2}+d \lambda^{2}+\lambda^{2} d \psi^{2} \tag{23}
\end{equation*}
$$

substitutes the expressions (6), (7), and (8) for $X, \lambda, \psi$, and finds that a metric involving $u$ and $v$ is obtained of the form

$$
d s^{2}=\cos ^{2} \omega d u^{2}+\sin ^{2} \omega d v^{2}
$$

where $\omega(u, v)$ is a solution (14) of the sine-Gordon equation (!). The algebra involved is lengthy, but straightforward, and gives one confidence that the imbedding is really correct.

## III. MANY-SOLITON SOLUTIONS

The formulas giving $\omega$ as a function of $(u, v)$ allow one to describe the surface in a natural manner. Every solution of the equation

$$
\begin{equation*}
\frac{\partial^{2} \omega}{\partial u^{2}}-\frac{\partial^{2} \omega}{\partial v^{2}}=\sin \omega \cos \omega \tag{4}
\end{equation*}
$$

describes a surface of constant negative curvature that can be imbedded in ordinary three-space.

Geometrically, it seems plausible that bending the sin-gle-soliton surface (14) will yield another type of solution. Gauss pointed out that bending a surface does not change its intrinsic curvature $K$. In the present context, this means that if the Gaussian curvature was originally -1 , it is still -1 after bending. (For the reader unfamiliar with the concepts of differential geometry, this means that although the principal curvatures $\kappa_{1}$ and $\kappa_{2}$ change, their product $K=\kappa_{1} \kappa_{2}=-1$ does not.)

In order to shed light on this question, we examine the solution of (4) that represents a two-soliton solution. We mean here two-breather solutions, each breather soliton possessing the dualism inherent in solutions of the type (14). Following the prescription given by Hirota, ${ }^{10}$ one writes

$$
\begin{equation*}
\omega=2 \tan ^{-1}(g / f) \tag{24}
\end{equation*}
$$

The auxiliary functions $g$ and $f u s e d$ by Hirota satisfy certain (nonlinear) partial differential equations whose solutions can be cast into a standard form consisting of certain sums over products of purely exponential functions involving certain parameters, designated by the symbols $(\kappa, \omega)$. These constant
parameters eventually turn out to be identical with parameters designated as $(a, b)$ in our discussion above involving the differential-geometric interpretation of the soliton solutions.

To obtain breather solitons, the exponentials must be combined pairwise; the procedure is straightforward, but complicated algebraically. The two-breather solution (Hirota's $N=4$ case) is (using $a, b$ instead of $\kappa, \omega$ )

$$
\begin{align*}
f= & -b^{\prime} a \cosh (b t) \cosh \left(a^{\prime} x\right) \\
& +i b a^{\prime} \cos \left(b^{\prime} t\right) \cosh (a x)  \tag{25}\\
g= & a^{\prime} a\left\{\lambda_{1} \cosh (b t) \cos \left(b^{\prime} t\right)+i \lambda_{2} \sinh (b t) \sin \left(b^{\prime} t\right)\right\} \\
& -i b^{\prime} b\left\{\mu_{1} \cosh (a x) \cosh \left(a^{\prime} x\right)+\mu_{2} \sinh \left(a^{\prime} x\right) \sinh (a x)\right\} \tag{26}
\end{align*}
$$

with the constraints $a^{2}+b^{2}=1, a^{\prime 2}-b^{\prime 2}=1$.
The constants $\lambda_{1}, \lambda_{2}$ and $\mu_{1}, \mu_{2}$ depend on the $a$ 's and $b$ 's; specifically,

$$
\begin{align*}
& \lambda_{1}=\left(b^{\prime 2}-b^{2}\right) /\left(b^{\prime 2}+b^{2}\right)  \tag{27a}\\
& \lambda_{2}=2 i b^{\prime} b /\left(b^{\prime 2}+b^{2}\right) \tag{27b}
\end{align*}
$$

Analogous expressions can be written for $\mu_{1}$ and $\mu_{2}$. One finds, as $t \rightarrow+\infty$, that the ratio $(g / f)$ simplifies to

$$
\begin{equation*}
\tan \frac{\omega}{2}=\frac{g}{f} \rightarrow \frac{-a^{\prime}}{b^{\prime}} \frac{\sin \left(b^{\prime} t-\delta\right)}{\cosh \left(a^{\prime} x\right)} \tag{28a}
\end{equation*}
$$

and as $t \rightarrow-\infty$,

$$
\begin{equation*}
\tan \frac{\omega}{2}=\frac{g}{f} \rightarrow \frac{-a^{\prime}}{b^{\prime}} \frac{\sin \left(b^{\prime} t+\delta\right)}{\cosh \left(a^{\prime} x\right)} \tag{28b}
\end{equation*}
$$

The phase shift is found to be

$$
\begin{equation*}
\delta=\tan ^{-1}\left(\left(b^{\prime 2}-b^{2}\right) / 2 b^{\prime} b\right) \tag{29}
\end{equation*}
$$

It seems very difficult to write down explicit formulas giving the $X, \lambda$, and $\psi$ coordinates of the surface described by

$$
\begin{equation*}
\tan (\omega / 2)=g / f \tag{30}
\end{equation*}
$$

with the $g$, $f$ given by complicated many-soliton expressions such as (25) and (26). Even if the methods used by Darboux or Enneper were feasible, it seems likely that physical interpretation would be awkward.

Instead, we note from the asymptotic behavior at $t \rightarrow \pm \infty$ (in geometrical terms, $v \rightarrow \pm \infty$ ) that the surface is identical with the star/rose surface discussed in Sec. II. To visualize the surface, we imagine it to be an infinitely manysheeted surface whose asymptotic angle $\omega$ has the forms (28a) and (28b) when the $v$ coordinate approaches $\pm \infty$. For values of $v$ which are not large, the periodic behavior is lost, and a perturbation of the surface produces nonperiodicity in the $v$ coordinate. Interpreting $v$ as a timelike coordinate $t$, this perturbation represents in soliton theory the disturbance produced as a second soliton approaches, passes through, and recedes. The soliton seen at $t \rightarrow \pm \infty$ is the soliton at rest in the frame of the observer. It suffers a phase shift when the moving soliton "collides" with it. (There is no recoil.)

The single-soliton surface described by (14) is capable of being deformed, that is, bent into the double-soliton surface implied by (30) using Hirota's $f$ and $g$ formulas. By the theorem of Gauss-the theorema egregium-the curvature $K=\kappa_{1} \kappa_{2}=-1$ remains invariant under bending. The sin-
gle-soliton surface, under bending, deforms in a manner analogous to that of an accordion; the perturbation introduced into the many-sheeted surface (14) generates the twosoliton surface described by (25), (26), and (30), which, of course, is again a surface of Gaussian curvature - 1 .

Thus, it becomes clearly understandable why a simple solution of

$$
\begin{equation*}
\frac{\partial^{2} \omega}{\partial u^{2}}-\frac{\partial^{2} \omega}{\partial v^{2}}=\sin \omega \cos \omega \tag{4}
\end{equation*}
$$

can generate more complex solutions under deformation, that is, bending. When the above equation is interpreted as a nonlinear wave equation

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}-\frac{\partial^{2} \phi}{\partial t^{2}}=\sin \phi \tag{1}
\end{equation*}
$$

$\phi=2 \omega$, this geometrical property (invariance of Gaussian curvature) finds algebraic expression in the many-soliton formulas of Hirota, Ablowitz, Caudrey, and Takhadzhyan.

## IV. DISCUSSION

One might ask whether there are other types of surfaces dealt with in differential geometry that have properties similar to the surfaces of constant negative curvature, in that their defining equations might have solutions that display soliton behavior. Minimal surfaces have average curvature $\frac{1}{2}\left(\kappa_{1}+\kappa_{2}\right)$ equal to zero, but their Gaussian curvature varies from point to point on the surface. The asymptotic angle $\omega$ always equals $\pi / 4(\tan \omega=1)$ everywhere on a minimal surface. It is natural to use a metric of the form

$$
\begin{equation*}
d s^{2}=e^{q}\left(d u^{2}+d v^{2}\right) \tag{31}
\end{equation*}
$$

where $q$ is a function of both $u$ and $v$, in general. It can be shown that most, if not all, minimal surfaces satisfy the equation

$$
\begin{equation*}
\frac{\partial^{2} q}{\partial u^{2}}+\frac{\partial^{2} q^{2}}{\partial v^{2}}=e^{-2 q} \tag{32}
\end{equation*}
$$

The minus sign in the exponential on the right is crucial. This equation is the natural analog, for minimal surfaces, of Eq . (4), which represents the defining equation of $\kappa_{1} \kappa_{2}=-1$ surfaces. One obvious difference between (4) and (32) is that the latter is not a wave equation. Furthermore, inspection of various minimal surfaces such as catenoids or Enneper's minimal surface reveals that, although they have negative curvature everywhere (as they must, since an asymptotic direction does not exist wherever the Gaussian curvature is positive), they do not have the unique attributes under a bending deformation required for generating entities that could be construed as solitons, in any sense of the word.

Therefore, although minimal surfaces are in certain ways complementary to constant (negative) curvature surfaces, they are, in another sense fundamentally and intrinsically different. Other negative curvature surfaces, such as ruled surfaces, an example of which is the hyperboloid of a
one-sheet, do not appear to have the necessary attributes. They can be bent, but nothing simple and mathematically beautiful happens. We conclude that the sine-Gordon equation is unique.

## V. CONCLUSION

The rationale for this study of the sine-Gordon equation is that it provides, in one dimension, a model for understanding the nature and behavior of elementary particles. The wave function, which in differential geometry is an angle representing the asymptotic direction at a point on a surface, is related to the arc tangent of a product of two factors. In the rest frame, one factor, $\operatorname{sech}(a x)$, gives the wave its localization in space; the other factor, $\cos (b t)$, gives the wave an inherent time dependence. (This is the origin of the phrase "breather soliton.") As mentioned in the Introduction, a Lorentz transformation can always be carried out since the sine-Gordon equation is invariant under such a transformation of the variables $(x, t)$. The effect of this is to give a Lorentz contraction to the spatial factor, and to convert the time factor to the form of a "plane wave." The dualism appears, almost magically, when the soliton is seen in a moving frame. Second, these disturbances behave exactly like particles moving in a one-dimensional space in so far as they always retain their original shape after colliding. This is the canonical property of any sort of soliton. Third, previous work has shown that sine-Gordon solitons form purely standingwave type entities when trapped in a one-dimensional enclosure. Their sharp, spatial localization disappears when boundary conditions are imposed.

The behavior of the asymptotic angle $\omega$ in terms of its functional dependence on curvature coordinates ( $u, v$ ) provides a simulation of the solutions of the sine-Gordon wave equation. The differential geometry of surfaces of constant negative curvature ${ }^{11}$ is worth studying for this reason.
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We develop the harmonic analysis for spinor functions which are defined by the matrix elements of the unitary irreducible representations of $\mathrm{E}(3)$ with the representation space on the translation subgroup.

## I. INTRODUCTION

This paper is a sequel to our previous paper ${ }^{1}$ (called hereafter Paper I). Paper I treated the harmonic analysis on the (simply connected) twofold universal covering group of the Euclidean group in three-space, proving the explicit Plancherel formula. In this paper this covering group is, for the sake of simplicity, named the Euclidean group in threespace ( $\mathrm{E}(3)$ ). Miller ${ }^{2}$ introduced spinor functions through the group representations of $\mathrm{E}(3)$. However, no harmonic analysis on spinor functions, to the best of our knowledge, has been attempted. This paper fills this gap.

Spinor functions are the vector-valued, generalized spherical Bessel functions and they are solutions ${ }^{3}$ of the Helmholtz, or reduced wave, equation. Aside from the importance of spinor functions, there are at least two obvious motivations of this paper in contemporary physics. The harmonic expansion is an effective tool to study high- (larger than four-) dimensional theories, i.e., Kaluza-Klein and supergravity theories. ${ }^{4}$ The harmonic analysis also plays a major role in the formalisms of the stochastic quantum mechanics and stochastic quantum field theory. ${ }^{5-7}$

Section II contains the résumé of the group E(3). Section III outlines the construction of unitary irreducible representations (UIR's) of E(3). Section IV presents the necessary
summary of spinor functions by the matrix elements of UIR's of $E(3)$. Section $V$ deals with the harmonic analysis involving spinor functions, deriving, among others, the generalized Parseval's formula.

## II. THE GROUP E(3)

The group $\mathrm{E}(3)$ is the semidirect product space $R^{3} \times{ }_{\eta} \mathrm{SU}(2)$ relative to the homomorphism $\eta$ of $\mathrm{SU}(2)$ into the group of automorphisms of $R^{3}$. For simplification we skip the bold-faced notation of vectors. The matrices $\pm A \in \mathrm{SU}(2)$ determine the same rotation $\eta(A)$ given by

$$
\begin{equation*}
A(r \cdot \sigma) A^{-1}=(\eta(A) r) \cdot \sigma \tag{1}
\end{equation*}
$$

where $\sigma$ stands for the Pauli matrices

$$
\sigma^{1}=\left(\begin{array}{ll}
0 & 1  \tag{2}\\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{ll}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{3}=\left(\begin{array}{ll}
1 & 0 \\
0 & -1
\end{array}\right)
$$

The multiplication law for $E(3)$ is

$$
\begin{equation*}
\left\{r_{1}, A_{1}\right\}\left\{r_{2}, A_{2}\right\}=\left\{r_{1}+\eta\left(A_{1}\right) r_{2}, A_{1} A_{2}\right\} \tag{3}
\end{equation*}
$$

If

$$
A=\left(\begin{array}{cc}
a & b \\
-\bar{b} & \bar{a}
\end{array}\right)
$$

with $a \bar{a}+b \bar{b}=1$, then $\eta(A)$ has the expression

$$
\eta(A)=\left(\begin{array}{ccc}
\left(a^{2}-b^{2}+\bar{a}^{2}-\bar{b}^{2}\right) / 2 & i\left(\bar{a}^{2}+\bar{b}^{2}-a^{2}-b^{2}\right) / 2 & \bar{a} \bar{b}+a b  \tag{4}\\
i\left(a^{2}-b^{2}-\bar{a}^{2}+\bar{b}^{2}\right) / 2 & \left(\bar{a}^{2}+\bar{b}^{2}+a^{2}+b^{2}\right) / 2 & i(-\bar{a} \bar{b}+a b) \\
-(\bar{a} b+a \bar{b}) & i(-\bar{a} b+a \bar{b}) & a \bar{a}-b \bar{b}
\end{array}\right) .
$$

## III. THE UIR OF E(3)

The dual group $\hat{R}^{3}$ of $R^{3}$ consists of the unitary char-
 mentum space. Then the group $S U(2)$ acts on $P^{3}$ as well as on $R^{3}$. The $\operatorname{SU}(2)$ orbits of a given $p \in P^{3}$ are the spheres $\Omega_{\rho}=\left\{p \in P^{3}:\|p\|=\rho \geqslant 0\right\}$. Thus we can characterize the partition of $P^{3}$ into orbits by choosing the following set $K$ representing the standard momentum $\dot{p}$ :

$$
\begin{equation*}
P^{3}=\cup_{\dot{p} \in K} \Omega(\dot{p}) \equiv \cup_{\rho>0} \Omega_{\rho}, \tag{5}
\end{equation*}
$$

where $K=\{\dot{p}=(0,0, \rho): \quad \rho \geqslant 0\}$.
Hence there are only two stability groups (little groups)

$$
\begin{array}{ll}
G_{\dot{p}}=\operatorname{SU}(2), & \text { for } \dot{p} \in \Omega_{0} \\
G_{\dot{p}}=\operatorname{SO}(2), & \text { for } \dot{p} \in \Omega_{\rho} \quad(\rho>0) \tag{6}
\end{array}
$$

where $\mathrm{SO}(2)$ is the twofold covering group of $\mathrm{SO}(2)$, the
group of rotations around the $z$ axis, and it is isomorphic to the multiplicative group of complex numbers $e^{i \psi / 2}$, $0 \leqslant \psi<4 \pi$. Thus its UIR's are one dimensional and of the form

$$
\Gamma^{s}\left(\left[\begin{array}{cc}
e^{i \psi / 2} & 0  \tag{7}\\
0 & e^{-i \psi / 2}
\end{array}\right]\right)=e^{i s \psi}
$$

where $2 s=0, \pm 1, \pm 2, \ldots$.
The UIR's associated with the trivial orbit $\Omega_{0}=\{0\}$ are of no interest in the present work. The UIR's $(\rho, s)$ of $E(3)$ associated with an orbit $\Omega_{\rho}(\rho>0)$ are given by

$$
\begin{equation*}
\left[U^{\rho, s}(a, A) f\right](p)=e^{i p \cdot a}\left(\Gamma^{s} \uparrow \operatorname{SU}(2)\right)(p, A) f\left(A^{-1} p\right) \tag{8}
\end{equation*}
$$

where $\uparrow$ denotes "induced."
The carrier space of $(\rho, s)$ is $H(\rho, s)$, the Hilbert space of Lebesgue square-integrable functions on the manifolds $\Omega_{\rho}$ with the inner product

$$
\begin{equation*}
\langle f, g\rangle=\int_{\Omega_{p}} f(p) \overline{g(p)} d w(p), \quad f, g \in H(\rho, s) \tag{9}
\end{equation*}
$$

where $d w(p)=\sin \theta d \theta d \varphi$ for

$$
p=(\rho \sin \theta \cos \varphi, \rho \sin \theta \sin \varphi, \rho \cos \theta) \in \Omega_{\rho}
$$

Further details are given in Ref. 8.

## IV. SPINOR FUNCTIONS

We first determine the matrix elements of the operator $U^{\rho_{r} s}(r, A)$ with respect to the orthonormal basis $\left\{h_{m}^{u}(\theta, \varphi)\right\}$ of $H(\rho, s)$. For fixed $u$ the functions $\left\{h_{m}^{u}(\theta, \varphi)\right\}, m$ $=-u,-u+1, \ldots,+u$, form a canonical basis for the irreducible representations $D(u)$ of $\operatorname{SU}(2)$. In the following we write $U(r, A)$ instead of $U^{\rho, s}(r, A)$. Since $U(r, A)$ $=U(r, I) U(0, A)$, itsufficestocalculatethematrix elements of $U(r, I)$ and $U(0, A)$, respectively. The latter are nothing but those of SU(2)

$$
\begin{equation*}
\left\langle h_{n}^{v}, U(0, A) h_{m}^{u}\right\rangle=T_{n m}^{u}(A) \cdot \delta_{v, u} . \tag{10}
\end{equation*}
$$

By definition, the matrix elements of $U(r, I)$ are $^{8}$

$$
\begin{align*}
& \left\langle h_{n}^{v}, U(r, I) h_{m}^{u}\right\rangle \\
& \equiv \\
& =[v, n|\rho, s| u, m](r) \\
& =  \tag{11}\\
& =\sqrt{4 \pi} \sum_{l=|u-v|}^{u+v} i^{-l}\left[\frac{(2 u+1)(2 l+1)}{(2 v+1)}\right]^{1 / 2} C(l, 0 ; u, s \mid v, s) \\
& \\
& \quad \times C(l, n-m ; u, m \mid v, n) j_{l}(\rho r) \overline{Y_{l}^{n-m}(\theta r, \varphi r)},
\end{align*}
$$

where $C(\cdot ; \cdot \mid \cdot)$ are the Clebsch-Gordan coefficients of $\mathbf{S U}(2)$ and the $j_{l}(\rho r)$ are spherical Bessel functions. The

$$
j_{s, n}^{v, u}(\rho r)=i^{u-v}[v, n|\rho, s| u, m]((0,0, r))
$$

are called generalized spherical Bessel functions. ${ }^{9}$ In particular, $j_{0,0}^{l o 0}(\rho r)=j_{l}(\rho r)$.

The $[v, n|\rho, s| u, m]$ ] $r$ ) for fixed $v$ are called $v$-spinor functions, which have $2 v+1$ components

$$
\begin{gather*}
\mathcal{X}_{\nu ; u, m}^{(\rho, s)}(r)=([v, n|\rho, s| u, m](r)) \\
n=-v,-v+1, \ldots,+v \tag{12}
\end{gather*}
$$

for some $u$ and $m$. They are solutions ${ }^{3}$ of the Helmholtz, or reduced wave, equation. In the following we often call them spinor functions instead of $v$-spinor functions.

By the group property $U(r, A)=U(r, I) \cdot U(0, A)$ $=U(0, A) \cdot U\left(A^{-1} r, I\right)$ we obtain the matrix elements of $\mathrm{E}(3)$ $\{v, n|\rho, s| u, m\}(r, A)$

$$
\begin{align*}
& \equiv\left\langle h_{n}^{v}, U(r, A) h_{m}^{u}\right\rangle=\sum_{m^{\prime}=-u}^{u}\left[v, n|\rho, s| u, m^{\prime}\right](r) T_{m^{\prime}, m}^{u}(A) \\
& =\sum_{n^{\prime}=-v}^{v} T_{n, n^{\prime}}^{v}\left[v, n^{\prime}|\rho s| u, m\right]\left(A^{-1} r\right) \tag{13}
\end{align*}
$$

Equation (13) shows $\chi_{v ; \mu, m}^{(\rho, s)}(r)$ transforms like a spinor field of weight $v$; in fact, under the action of $\mathrm{SU}(2)$ it transforms like the eigenvector $h_{m}^{u}$ of the irreducible representation $D(u)$. Furthermore, the components of $\chi_{\nu ; u, m}^{(\rho, s)}(r)$ satisfy the Helmholtz, or reduced wave, equation.

The matrix elements $\{v, n|\rho, s| u, m\}(r, A)$ satisfy the orthogonality relations

$$
\begin{gather*}
\int_{R^{3}} d^{3} r \int_{\mathrm{SU}(2)} d A\{v, n|\rho, s| u, m\}(r, A) \overline{\left\{v^{\prime}, n^{\prime}\left|\rho^{\prime}, s^{\prime}\right| u^{\prime}, m^{\prime}\right\}(r, A)} \\
\quad=\left(4 \pi^{2} / \rho^{2}\right) \cdot \delta\left(\rho-\rho^{\prime}\right) \cdot \delta_{s, s^{\prime}} \cdot \delta_{u, u^{\prime}} \cdot \delta_{v, v^{\prime}} \cdot \delta_{m, m^{\prime}} \cdot \delta_{n, n^{\prime}} \tag{14}
\end{gather*}
$$

It is well known that the matrix elements $T_{m, n}^{u}(A)$ defined for $2 u=0,1,2, \ldots ; m, n=-u,-u+1, \ldots,+u$ satisfy the orthogonality relations

$$
\begin{align*}
& \int_{\mathrm{SU}(2)} T_{n, m}^{u}(A) \cdot T_{n^{\prime}, m^{\prime}}^{u \prime}(A) d A \\
& \quad=(1 / 2 u+1) \delta_{u, u^{\prime}} \cdot \delta_{m, m^{\prime}} \cdot \delta_{n, n^{\prime}} \tag{15}
\end{align*}
$$

where $d A$ is the normalized Haar measure on SU(2). Making use of (13)-(15), we can easily obtain

$$
\begin{align*}
\int_{R^{3}} d^{3} r & \sum_{n=-v}^{v}[v, n|\rho, s| u, m](r) \\
& \times \overline{\left[v, n\left|\rho^{\prime}, s^{\prime}\right| u^{\prime}, m^{\prime}\right](r)} \\
& =\left(4 \pi^{2} / \rho^{2}\right) \cdot \delta\left(\rho-\rho^{\prime}\right) \cdot \delta_{s, s^{\prime}} \cdot \delta_{u, u^{\prime}} \cdot \delta_{m, m^{\prime}} \tag{16}
\end{align*}
$$

## V. HARMONIC ANALYSIS OF SPINOR FUNCTIONS

We first construct the Hilbert space $H_{v} \equiv L_{v}^{2}\left(R^{3}\right)$, the elements of which are vector-valued functions

$$
\psi(r)=\left(\begin{array}{c}
\Psi_{v}(r)  \tag{17}\\
\cdot \\
\cdot \\
\cdot \\
\Psi_{-v}(r)
\end{array}\right)=\sum_{n=-v}^{v} \Psi_{n}(r) \cdot e_{n},
$$

where $e_{n}$ is the column vector with a one in row $n$ and zeros everywhere else. The vector $\psi(r) \in H_{v}$ if

$$
\begin{equation*}
\int_{R^{3}} \Psi^{t}(r) \bar{\Psi}(r) d^{3} r=\int_{R^{3}} \sum_{n=-v}^{v}\left|\Psi_{n}(r)\right|^{2} d^{3} r<\infty \tag{18}
\end{equation*}
$$

where the superscript $t$ denotes "transposed" and the bar on $\Psi(r)$ signifies its complex conjugate. The inner product is

$$
\begin{align*}
\langle\Phi, \Psi\rangle & \equiv \int_{R^{\prime}} \Phi^{t}(r) \bar{\Psi}(r) d^{3} r \\
& =\int_{R^{3} n} \sum_{n=-v}^{v} \Phi_{n}(r) \bar{\Psi}_{n}(r) d^{3} r . \tag{19}
\end{align*}
$$

We remark that $H_{v}$ is the ordinary state space of a single nonrelativistic particle with spin $v$.

We shall establish a generalized Fourier transform of elements in $H_{v}$. We define the unitary (left) regular representation $V$ of $\mathrm{E}(3)$ in $H_{v}$ by

$$
\begin{equation*}
[U(a, A) \Psi](r)=T^{v}(A) \Psi\left(A^{-1}(r-a)\right) \tag{20}
\end{equation*}
$$

or in components

$$
\begin{equation*}
\left[U(a, A) \Psi_{m}\right](r)=\sum_{n=-v}^{v} T_{m n}^{v}(A) \Psi_{n}\left(A^{-1}(r-a)\right) \tag{21}
\end{equation*}
$$

We apply the Fourier transform $\mathscr{F}$ to $\Psi_{n}(r)$

$$
\begin{equation*}
\left(\mathscr{F} \cdot \Psi_{n}\right)(p) \equiv \widehat{\Psi}_{n}(p)=\frac{1}{(2 \pi)^{3 / 2}} \int_{R^{3}} e^{i p \cdot r} \Psi_{n}(r) d^{3} r \tag{22}
\end{equation*}
$$

The inverse Fourier transform $\mathscr{F}^{-1}$ is given by

$$
\begin{equation*}
\left(\mathscr{F}^{-1} \cdot \widehat{\Psi}_{n}\right)(r) \equiv \Psi_{n}(r) \frac{1}{(2 \pi)^{3 / 2}} \int_{P^{3}} e^{-i r \cdot p} \widehat{\Psi}_{n}(p) d^{3} p \tag{23}
\end{equation*}
$$

Then obviously we have

$$
\begin{equation*}
\int_{R^{3}}\left|\Psi_{n}(r)\right|^{2} d^{3} r=\int_{P^{3}}\left|\hat{\Psi}_{n}(p)\right|^{2} d^{3} p \tag{24}
\end{equation*}
$$

The regular representation $U$ in (20) induces in $\widehat{H}_{v}\left(R^{3}\right) \equiv H_{v}\left(P^{3}\right)$

$$
\begin{equation*}
[\hat{U}(a, A) \widehat{\Psi}](p)=e^{i a \cdot p} T^{v}(A) \widehat{\Psi}\left(A^{-1} p\right) \tag{25}
\end{equation*}
$$

or in components

$$
\begin{equation*}
\left[\hat{U}(a, A) \hat{\Psi}_{m}\right](p)=e^{i a \cdot p} \sum_{n=-v}^{v} T_{m n}^{v}(A) \Psi_{n}\left(A^{-1} p\right) \tag{26}
\end{equation*}
$$

Clearly $U$ and $\hat{U}$ are unitarily equivalent via $U=\mathscr{F}^{-1} \widehat{U} \mathscr{F}$.

> Similarly, as in Paper I, we set

$$
\begin{equation*}
\hat{\Psi}^{\rho}(p)=\widehat{\Psi}(p), \quad \text { for } \quad p \in \Omega_{p} \tag{27}
\end{equation*}
$$

Then we have
$\left[\hat{U}(a, A) \hat{\Psi}_{m}^{\rho}\right](p)=e^{i a \cdot p} \sum_{n=-v}^{v} T_{m n}^{v}(A) \hat{\Psi}_{n}^{\rho}\left(A^{-1} p\right)$.
We also have

$$
\begin{equation*}
\int_{P^{3}}\left|\hat{\Psi}_{n}(p)\right|^{2} d^{3} p=\int_{0}^{\infty} \rho^{2} d \rho \int_{J_{\rho}}\left|\hat{\Psi}_{n}^{\rho}(p)\right|^{2} d w(p), \tag{29}
\end{equation*}
$$

where $d w(p)$ is the invariant Haar measure of $\Omega_{\rho}$. Making use of (24) and (29), we can derive
$\int_{R^{3}} \Psi^{t}(r) \bar{\Psi}(r) d^{3} r=\int_{0}^{\infty} \rho^{2} d \rho \sum_{n=-v}^{v} \int_{\Omega_{\rho}}\left|\hat{\Psi}_{n}^{\rho}(p)\right|^{2} d w(p)$.
We now turn to $v$-spinor functions. Equations (16) and (19) lead to

$$
\begin{equation*}
\left\langle\chi_{v, u, m}^{(\rho, s)}, \chi_{v ; u^{\prime}, m^{\prime}}^{(\rho, s)}\right\rangle=\delta_{u, u^{\prime}} \cdot \delta_{m, m^{\prime}} \tag{31}
\end{equation*}
$$

Exploiting (31) we can define a generalized Fourier transform for functions in $\hat{H}_{v}\left(P^{3}\right)$

$$
\begin{align*}
& \widehat{\Psi}_{v}(p)=\int_{0}^{\infty} \rho^{2} d \rho \\
& \times \sum_{s=-1}^{l} \sum_{2 u=0}^{\infty} \sum_{m=-u}^{u} \widehat{\Psi}_{v i u, m}^{(\rho, s)} \cdot \chi_{v ; u, m}^{(\rho, s)}(\rho), \tag{32}
\end{align*}
$$

or in components

$$
\begin{align*}
\widehat{\Psi}_{v, n}(p)= & \int_{0}^{\infty} \rho^{2} d \rho \\
& \times \sum_{s=-1}^{l} \sum_{2 u=0}^{\infty} \sum_{m=-u}^{u} \hat{\Psi}_{v, n ; u, m}^{(\rho, s)} \cdot \chi_{v, n ; u, m}^{(\rho, s)}(p), \tag{33}
\end{align*}
$$

where $l$ is the smaller of $u$ and $v$, and

$$
\widehat{\Psi}_{v, n ; u, m}^{(\rho, s)}=\left\langle\widehat{\Psi}_{v, n}, \chi_{v, n ; s, m}^{(\rho, s)}\right\rangle .
$$

From (33) we can easily derive

$$
\begin{align*}
& \int_{P^{3}}\left|\hat{\Psi}_{v, n}(p)\right|^{2} d^{3} p \\
& \quad=\int_{0}^{\infty} \rho^{2} d \rho \sum_{s=-1}^{l} \sum_{n=0}^{\infty} \sum_{m=-u}^{u}\left|\Psi_{v, n ; u, m}^{(\rho, s)}\right|^{2} \tag{34}
\end{align*}
$$

Combining (30) and (34) we can write the generalized Parseval's formula

$$
\begin{align*}
& \int_{R^{3}} \Psi_{v}^{\mathrm{t}}(r) \hat{\Psi}_{v}(r) d^{3} r \\
&= \int_{0}^{\infty} \rho^{2} d \rho \\
& \quad \times \sum_{s=-\min (u, v)}^{\min (u, v)} \sum_{n=-v}^{v} \sum_{2 u=0}^{\infty} \sum_{m=-u}^{u} \widehat{\Psi}_{v, n ; u, m}^{(\rho, s)} \widehat{\widehat{\Psi}_{v, n ; u, m}^{(\rho, s)}} . \tag{35}
\end{align*}
$$
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Consider a differential equation $\dot{Y}=V(X(t)) Y(t)$, where $X(t)$ is a random function. Sufficient conditions for asymptotic stability of the solution in terms of a generator of the stochastic process $X(t)$ are given. The results are illustrated by several examples.

## I. INTRODUCTION

The main objective in this paper is to study the behavior of the solution $Y(t)$ to $\dot{Y}=V(X(t)) Y(t)$, where $X(t)$ is a stochastic process and $V(x)$ is a real-valued function. A motivation comes from the dynamic reliability discussed by Ladde and Siljak. ${ }^{1}$ We are mainly interested in finding conditions for convergence of $Y(t)$ in some sense defined below, as $t \rightarrow \infty$. In particular asymptotic stability of the stochastic solution is discussed. For probabilistic facts we refer the reader to Doob. ${ }^{2}$

Before making any statements it is instructive to consider several examples that will illuminate the nature of the problem.

## II. EXAMPLES AND RESULTS

Example 1: Let $X(t)$ be a two-state Markov process with values $a,-a$ for some $a>0$, and infinitesimal generator

$$
A=\left[\begin{array}{cc}
-\lambda & \lambda \\
\mu & -\mu
\end{array}\right], \quad \text { for some } \lambda, \mu>0
$$

then

$$
Y(t)=Y(0) \exp \left(\int_{0}^{t} V(X(s)) d s\right)
$$

One can analyze $Y(t)$ in two ways: pathwise or in the mean by conditioning on $X(0)=x$. The first case is easy to handle because $X(t)$ has a stationary measure $m=[\mu /(\lambda+\mu), \lambda /$ $(\lambda+\mu)]$, which means $A^{T} m=0$. Take, for simplicity, $V(x)=x$, then by the ergodic theorem (see Ref. 3, p. 121)

$$
\frac{1}{t} \int_{0}^{t} X(s) d s \rightarrow \int_{\{-a, a\}} x d m(x)=\frac{a(\mu-\lambda)}{\mu+\lambda}
$$

If one assumes that $\lambda-\mu>0$, which means that the intensity of passing from $\{a\}$ to $\{-a\}$ is greater than that of passing from $\{-a\}$ to $\{a\}$ or equivalently the tendency of staying at $\{-a\}$ dominates staying at $\{a\}$, then one gets pathwise asymptotic stability because $Y(t) \rightarrow 0$ almost surely as $t \rightarrow \infty$. This is not surprising when taking into account the fact that in the long run $Y(t)$ should be more likely to approach $Y(0) e^{-a t}$ than $Y(0) e^{a t}$.

On the other hand, for $X(t)$ with $n+1$ possible states $x_{0}, \ldots, x_{n}$ and a generator $A=\left(a_{i j}\right), i, j=0, \ldots, n$, it is known (see Ref. 3, p. 299) that

$$
M\left(x_{i}, t\right)=E_{x_{i}} Y(t)=Y(0) E_{x_{i}} \exp \left(\int_{0}^{t} V(X(s)) d s\right)
$$

$$
X(0)=x_{i}, \quad i=0, \ldots, n,
$$

satisfy

$$
\frac{\partial M}{\partial t}=(A+I V) M
$$

where $I V$ is an $(n+1) \times(n+1)$ matrix with $V\left(x_{i}\right)$ on diagonal and 0 elsewhere. For a diffusion process $X(t)$ with the generator $L$, the above reads

$$
\frac{\partial M}{\partial t}=(L+V) M, \quad M(x, 0)=f(x)
$$

and the solution

$$
\begin{aligned}
M(x, t) & =E_{x} f(X(t)) \exp \left(\int_{0}^{t} V(X(s)) d s\right) \\
& =\exp [t(L+V)] f(x)
\end{aligned}
$$

is given by the generalized Feynman-Kac (FK) formula (see Ref. 4, p. 314), which for $X(t)=$ Brownian motion with the generator $L=\frac{1}{2} \Delta$ and $V$ replaced by $-V$ reduces to the standard FK formula. ${ }^{5}$

Taking in our example $n=1, V(x)=x, x_{0}=-a$,

$$
\begin{aligned}
x_{1}= & a, \text { and } A=\left[\begin{array}{cc}
-\lambda & \lambda \\
\mu & -\mu
\end{array}\right] \text { one has } \\
& M( \pm a, t)=Y(0) e^{\lambda \pm t}, \\
& \lambda \pm=\frac{1}{2}\left[-(\mu+\lambda) \pm \sqrt{4 \lambda \mu+(\lambda-\mu-2 a)^{2}}\right],
\end{aligned}
$$

whence to get asymptotic stability we must assume $\lambda^{+}<0$ or equivalently $0<a<\lambda-\mu$. Notice that pathwise asymptotic stability requires only $0<\lambda-\mu$. In general, the stability should be expressed in terms of $V(x)$ and the generator $A$ of the Markov process $X(t)$.

Example 2: Let $X(t)=B(t)$ be a Brownian motion $V(x)=x, Y(0)=1, X(0)=x$, then the mean value of $Y(t)$ solving $\dot{Y}(t)=B(t) Y(t)$ is given by

$$
\begin{aligned}
M(x, t) & =E_{x} \exp \left(\int_{0}^{t} B(s) d s\right)=E \exp \left(\int_{0}^{t}(x+B(s)) d s\right) \\
& =\exp \left(x t+t^{3} / 6\right) \rightarrow \infty,
\end{aligned}
$$

as $t \rightarrow \infty$. The last equality comes from the fact that by the FK formula

$$
\frac{\partial M}{\partial t}=\left(\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}+x\right) M
$$

which easily checks.
To get the asymptotic stability one needs a drift term for Brownian motion of order $t^{2}$. Namely, consider the diffusion
process $X(t)$ with the generator $L=\frac{1}{2}\left(\partial^{2} / \partial x^{2}\right)+2 \alpha t(\partial / \partial x)$, or equivalently $X(t)=B(t)+\alpha t^{2}$, then, by the above,

$$
M(x, t)=\exp \left[x t+(\alpha / 3) t^{3}+t^{3} / 6\right] \rightarrow 0 \quad \text { as } t \rightarrow \infty,
$$

as long as $2 \alpha<-1$. In general, if $X(t)=\sigma(t) B(t)+\mu(t)$, and $\sigma(t)>0$,

$$
\begin{aligned}
M(x, t) & E_{x} \exp \left(\int_{0}^{t} X(s) d s\right) \\
& =E \exp \left(\int_{0}^{t}(x+\mu(s)+\sigma(s) B(s)) d s\right) \\
& =\exp \left(x t+\int_{0}^{t} \mu(s) d s+\int_{0}^{t} \sigma(v)\left[\int_{0}^{v} u \sigma(u) d u\right] d v\right)
\end{aligned}
$$

so knowing $\mu$ and $\sigma$ it is possible in some cases to check whether $M(x, t) \rightarrow 0$ as $t \rightarrow \infty$.

Example 3: Let $X(t)=B(t)$,

$$
V(x)=\operatorname{sgn} x= \begin{cases}1, & x>0 \\ 0, & x=0 \\ -1, & x<0\end{cases}
$$

then

$$
Y(t)=Y(0) \exp \left(\int_{0}^{t} V(B(s) d s), \quad B(0)=0\right.
$$

Notice that $T=\int_{0}^{t} V(B(s)) d s=$ time spent by the Brownian particle in the positive half-line minus time spent by the Brownian particle in the negative half-line. Due to symmetry
of Brownian motion one could expect that $Y(t) \mapsto Y(0)$ as $t \rightarrow \infty$ because $T$ should go to 0 almost surely. Quite the opposite is true. Since $X$ is the time up to time $t$ spent by a particle in the positive half-line it enjoys arcsin law $(2 / \pi)$ $\times \arcsin \sqrt{x / t}$ with the density $(1 / \pi)[1 / \sqrt{x(t-x)}], 0<x<t$, therefore conditioning on $X$ one gets

$$
\begin{aligned}
E e^{T} & =\int_{0}^{t} E\left(e^{T} \mid X=x\right) \frac{1}{\pi \sqrt{x(t-x)}} d x \\
& =\int_{0}^{t} e^{2 x-t} \frac{1}{\pi \sqrt{x(t-x)}} d x \geqslant \frac{1}{3} e^{t / 2}
\end{aligned}
$$

and thus there is no stability.
Remark 1: If $V(x) \leqslant 0$ then $Y(t)$ is decreasing [ $Y(0)>0$ ] and always has a limit as $t \rightarrow \infty$, which is 0 whenever $\int_{\infty}^{0} V(X(s)) d s=-\infty$. When this happens almost surely then also $E_{x} Y(t) \rightarrow 0$ for each $x$ as $t \rightarrow \infty$. In terms of the diffusion process $X(t)$, pathwise asymptotic stability means that the probability of terminating the process at time $t$, while traveling along a given path $\{X(s) \mid 0 \leqslant s \leqslant t\}$, which is equal to

$$
\exp \left(\int_{0}^{t} V(X(s)) d s\right)
$$

goes to 0 . In other words the longer the particle survives the smaller the chance of ever being killed.

Now let $X(t)$ be a birth-death process with $x_{0}, \ldots, x_{n}$ possible states, whose generator is the matrix

$$
A=\left[\begin{array}{ccccc}
-\lambda_{0} & \lambda_{0} & 0 & 0 & \\
\mu_{1} & -\left(\lambda_{1}+\mu_{1}\right) & \lambda_{1} & 0 & \\
0 & \mu_{2} & -\left(\lambda_{2}+\mu_{2}\right) & \lambda_{2} & \\
& & \mu_{n-1} & -\left(\lambda_{n-1}+\mu_{n-1}\right) & \lambda_{n-1} \\
& & 0 & \mu_{n} & -\mu_{n}
\end{array}\right]
$$

and stationary measure $m=\left(m_{0}, \ldots, m_{n}\right)$ with

$$
m_{i}=1+\sum_{k=1}^{n} \frac{\lambda_{0} \cdots \lambda_{k-1}}{\mu_{1} \cdots \mu_{k}}
$$

and
$m_{i}=\left(\lambda_{0}, \lambda_{1} \cdots \lambda_{i-1}\right)\left[\mu_{1} \mu_{2} \cdots \mu_{i}\left(1+\sum_{k=1}^{n} \frac{\lambda_{0} \cdots \lambda_{k-1}}{\mu_{1} \cdots \mu_{k}}\right)\right]^{-1}$
$i=1, \ldots, n$
(see Ref. 6, p. 154).
Theorem 1: The solution $Y(t)$ of $\dot{Y}(t)=V(X(t)) Y(t)$ has the following properties.
(i) $\boldsymbol{Y}(t) \rightarrow 0$ a.s. (almost surely) as $t \rightarrow \infty$ whenever

$$
\sum_{i=0}^{n} V\left(x_{i}\right) m_{i}=\int_{\left\{x_{0}, \ldots, x_{n}\right\}} V(x) d m(x)<0
$$

(ii) $E_{x} Y(t) \rightarrow 0$ as $t \rightarrow \infty$ whenever real parts of the eigen-
values of $A+I V$ are negative.
(iii) $V\left(x_{i}\right)<\lambda_{i}-\lambda_{i-1}+\mu_{i}-\mu_{i+1}$,

$$
i=0, \ldots, n, \quad \lambda_{-1}=0, \quad \mu_{n+1}=0
$$

Proof: Property (i) generalizes Example 1. Property (ii) is the classical condition for stability of a linear system. To
show (iii) we apply the logarithmic norm estimate ${ }^{7}$ to the linear system $(\partial / \partial t) M=(A+I V) M$ and get

$$
\|M\| \leqslant\|M(0)\| e^{\imath(A+I V) t},
$$

where

$$
\begin{aligned}
& \left\|\left(b_{0}, \ldots, b_{n}\right)\right\|=\sum_{i=0}^{n}\left|b_{i}\right| \\
& v(B)= \\
& \\
& \quad \text { matrix }\left(b_{i j}\right) \\
& = \\
& \sup _{0<1<n}\left[b_{k k}+\sum_{\substack{i=0 \\
i \neq k}}^{n} b_{i_{k}}\right]
\end{aligned}
$$

and require $v(A+I V)<0$, which is equivalent to (iii).
Remark 2: Property (i) extends to $n=\infty$ provided

$$
\sum_{n=1}^{\infty} \frac{\lambda_{0} \cdots \lambda_{n-1}}{\mu_{1} \cdots \mu_{n}}<\infty,
$$

which ensures the existence of stationary measure $m$. Property (iii) can also be considered for $n=\infty$ provided that $(\partial M / \partial t)=(A+I V) M$ has a solution satisfying $\Sigma_{i=0}^{\infty}\left|M\left(x_{i}, t\right)\right|<\infty$ while (ii) extends with no additional as-
sumptions. The next theorem discusses the case of a timehomogeneous diffusion process $X(t)$ with the generator $L=a(x)\left(\partial^{2} / \partial x^{2}\right)+b(x)\left(\partial^{2} / \partial x^{2}\right)$.

Theorem 2: The solution $Y(t)$ of $\dot{Y}(t)=V(X(t)) Y(t)$ satisfying $Y(0)=y, X(0)=x$ is pathwise asymptotically stable, i.e., $Y(t) \rightarrow 0$ almost surely as $t \rightarrow \infty$ whenever the following conditions are met.
(i) There exists a positive eigenfunction $\psi(x)=e^{-h(x)}$ and a negative eigenvalue $\lambda$ solving

$$
(L+V) \psi=\lambda \psi
$$

(ii) $\lim -h(X(t)+x) / t>\lambda$ almost surely.

Proof: Define $u(x, t)=u(x, 0)=\psi(x)$, then

$$
\frac{\partial u}{\partial t}=(L+V-\lambda) u
$$

whence by the FK formula

$$
\begin{aligned}
\psi(x) & =E_{x} \psi(X(t)) \exp \left(\int_{0}^{t}(V(X(s))-\lambda) d s\right) \\
& =E \psi(x+X(t)) \exp \left(-\lambda t+\int_{0}^{t} V(x+X(s)) d s\right)
\end{aligned}
$$

On the other hand,

$$
\exp [-h(x+X(t))-\lambda t] \exp \left(\int_{0}^{t} V(x+X(s)) d s\right)
$$

is a positive martingale (see Ref. 8, p. 168) whose expected value is $\psi(x)<\infty$. Therefore it is convergent almost surely as $t \rightarrow \infty$ (see Ref. 2, p. 354). Since the exponential of the first factor tends by (ii) to $\infty$ a.s., therefore the second factor tends to 0 a.s., which concludes the proof.

Example 4: Let $X(t)=B(t)$ by a Brownian motion and assume that $e^{-h}$ is the eigenfunction corresponding to the ground state of the Schrödinger equation, i.e.,

$$
\left(-\frac{1}{2} \frac{d^{2}}{d x^{2}}-V(x)\right) e^{-h}=-E e^{-h}
$$

and

$$
-E=\inf \text { spectrum }_{L_{2}}\left(-\frac{1}{2} \frac{d^{2}}{d x^{2}}-V(x)\right)>0
$$

If $-V(x)=\left(\left(h^{\prime}\right)^{2}-h^{\prime \prime}\right) \sim|x|^{\alpha}$ for large $x$, for some $0<\alpha<2$, then $h(x) \sim|x|^{1+\alpha / 2}$ (see Ref. 9, p. 487). Consequently one gets
$(\sqrt{2 t \log \log t})^{1+\alpha / 2}\left|\frac{x+B(t)}{\sqrt{2 t \log \log t}}\right|^{1+\alpha / 2} t^{-1} \rightarrow 0 \quad$ a.s.
by the law of the iterated logarithm and thus $Y(t) \longrightarrow 0$ a.s. by our theorem by taking $\lambda=E$ and noting that (ii) holds.

Remark 3: The harmonic oscillator, i.e., $V(x)=-k x^{2}$, cannot be handled by our theorem because then $h(x)=x^{2}$ and (ii) does not hold. However, in this case the exact solution is known:

$$
\begin{aligned}
u(x, t) & =E_{x} \exp \left(-k \int_{0}^{t} B^{2}(s) d s\right) \\
& =\frac{\exp \left\{-\sqrt{k / 2} x^{2} \tanh t \sqrt{2 k}\right\}}{\sqrt{\cosh t \sqrt{2 k}}} .
\end{aligned}
$$

This satisfies

$$
\frac{\partial u}{\partial t}=\left(\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}-k x^{2}\right) u
$$

and for $B(0)=0, k=\frac{1}{2}$ reduces to

$$
\frac{1}{\sqrt{\cosh t}}=E \exp \left(-\frac{1}{2} \int_{0}^{t} B^{2}(s) d s\right)
$$

i.e., the one-dimensional Cameron-Martin formula (see Ref. 5, p. 261). Obviously we have here asymptotic stability in the mean.
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In this paper we show the paradoxical consequences which appear in Schild's solution, as seen from a noninertial frame (NIF). We propose a treatment for the noninertial frame which resolves the ambiguities.

## I. INTRODUCTION

Schild's solution for the electromagnetic two-body problem can be described from an inertial frame (IF) as two charges $q_{p}$ and $q_{e}$ which describe concentrical circular trajectories of radius $a$ and $b$, at the same circular speed $\omega$, so that the simultaneous positions seen from this frame are diametrically opposite. When the coordinates of one charge are ( $x^{0}, a, 0,0$ ), the coordinates of the other one are ( $x^{0},-b, 0,0$ ). We take the center of the circumferences as the origin of space coordinates (Sec. II).

If this situation is observed from a rotating frame turning around the same axis and with the same angular speed as that of the two charges, then the description of the solution will be as follows: there are two electric charges at a distance $a+b$ from each other; they interact electrically and remain motionless without any constraint. This situation demands a consideration of the observed facts.

The incompatibility between Maxwell's equations which provide an electric field of Coulombian type and those of Lorentz, which would demand the absence of a field due to the static equilibrium, cannot be solved with Schild's hypothesis of the time-symmetric, half-advanced-half-retarded field (Sec. III).

To resolve this incompatibility the implicit anholonomicity at the basis linked to the noninertial frame (NIF) has to be taken into account in the particular way of calculating the four-potential and the electromagnetic tensor (Sec. IV).

It is convenient to emphasize that the location of advanced and retarded positions is very different in each frame. Even being stationary in the IF, the charge system does not have the property of maintaining the same point distribution of charges at any instant (this would happen if there were two charged rings instead of two point charges), but the recognized situation in the rotating frame is static.

## II. SCHILD'S SOLUTIONS

Schild's solution ${ }^{1}$ requires the accomplishment of the condition

$$
\begin{align*}
& -m_{e} v_{e} / \omega \sqrt{1-v_{e}^{2}} \\
& = \\
& \quad\left[q_{e} q_{p} /\left(\theta+v_{e} v_{p} \sin \theta\right)^{3}\right]\left[\left(v_{e}+v_{p} \cos \theta\right)\right. \\
& \quad \times\left(1-v_{e}^{2}\right)\left(1-v_{p}^{2}\right)+\left(v_{e} \theta+v_{p} \sin \theta\right)  \tag{1}\\
& \left.\quad \times\left(\theta+v_{e} v_{p} \sin \theta\right)\right],
\end{align*}
$$

and a formally identical expression which is obtained by changing the subindex $e$ for $p$ and vice versa, where $v_{e}$ $=\omega \times b, v_{p}=\omega \times a, m_{e}$ and $m_{p}$ are the masses of the
charges $q_{e}$ and $q_{p}$, respectively, and $\theta$ is the advanced or retarded angle.

To arrive at this condition the following expression has been used for the four-potential ${ }^{2}$ :

$$
\begin{equation*}
A_{\mu}{ }^{ \pm}(x)= \pm q_{p} \dot{z}^{\mu} /\left.\rho\right|_{\psi_{ \pm}=0} \tag{2}
\end{equation*}
$$

where $z^{\mu}$ represents the four-vector position of $q_{p}$ and where $\psi_{ \pm}=0$ is the advanced or retarded condition

$$
\begin{equation*}
\psi_{ \pm}=\left|x^{\mu}-z^{\mu}\right|=a^{2}+b^{2}+2 a b \cos \theta-\theta^{2} / \omega^{2} \tag{3}
\end{equation*}
$$ and $\rho$ is the scalar

$$
\begin{equation*}
\rho=\left(x^{\alpha}-z^{\alpha}\right) \dot{z}_{\alpha} \tag{4}
\end{equation*}
$$

## III. THE OBSERVER IN THE NONINERTIAL FRAME

In the NIF, the rotating basis associated with the particle system, obtained from Frenet's formulas, is related to the Cartesian one of the IF, where we describe the solution by

$$
\begin{equation*}
\mathbf{e}_{a}=h_{a}{ }^{\mu} \mathbf{e}_{\mu}, \tag{5}
\end{equation*}
$$

where Latin subindices indicate the basis in the NIF, Greek subindices indicate the basis on the IF, and where

$$
h_{a}^{\mu}=\left(\begin{array}{cccc}
\gamma & -\gamma \omega r \sin \varphi & \gamma \omega r \cos \theta & 0  \tag{6}\\
0 & \cos \varphi & \sin \varphi & 0 \\
\gamma r^{2} \omega & -\gamma r \sin \varphi & \gamma r \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

The commutation coefficients for this basis are the same as used by Corum ${ }^{3}$

$$
\begin{align*}
& \Omega_{01}^{0}=-\frac{1}{2} r \omega^{2} \gamma^{2}  \tag{7a}\\
& \Omega_{12}^{0}=\gamma^{2} r \omega  \tag{7b}\\
& \Omega_{12}^{2}=-\frac{1}{2} r \omega^{2} \gamma^{2}, \tag{7c}
\end{align*}
$$

according to the definition $\left[\mathbf{e}_{a}, \mathbf{e}_{b}\right] \equiv \boldsymbol{\nabla}_{\mathbf{e}_{a}} \mathbf{e}_{b}-\nabla_{\mathbf{e}_{b}} \mathbf{e}_{a}$ $=\boldsymbol{\Omega}_{a b}^{c} \mathbf{e}_{c}$.

From the point of view of the NIF, and disregarding any kind of information about the noninertiality of the frame, an observer would deal with the following system of particles (which corresponds to Schild's solution for an observer that turns at the same angular speed):

$$
\begin{aligned}
& x^{a}=\left(x^{0}, b, 0,0\right), \quad z^{a}=\left(x^{0},-a, 0,0\right), \\
& \dot{x}^{a}=(1,0,0,0), \quad \dot{z}^{a}=(1,0,0,0), \\
& \ddot{x}^{a}=(0,0,0,0), \quad \ddot{z}^{a}=(0,0,0,0) .
\end{aligned}
$$

The advanced and retarded positions of the particle $m_{p}$ are

$$
z_{ \pm}^{a}=\left(x^{0}-\epsilon \tau,-a, 0,0\right),
$$

where $\pm$ indicates the advanced or retarded position, and $\epsilon$ is a value factor of +1 for the advanced position and -1 for the retarded position, so that in the expression

$$
F_{a b}=\frac{1}{2}\left(F_{a b}^{+}+F_{a b}^{-}\right),
$$

terms with odd powers of $\epsilon$ will be eliminated. Here, $\tau$ is the time (in the NIF) which light takes for traveling the spatial distance $a+b$, and in units $c=1$, is just $a+b$.

So,

$$
\begin{aligned}
& z_{ \pm}^{a}=\left(x^{0}-\epsilon(a+b),-a, 0,0\right) \\
& \dot{z}_{ \pm}^{a}=(1,0,0,0)
\end{aligned}
$$

The scalar $\rho$, which appears in the denominator of (2), in the NIF will not coincide with the same one of the IF, because it does not have the same meaning. Let us remember that the scalar $\rho$ represents the spatial distance which separates the advanced and retarded positions of a body from another at a determinate instant. On the other hand, we can not apply the matrix $h_{\mu}{ }^{a}$ to the vector $\left(x^{\mu}-z^{\mu}\right)$, because there is a double choice for the point where the value of the matrix terms have to be calculated.

The calculation of $\rho$ in $x^{0}=0$ gives the result

$$
\rho=\epsilon(a+b)
$$

In this way we find that

$$
\begin{equation*}
A_{a}^{ \pm}=\epsilon\left(q_{p} \dot{z}_{a \pm} / \rho\right)=\epsilon \delta_{a}^{0}\left[q_{p} / \epsilon(a+b)\right] \tag{8}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& A_{0}^{ \pm}=q_{p} /(a+b)  \tag{9a}\\
& A_{i}^{ \pm}=0 \quad(i=1,2,3) \tag{9b}
\end{align*}
$$

The four-potential obtained is that of Coulomb. The values of $F_{a b}$ can, also, be calculated from

$$
\begin{align*}
F_{a b}^{ \pm}= & \pm\left(q_{p} / \rho^{3}\right)\left[r_{a} \dot{z}_{b}-r_{b} \dot{z}_{a}\right)\left(1-r \ddot{z}_{c}\right) \\
& \left.+\rho\left(r_{a} \ddot{z}_{b}-r_{b} \ddot{z}_{a}\right)\right]_{\psi_{ \pm}=0} . \tag{10}
\end{align*}
$$

If we call $r^{a}=\left(x^{a}-z^{a}\right)$, then we have $\left(r_{m} \ddot{z}_{n}-r_{n} \ddot{z}_{m}\right)=0$ for all $n, m$. The only $F_{m n}$ not null will be those where $\left(r_{m} \dot{z}_{n}\right.$ $-r_{n} \dot{z}_{m}$ ) is not null. Then we will only have terms with $m=0$ and $n=0$, as only component 0 is not null in $\dot{x}_{m}$ and $\dot{z}_{m}$. So the only $F_{m n}$ not null are $F_{01}$ and its opposite, because $F_{m n}$ is an antisymmetric tensor

$$
\begin{equation*}
F_{\text {寺 }}=F_{01}=-q_{p} /(a+b)^{2} \text {, } \tag{11}
\end{equation*}
$$

which is the electric field produced by a static charge $q_{p}$ at a distance $a+b$.

The Lorentz equation for inertial frames

$$
\begin{equation*}
m_{e} \ddot{x}^{a}=q_{e} F_{b}^{a} \dot{x}^{b} \tag{12}
\end{equation*}
$$

is erroneous with this expression for $F_{a b}$.

## IV. THE CORRECT PLANNING IN THE NIF

The anholonomicity makes it necessary to add the terms of anholonomicity $2 \Omega{ }_{b c}^{a}$ to the $F_{a b}$ values, calculated in (10). Thus,

$$
\begin{equation*}
\widehat{F}_{a b}=F_{a b}+2 \Omega_{b a}^{d} A_{d} \tag{13}
\end{equation*}
$$

but it has also to be kept in mind that the four-potential cannot be calculated as in an IF; it is necessary to transform it by matrices $h_{\mu}{ }^{a}$ and to consider that scalars depend on the
retarded time; somehow this fact has to be taken into account. Corum ${ }^{4}$ presents the problem of the change of the IF to a rotating frame with cylindrical symmetry, which does not make it necessary to worry about what the situation is in the retarded instant because this situation is not only dynamically stationary but its aspect is the same in any instant.

The process we follow from an NIF makes it clear from the very start that the observer has deduced from the inconsistency of the former results that they are found in an NIF. That means that Maxwell's and Lorentz's equations are incompatible, in the sense that the expression (12) is not adequate for a noninertial frame.

At this stage we may say that this observer tries a possible description in his frame and that, as a test of validity, has to prove that the equations he obtains correpond to known solutions (in this case that of Schild ${ }^{1}$ ).

First we shall construct the matrix $h_{\mu}{ }^{a}$ at any given point. We shall apply it to $A^{\mu}$ at the point $z^{\mu}$, for any $x^{\mu}$ (remember that $z^{\mu}$ are the components of the space-time four-vector for $m_{p}$ and $x^{\mu}$ those of $m_{e}$ ) and we shall have $A^{a}$ as a function of the polar components of $x^{\mu}$. Finally, we shall calculate $F_{a b}$ deduced according to an anholonomic basis. We shall see that, if the terms of anholonomicity are added to the result, the expression (1) calculated from an IF is reproduced.

The matrix $h_{a}{ }^{\mu}$ shall be (6) and $h_{\mu}{ }^{a}$ its inverse; $\varphi$ is equal to $\omega \cdot x^{0}$.

Now, $r$ and $\varphi$ are variable values in relation to which the derivatives will be calculated. We also assume that the denominator that we have in (2) is a scalar, and therefore it does not depend on the frame. A different value had been calculated beforehand because it had either forgotten or disregarded that we were in an NIF, and we had given to it a significance that it did not have. But it is not a constant scalar because it is a function of $r$ or $\tau$. From now on, $\tau$ is the time of advance or retard.

From (3) in $\psi_{ \pm}=0$, one obtains

$$
\begin{equation*}
\frac{\partial \tau}{\partial r}=\frac{r+a \cos \omega \tau}{\tau+r v_{p} \sin \omega \tau} \tag{14}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\frac{\partial \gamma}{\partial r}=r \omega^{2} \gamma^{3} \tag{15}
\end{equation*}
$$

From (2) one obtains

$$
\begin{equation*}
A^{\mu}=\omega \dot{z}^{\mu} q_{p} /\left.\gamma_{p}\left(\omega \tau+\omega^{2} a r \sin \omega \tau\right)\right|_{\psi_{ \pm}=0} \tag{16}
\end{equation*}
$$

which, transformed by $h_{\mu}{ }^{a}$, gives

$$
\begin{equation*}
A^{a}=h_{\mu}^{a} A^{\mu} \tag{17}
\end{equation*}
$$

where the Latin index in $A^{a}$ indicates components of the four-potential in the directions of the anholonomic tetrad basis, that is to say, the projections of the four-potential which, in this way, are referred to basis (5).

These projections are

$$
\begin{align*}
& A^{0}=q_{p} \gamma\left(1+v_{p} \omega r \cos \omega \tau\right) /(\tau+\omega a r \sin \omega \tau)  \tag{18}\\
& A^{1}=-\epsilon q_{p} v_{p} \sin \omega \tau /(\tau+\omega a r \sin \omega \tau)  \tag{19}\\
& A^{2}=-q_{p} \gamma\left(\omega r+v_{p} \cos \omega \tau\right) / r(\tau+\omega a r \sin \omega \tau)  \tag{20}\\
& A^{3}=0 \tag{21}
\end{align*}
$$

Let us remember that the variation in $x^{3}$ has not been taken into account because the solution is coplanar by hypothesis, but also and especially because, since $\dot{x}^{3}=0$ and $\ddot{x}^{3}=0$, no $F_{\mu 3}$ will appear in the equations of motion.

Now, if we want to write $A_{0}, A_{1}, A_{2}\left(A_{3}=0\right)$ we will take

$$
\begin{equation*}
A_{a}=g_{a b} A^{b} \tag{22}
\end{equation*}
$$

with the metric of this NIF, which is ${ }^{3}$

$$
\begin{equation*}
g_{a b}=\operatorname{diag}\left(1,-1,-r^{2},-1\right) \tag{23}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
A_{0}=A^{0}, \quad A_{1}=-A^{1}, \quad A_{2}=-r^{2} A^{2} \tag{24}
\end{equation*}
$$

To facilitate the calculation of derivatives, we first calculate the derivative of the present expression for $A^{a}$ with respect to $r$

$$
\begin{align*}
\frac{\partial}{\partial r}(\tau+\omega a r \sin \omega \tau)^{-1}= & -(\tau+\omega a r \sin \omega \tau)^{-3} \\
& \times\left[(r+a \cos \omega \tau)\left(1+\omega^{2} a r \cos \omega \tau\right)\right. \\
& +\omega a \sin \omega \tau(\tau+\omega a r \sin \omega \tau)] \tag{25}
\end{align*}
$$

Now let us calculate derivatives of $A$; if we now situate ourselves on the point $r=b, \gamma=\gamma_{e}$, and $\omega \tau=\theta$, then

$$
\begin{align*}
A_{0,4}= & \omega^{2} q_{p} \gamma_{e} \rho^{-3}\left[v_{e} \rho^{2} \gamma_{e}^{2}\left(1+v_{e} v_{p} \cos \theta\right)\right. \\
& +\rho^{2} v_{p} \cos \theta-\rho v_{e} v_{p} \\
& \times \sin \theta\left(v_{e}+v_{p} \cos \theta\right)-\left(1+v_{e} v_{p} \cos \theta\right) \\
& \left.\times\left\{\left(v_{e}+v_{p} \cos \theta\right)\left(1+v_{e} v_{p} \cos \theta\right)+\rho v_{p} \sin \theta\right\}\right] \tag{26}
\end{align*}
$$

On the other hand,

$$
\begin{equation*}
A_{\mathrm{t}, 0}=0 \tag{27}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\hat{F}_{01}=-A_{0,1}+2 \Omega_{10}^{a} A_{a} \tag{28}
\end{equation*}
$$

The only $\Omega_{10}^{a}$ non-null is the opposite to (7a) and so

$$
\begin{align*}
\widehat{F}_{01}= & q_{p} \gamma_{e} \omega^{2} \rho^{-3}\left[-v_{e} \rho^{2} \gamma_{e}^{2}\left(1+v_{e} v_{p} \cos \theta\right)-\rho^{2} v_{p} \cos \theta\right. \\
& +\rho v_{e} v_{p} \sin \theta\left(v_{e}+v_{p} \cos \theta\right) \\
& +\left(1+v_{e} v_{p} \cos \theta\right)^{2}\left(v_{e}+v_{p} \cos \theta\right) \\
& +v_{p} \rho \sin \theta\left(1+v_{e} v_{p} \cos \theta\right) \\
& \left.+\gamma_{e}^{2} v_{e} \rho^{2}\left(1+v_{e} v_{p} \cos \theta\right)\right] \tag{29}
\end{align*}
$$

The term suppressed by the presence of $\Omega{ }_{10}^{0}$ is that one which came from deriving $\gamma$ with respect to $r$.

Since $\quad A_{2,0}=A_{0,2}=A_{2,3}=A_{3,2}=0, \quad$ we have $\widehat{F}_{02}=\widehat{F}_{03}=0$ and also $\widehat{F}_{23}=0$. Finally, $\widehat{F}_{12}$ is
$\hat{F}_{12}=A_{2,1}-A_{1,2}+2 \Omega_{21}^{0} A_{0}+2 \Omega_{21}^{2} A_{2}$,
but it is not necessary to develop it further as it does not appear in the equations of motion.

Equations (12) are the following:
for $a=0$,
$m_{e} \ddot{x}^{0}=q_{e} \widehat{F}^{0}{ }_{1} \dot{x}^{1}, \quad$ identically null,
for $a=1$,
$-m_{e} \ddot{x}^{1}=q_{e} \widehat{F}^{1}{ }_{0} \dot{x}^{0}+q_{e} \widehat{F}^{1}{ }_{2} \dot{x}^{2}$,
for $a=2$,
$m_{e} \ddot{x}^{2}=q_{e} \hat{F}^{2}{ }_{1} \dot{x}^{1}, \quad$ identically null,
but (31) being $\dot{x}^{2}=0$, they are reduced to

$$
\begin{equation*}
-m_{e} \gamma_{e}^{22} v_{e} \omega=q_{e} \widehat{F}_{0}^{1} \dot{x}^{0} \tag{32}
\end{equation*}
$$

or

$$
\begin{align*}
& -m_{e} v_{e} / \omega \sqrt{1-v_{e}^{2}} \\
& \quad=\left[q_{p} q_{e} /\left(\theta+v_{e} v_{p} \sin \theta\right)^{3}\right]\left[\theta v_{p}(\sin \theta-\theta \cos \theta)\right. \\
& \quad+v_{p} \cos \theta\left(1+v_{e}^{2}+v_{e} v_{p} \cos \theta\right)+v_{e}^{2} v_{p} \cos \theta \\
& \left.\quad+v_{e}+v_{e} v_{p}^{2}\left(1+v_{e}^{2}+v_{e} v_{p} \cos \theta\right)+v_{e}^{2} v_{p} \theta \sin \theta\right] \tag{33}
\end{align*}
$$

which is exactly (1).
This shows that

$$
\begin{equation*}
\widehat{F}_{0}^{1}=\left(F_{0}^{1}+F_{2}^{1} \nu_{e}\right) \gamma_{e} \tag{34}
\end{equation*}
$$

so we see that, in the NIF, the same relation between the parameters of the problem contemplated on the IF can be obtained.

Adding the terms of anholonomicity amounts to including two components of $F^{\mu}{ }_{v}$ in one component of $F_{b}{ }_{b}$. This is justified if we keep in mind that in the frame where the two charges remain static, there is not only an electric field in the direction of the segment which joins the charges ( $\left.\hat{F}^{1}{ }_{0}\right)$, but actual components of the electromagnetic field as well: the components $F_{0}^{1}$ (electric field) and $F^{1}{ }_{2}$ (magnetic field, on the term $F^{1}{ }_{2} v_{e}$ ) of the tensor $F^{\mu}{ }_{v}$ calculated in the IF where the charges are in motion.

Therefore, we have followed the following steps.
We have seen that the inertial form of Lorentz's and Maxwell's equations are incompatible.

We have tried a possible description in the reference frame where we are and verified if the equations correspond to the well-known solution in the IF.

We have constructed the matrix $h_{a}{ }^{\mu}$ for any given point.

We have transformed the four-potential.
The four-potential and so the electromagnetic field tensor in the NIF are obtained; therefore, the derivatives are taken accordingly with the anholonomic basis which we had chosen.

We have fixed point values.
We have added to $F_{a b}$ values the terms of anholonomicity which correspond to the basis used.

We have verified that the equations of motion are compatible with well-known solutions.

## V. ENERGY OF THE SYSTEM

We can observe that in the NIF the energy corresponding to the two masses $m_{e}$ and $m_{p}$ of charges $q_{e}$ and $q_{p}$, at rest and separated by a distance $a+b$, is

$$
\begin{align*}
P^{a}= & {\left[m_{e} \dot{x}^{a}+q_{e} A^{a}\right]_{A}+\left[m_{p} \dot{z}^{a}+q_{p} \bar{A}^{a}\right]_{A}+2 q_{e} q_{p} } \\
& \times\left[\int_{A}^{\infty} \int_{-\infty}^{\bar{A}}-\int_{-\infty}^{A} \int_{A}^{\infty}\right] \\
& \times \delta^{\prime}\left[(x-z)^{2}\right]\left(x^{a}-z^{a}\right) \dot{x}^{b} \dot{z}_{b} d s d \bar{s} \tag{35}
\end{align*}
$$

according to ${ }^{1}$ and in which $\bar{A}^{a}$ represent the four-potential
on $q$, and $A$ and $\bar{A}$ are, respectively, points of the line of the universe of $q_{e}$ and $q_{p}$. Thus,

$$
\dot{x}^{b} \dot{z}_{b}=1,
$$

and on the other hand,

$$
\int \delta^{\prime}(x) f(x) d x=f^{\prime}(0)
$$

they cause the integral term to be

$$
\left.\frac{d\left(x^{a}-z^{a}\right)}{d x^{0}}\right|_{\psi_{ \pm}=0}=\dot{x}^{a}-\dot{z}^{a}=0 .
$$

One can obtain
$P^{0}=m_{e}+m_{p}+2 q_{e} q_{p} /(a+b), \quad P^{1}=P^{2}=P^{3}=0$,
from (8).
But if we take into account the effects of noninertiality, even though the integral term is not modified by this consideration, we will have the following result: $\bar{A}^{a}=h_{\mu}{ }^{a} \bar{A}^{\mu}$,

$$
\begin{aligned}
& \bar{A}^{0}=\omega q_{e} \gamma_{p}\left(1+v_{e} v_{p} \cos \theta\right) /\left(\theta+v_{e} v_{p} \sin \theta\right), \\
& \bar{A}^{1}=f\left(\epsilon^{1}\right), \quad A^{1}=f\left(\epsilon^{\prime}\right),
\end{aligned}
$$

and therefore they do not take part in the time-symmetric case

$$
\bar{A}^{2}=-\omega^{2} q_{e} \gamma_{p}\left(v_{p}+v_{e} \cos \theta\right) / v_{p}\left(\theta+v_{e} v_{p} \sin \theta\right) .
$$

Thus,

$$
\begin{aligned}
P^{0} & =m_{e}+m_{p}+\frac{\omega q_{e} q_{p}\left(1+v_{e} v_{p} \cos \theta\right)}{\theta+v_{e} v_{p} \sin \theta}\left(\gamma_{e}+\gamma_{p}\right) \\
& =m_{e}+m_{p}+L^{12} \omega\left(\gamma_{e}+\gamma_{p}\right), \\
P^{2} & =\frac{-\omega^{2} q_{e} q_{p}}{v_{e} v_{p}} \cdot \frac{v_{e} v_{p}\left(\gamma_{e}+\gamma_{p}\right)+\cos \theta\left(v_{p}^{2} \gamma_{e}+v_{e}^{2} \gamma_{p}\right)}{\theta+v_{e} v_{p} \sin \theta}, \\
P^{3} & =0,
\end{aligned}
$$

where $L^{12}$ is the non-null component of the angular momentum in the IF according to Schild. ${ }^{1}$

## VI. CONCLUSION

We have seen a possible treatment in an NIF for a problem in special relativity without making use of an infinite series of inertial frames. Formally the expressions are the same; noninertiality is deeply related to the concept of an anholonomic basis and inertial forms of Lorentz's and Maxwell's equations are not modified. Nevertheless, in the Maxwell equations the anholonomicity terms are explicit, a fact unusual in special relativity because inertial frames are in general more convenient and in these frames the use of a coordinate basis makes null the anholonomicity terms.

The calculation of the energy in the NIF also explains the noninertiality effects due to $P^{2}$ being non-null and to the term proportional to $L^{12} \omega$ which appears in $P^{0}$.
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#### Abstract

Time-independent wave propagation is treated in media where the index of refraction contains a random component, but its mean is invariant with respect to translation in some direction distinguishing the wave propagation. Abstract splitting operators are used to decompose the wave field into forward and backward traveling components satisfying a coupled pair of equations. Mode-coupled equations follow directly from these after implementing a specific representation for the abstract splitting operators. Here we indicate a formal solution to these equations, concentrating on the diffusion regime, where we estimate the forward- and backscattering contributions to the mode specific diffusion coefficients. We consider, in detail, random media with uniform (random atmosphere) and square law (stochastic lense) mean refractive indices.


## I. INTRODUCTION

Time-independent scalar wave propagation in random media can be described by the 3-D Helmholtz equation with a random-valued refractive index $n(\mathbf{x})$. [Throughout we suppress the dependence of random-valued functions, e.g., $n(\mathbf{x}) \equiv n(\mathbf{x}, \omega)$, on the probability space variable $\omega$.] We concentrate on propagation in a distinguished direction, chosen along the $x$ axis in a Cartesian coordinate system, $\left(x_{1}, x_{2}, x_{3}\right)$, with $\left(x_{1}, x_{2}\right) \equiv \mathbf{x}_{1}, x_{3} \equiv x$, for the case where the mean of the refractive index, $\langle n(\mathbf{x})\rangle \equiv \bar{n}\left(\mathbf{x}_{1}\right)$, is independent of $x$. (Here〈 > denotes the average over the statistical ensemble.) In particular, we are interested in the random atmosphere (where $\bar{n}$ is constant), and stochastic lenses [where $\bar{n}\left(\mathbf{x}_{1}\right)$ increases from large $\left|\mathbf{x}_{1}\right|$ asymptotic value(s) to a maximum near $\mathbf{x}_{1}=0$ ]. The Helmholtz equation is naturally written here as

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \Psi+S \Psi=0 \tag{1.1}
\end{equation*}
$$

where $S=S(\mathbf{x}) \equiv \Delta_{\perp}+k^{2}(\mathbf{x})$. Here $\Delta_{\perp}=\partial^{2} / \partial \mathbf{x}_{\perp}^{2}$ is the transverse Laplacian, and $k(\mathbf{x}) \equiv k n(\mathbf{x})$ is the position-dependent wave number, where $k>0$ is arbitrary. We have in mind cases where the random fluctuations, $\beta(\mathbf{x}) \equiv k(\mathbf{x})^{2}-\bar{k}\left(\mathbf{x}_{1}\right)^{2}$ with $\bar{k}\left(\mathbf{x}_{1}\right)=k \bar{n}\left(\mathbf{x}_{1}\right)$, are "small," and $\beta(\mathbf{x})$ is a stationary process so one has $\langle\beta(\mathbf{x}) \beta(\mathbf{x}+\delta \mathbf{x})\rangle=R(\delta \mathbf{x})$, where $R(\mathbf{y})=R(-\mathbf{y})$.

The approach implemented here is to somewhat arbitrarily split the wave field $\Psi$ into right ( $x$-increasing), $\Psi^{+}$, and left ( $x$-decreasing), $\Psi^{-}$, propagating components that satisfy a coupled set of equations. Such procedures are useful in relating various unidirectional propagation approximations, associated with the zeroth-order decoupled solutions, to the exact solutions expressed as Bremmer-type series. ${ }^{1}$ Here we implement "reference" splitting in terms of naturally chosen deterministic, unbounded, abstract, self-adjoint operators (cf. Refs. 2-4) such that $\Psi^{+}$and $\Psi^{-}$are decoupled when the random fluctuations are set to zero. In Sec. II, we detail this procedure and rearrange the coupled $\Psi^{ \pm}$equations so that a first-order smoothing approximation ${ }^{5}$ can be conveniently applied to obtain a closed equation for the mean, $\left\langle\Psi^{+}\right\rangle$, of $\Psi^{+}$. Using the representation provided by the splitting operator eigenfunctions, one obtains explicit
mode-coupled equations. Since we are primarily interested here in the slow decay of $\left\langle\Psi^{+}\right\rangle$induced by small-amplitude stochastic fluctuations in $n(x)$ (the diffusion regime), a longrange Markovian approximation is applied to these to obtain estimates of the forward- and backscattering contributions to the mode-specific decay rates (termed, here, diffusion coefficients). ${ }^{6}$ We continue to detail specific applications of this general procedure to the random atmosphere in Sec. III, and to the stochastic square law medium (lense) in Sec. IV. Concluding remarks are made in Sec. V.

## II. REFERENCE SPLITTING APPLIED TO RANDOM MEDIA

Reference splitting ${ }^{3,4}$ of the wave field $\Psi$ into right, $\Psi^{+}$, and left, $\Psi^{-}$, traveling components with respect to an $x$ independent operator, $S_{0}$, on $L^{2}\left(\mathbf{x}_{1}\right)$ (described in detail below), is given by

$$
\begin{equation*}
\Psi^{ \pm}(x)=\frac{1}{2}\left[\Psi(x) \mp \hat{i} S_{0}^{-1 / 2} \frac{d}{d x} \Psi(x)\right] \tag{2.1}
\end{equation*}
$$

(where here, and in the following, we suppress all $\mathbf{x}_{\perp}$ dependence). Note that $\Psi \equiv \Psi^{+}+\Psi^{-}$, and that the $\Psi^{ \pm}$satisfy the coupled set of equations

$$
\begin{align*}
& \frac{d}{d x} \Psi^{ \pm} \mp i S_{0}^{1 / 2} \Psi^{ \pm} \\
& \quad= \pm(\hat{i} / 2) S_{0}^{-1 / 2}\left(S(x)-S_{0}\right)\left(\Psi^{+}+\Psi^{-}\right) \tag{2.2}
\end{align*}
$$

Naturally, here, $S_{0}$ is chosen to be deterministic (i.e., nonrandom). A scalar choice $S_{0}=\bar{k}(0)^{2}$, after ignoring $\pm$ coupling in (2.2), produces a parabolic-type approximation. ${ }^{1}$ Equations (2.2) could be iterated about this approximation but instead we prefer to start with a "more complete," but abstract, choice of splitting associated with

$$
\begin{equation*}
S_{0}=\langle S(x)\rangle=\Delta_{\perp}+\bar{k}\left(\mathbf{x}_{1}\right)^{2} \tag{2.3}
\end{equation*}
$$

for which $S(x)-S_{0} \equiv \beta(\mathbf{x})$, i.e., the random fluctuations. Notice that $S_{0}$ is a deterministic, unbounded, self-adjoint operator on the space $L^{2}\left(\mathbf{x}_{1}\right)$. Its spectral theory for uniform or focusing media is naturally represented in terms of an (assumed) complete set of guided-mode eigenfunctions, and radiation-mode "weak" eigenfunctions. ${ }^{4}$ For a random at-
mosphere, where $\bar{k}$ is constant, one simply takes the Fourier transform with respect to $x_{1}$ in (2.2) and (2.3), corresponding to expanding with respect to a complete set of (trivial) transverse plane wave radiation-mode eigenfunctions. It is convenient to introduce a generic mode label $\kappa$ for the $S_{0}$ eigenfunctions $\Psi_{\kappa}\left(\mathbf{x}_{1}\right)$, with $S_{0}$ eigenvalues $\lambda_{\kappa}$. Also $\ddagger d \kappa$ will denote a sum/integral over eigenmodes.

Here we treat only the explicit choice of boundary conditions: $\Psi^{+}(x=0)$ specified and deterministic, and $\Psi^{-}(x=\infty)=0$. Equation (2.2) is then readily integrated, and expressed in abstract operator form, as

$$
\begin{align*}
& \Psi^{+}=\phi^{+}+(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{+} \beta\left(\Psi^{+}+\Psi^{-}\right),  \tag{2.4a}\\
& \Psi^{-}=(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{-} \beta\left(\Psi^{+}+\Psi^{-}\right), \tag{2.4b}
\end{align*}
$$

where

$$
\begin{aligned}
& \phi^{+}(x)=\exp \left[\hat{i} S_{0}^{1 / 2} x\right] \Psi^{+}(x=0), \\
& \left(G_{0}^{+} f\right)(x)=\int_{0}^{x} d x^{\prime} \exp \left[\hat{i} S_{0}^{1 / 2}\left(x-x^{\prime}\right)\right] f\left(x^{\prime}\right),
\end{aligned}
$$

and

$$
\left(G_{0}^{-} f\right)(x)=\int_{x}^{\infty} d x^{\prime} \exp \left[\hat{i} \hat{0}_{0}^{1 / 2}\left(x^{\prime}-x\right)\right] f\left(x^{\prime}\right) .
$$

Equation (2.4b) can be solved formally for $\Psi^{-}$to give $\Psi^{-}=(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{-} \beta\left(1-(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{-} \beta\right)^{-1} \Psi^{+}$.

If (2.5) is substituted into (2.4a), this results in a closed equation for $\Psi^{+}$, which, after some simplification, reduces to

$$
\begin{align*}
\Psi^{+}= & \phi^{+}+(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{+} \beta \\
& \times\left(1-(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{-} \beta\right)^{-1} \Psi^{+} . \tag{2.6}
\end{align*}
$$

Equation (2.6) could be iterated to obtain $\Psi^{+}$in terms of the boundary condition $\phi^{+}$, but since $\beta$ is not spatially confined, the expansion contains secular terms (with respect to $x)^{5}$. Since we are not primarily interested in short distances $x=O(1)$, but rather $\beta^{2} x=O(1)$, for $\beta<1$ (the diffusion regime ${ }^{6}$ ), a resummation of this series is required. ${ }^{5}$ However, the lowest order of the resummed expression for $\left\langle\Psi^{+}\right\rangle$, the mean of $\Psi^{+}$, can be obtained, in a certain statistical approximation, more succinctly by a different approach indicated below.

We start with the differential form of (2.6), which is obtained by substituting (2.5) and (2.6) into (2.2) for $\Psi^{+}$. After taking the mean of this equation, one obtains

$$
\begin{align*}
\frac{d}{d x}\left(e^{-i S_{0}^{1 / 2} x}\left\langle\Psi^{+}(x)\right\rangle\right) & =-\frac{1}{4} S_{0}^{-1 / 2} e^{-\hat{i} S_{0}^{1 / 2} x}\left\langle\beta(x) S_{0}^{-1 / 2}\left[\left(G_{0}^{+}+G_{0}^{-}\right) \beta\left(1-(\hat{i} / 2) S_{0}^{-1 / 2} G_{0}^{-} \beta\right)^{-1} \Psi^{+}\right](x)\right) \\
& =-\frac{1}{4} S_{0}^{-1 / 2} e^{-\hat{i} S_{0}^{1 / 2} x}\left\langle\beta(x) S_{0}^{-1 / 2}\left[\left(G_{0}^{+}+G_{0}^{-}\right) \beta \Psi^{+}\right](x)\right\rangle+O\left(\beta^{3}\right) \tag{2.7}
\end{align*}
$$

This, of course, is not a closed equation for $\left\langle\Psi^{+}(x)\right\rangle$, but such can be provided by making a first-order smoothing approximation, ${ }^{5}$ which replaces $\Psi^{+}$on the right-hand side (rhs) by $\left\langle\Psi^{+}\right\rangle$. One then obtains, for the "slowly varying," nonrandom function $u^{+}(x)=e^{-i S_{0}^{1 / 2} x}\left\langle\Psi^{+}(x)\right\rangle$, the equation

$$
\begin{align*}
\frac{d}{d x} u^{+}(x)= & -\frac{1}{4} S_{0}^{-1 / 2} \int_{0}^{x} d x^{\prime}\left\langle\left[e^{-i S_{0}^{1 / 2} x} \beta(x) e^{+i S_{0}^{1 / 2} x}\right] S_{0}^{-1 / 2}\left[e^{-i S_{0}^{1 / 2} x^{\prime}} \beta\left(x^{\prime}\right) e^{+i S_{0}^{1 / 2} x^{\prime}}\right]\right\rangle u^{+}\left(x^{\prime}\right) \\
& -\frac{1}{4} S_{0}^{-1 / 2} \int_{x}^{\infty} d x^{\prime}\left\langle\left[e^{-i S_{0}^{1 / 2} x} \beta(x) e^{-i S_{0}^{1 / 2} x}\right] S_{0}^{-1 / 2}\left[e^{+i S_{0}^{1 / 2} x^{\prime}} \beta\left(x^{\prime}\right) e^{+i S_{0}^{1 / 2} x^{\prime}}\right]\right\rangle u^{+}\left(x^{\prime}\right)+O\left(\beta^{3}\right) \tag{2.8}
\end{align*}
$$

The second term in (2.8) can be thought of as a backscattering correction to the first, forward-scattering term. It is a straightforward matter, using (2.7), to write out explicitly higher-order terms, but here we concentrate on the $O\left(\beta^{2}\right)$ ones.

To proceed further, it is convenient to express (2.8) in the natural representation provided by the $S_{0}$ eigenfunctions, $\Psi_{\kappa}\left(\mathbf{x}_{1}\right)$. One then obtains a coupled set of equations for the corresponding components, $u_{\kappa}^{+}(x)$, of $u^{+}$, where $u^{+}(x)=\mathcal{f} d \kappa u_{\kappa}^{+}(x) \Psi_{\kappa}\left(x_{1}\right)$. Specifically, one has

$$
\begin{align*}
\frac{d}{d x} u_{\kappa}^{+}(x)= & -\frac{1}{4} \lambda_{\kappa}^{-1 / 2}\left\{d \kappa^{\prime} f d \kappa^{\prime \prime} \lambda_{\kappa^{\prime}}^{-1 / 2}\right. \\
& \times\left\{\int_{0}^{x} d x^{\prime} \exp \left[\hat{i}\left(\lambda_{\kappa^{\prime}}^{1 / 2}-\lambda_{\kappa}^{1 / 2}\right)\left(x-x^{\prime}\right)\right]\right. \\
& \left.+\int_{x}^{\infty} d x^{\prime} \exp \left[\hat{i}\left(\lambda_{\kappa^{\prime}}^{1 / 2}+\lambda_{\kappa}^{1 / 2}\right)\left(x-x^{\prime}\right)\right] \theta\right\} \\
& \times R_{\kappa, \kappa^{\prime}, \kappa^{\prime}}\left(\left|x-x^{\prime}\right|\right) \exp \left[\hat{i}\left(\lambda_{\kappa^{\prime}}^{1 / 2}-\lambda_{\kappa}^{1 / 2}\right) x^{\prime}\right] \\
& \times u_{\kappa^{\prime}}^{+}\left(x^{\prime}\right)+O\left(\beta^{3}\right) \tag{2.9}
\end{align*}
$$

where the correlation functions $R_{\kappa, \kappa^{\prime}, \kappa^{\prime \prime}}(|\delta x|) \equiv\left\langle\beta_{\kappa \kappa^{\prime}}(x)\right.$ $\left.\times \beta_{\kappa^{\prime} \kappa^{-}}(x+\delta x)\right\rangle, \operatorname{are} O\left(\beta^{2}\right), \beta_{\kappa, \kappa^{\prime}}=\int d \mathrm{x}_{1} \Psi_{\kappa}^{*} \beta \Psi_{\kappa^{\prime}}$, and we have exploited the stationarity of $\beta$. In cases of interest here, there will be coupling of propagating ( $\lambda_{\kappa}>0$ ) to evanescent $\left(\lambda_{\kappa}<0\right)$ modes. For the latter, we must use the convention,
$\lambda_{\kappa}^{1 / 2}=\hat{i}\left|\lambda_{\kappa}\right|^{1 / 2}$, to ensure that the evanescent components of $\Psi^{+}$are exponentially decreasing to the right. Henceforth, we implicitly concentrate on propagating modes assumed to be far removed from the cutoff mode $\kappa_{c}$, where $\lambda_{\kappa_{c}}=0$.

The details of the manipulations, from here on, depend on the specific $\bar{n}$ for the medium under consideration. For the random atmosphere, we show that $R_{\kappa, \kappa^{\prime}, \kappa^{*}} \propto \delta_{\kappa, \kappa^{\prime \prime}}$. For the stochastic lense, we pick boundary conditions so that $u^{+}(0)$ corresponds to a single low-order propagating guided mode $\kappa^{*}$. Then, in the $u_{\kappa^{*}}^{+}$equation (2.9), we neglect $O\left(\beta^{3}\right)$ terms, which include coupling terms $\kappa^{\prime \prime} \neq \kappa^{*}$, since an iterative solution of (2.9) shows that such $u_{\kappa^{+}}^{+}$are $O\left(\beta^{2}\right)$. Thus, in both cases, we shall be dealing with a decoupled form of (2.9), where $\kappa^{\prime \prime}=\kappa$ [and we shall neglect $O\left(\beta^{3}\right)$ terms].

Such decoupling affects the important simplification of reducing the kernel of (2.9) to the convolution type. If we also
neglect the backscattering term $\int_{x}^{\infty} d x^{\prime}$, then Laplace transform techniques can be used to simply solve the resulting equation. If the backscattering term is retained, then Weiner-Hopf techniques ${ }^{7}$ may be useful, assuming sufficiently fast decay of the correlations. Here, however, we concentrate on the diffusion regime $\beta<1, \beta^{2} x=O(1)$, where, clearly, $u_{\kappa}^{+}$will vary little over the characteristic $O(1)$ correlation length(s) of the $R_{\kappa, \kappa^{\prime}, \kappa}$. This motivates the long-range Markovian approximation to the decoupled form of (2.9), which replaces $u_{\kappa}^{+}\left(x^{\prime}\right)$, on the rhs, with $u_{\kappa}^{+}(x)$. Neglecting $O\left(\beta^{3}\right)$ terms, and letting $x \rightarrow \infty$ in evaluating the coefficient on the rhs [a good approximation, since $x=O\left(\beta^{-2}\right)$ ], yields a "corrected" diffusion approximation

$$
\begin{equation*}
u_{\kappa}^{+}(x) \approx \exp \left(-\gamma_{\kappa} x\right) u_{\kappa}^{+}(0) \tag{2.10}
\end{equation*}
$$

and the mode $\kappa$ diffusion coefficient $\gamma_{\kappa}$ can be decomposed as the sum, $\gamma_{\kappa}=\gamma_{\kappa}^{f}+\gamma_{\kappa}^{b}$, of a forward-scattering part
$\gamma_{\kappa}^{f}=\frac{1}{4} \lambda_{\kappa}^{-1 / 2} \mathcal{f} d \kappa^{\prime} \lambda_{\kappa^{\prime}}^{-1 / 2} \int_{0}^{\infty} d x e^{i\left(\lambda \kappa^{1 / 2}-\lambda_{\kappa}^{1 / 2) x}\right.} R_{\kappa, \kappa^{\prime}, \kappa}(x)$,
and a backscattering correction

$$
\begin{equation*}
\gamma_{\kappa}^{b}=\frac{1}{4} \lambda_{\kappa}^{-1 / 2} \mathcal{Y} d \kappa^{\prime} \lambda_{\kappa^{\prime}}^{-1 / 2} \int_{0}^{\infty} d x e^{i\left(\lambda \kappa_{\kappa^{\prime}}^{1 / 2}+\lambda_{\kappa}^{1 / 2}\right) x} R_{\kappa, \kappa^{\prime} \cdot \kappa}(x) \tag{2.11b}
\end{equation*}
$$

Often in forward propagation approximations, one is interested in the short-wavelength (high " $k$ ") regime. Here we elucidate the corresponding behavior of the low-mode (high $S_{0}$ eigenvalue) diffusion coefficients. Let us assume that $\lambda_{\kappa}=\bar{n}_{m}^{2} k^{2}+\alpha_{\kappa} k+\beta_{\kappa}+O(1 / k)$, as $k \rightarrow \infty$, where $\alpha_{\kappa}$, $\beta_{\kappa}=O(1)$, and $\bar{n}_{m} \equiv \max \bar{n}\left(\mathbf{x}_{1}\right)$ (noting that the $\alpha_{\kappa}$ are identically zero for the random atmosphere case). Then one has

$$
\begin{align*}
\lambda_{\kappa^{\prime}}^{1 / 2}-\lambda_{\kappa}^{1 / 2}= & \frac{\alpha_{\kappa^{\prime}}-\alpha_{\kappa}}{2 \bar{n}_{m}}+\frac{1}{2 \bar{n}_{m} k} \\
& \times\left[\beta_{k^{\prime}}-\beta_{\kappa}+\frac{\alpha_{\kappa^{\prime}}^{2}-\alpha_{\kappa}^{2}}{4 \bar{n}_{m}^{2}}\right]+O\left(\frac{1}{k^{2}}\right), \tag{2.12a}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda_{\kappa^{\prime}}^{1 / 2}+\lambda_{\kappa}^{1 / 2}=2 \bar{n}_{m} k+\frac{\alpha_{\kappa^{\prime}}-\alpha_{\kappa}}{\bar{n}_{m}}+O\left(\frac{1}{k}\right) \tag{2.12b}
\end{equation*}
$$

so

$$
\begin{equation*}
\int_{0}^{\infty} d x e^{i\left(\lambda \lambda^{1 / 2}+\lambda_{\kappa}^{1 / 2 \mid x}\right.} R_{\kappa, \kappa^{\prime}, \kappa}(x) \sim \frac{R_{\kappa, \kappa^{\prime}, \kappa}(0)}{2 \hat{i} \bar{n}_{m} k}+O\left(\frac{1}{k^{2}}\right) \tag{2.13}
\end{equation*}
$$

and, thus, one concludes that

$$
\begin{equation*}
\gamma_{\kappa}^{b} / \gamma_{\kappa}^{f}=O(1 / k), \quad \text { as } k \rightarrow \infty \tag{2.14}
\end{equation*}
$$

## III. THE RANDOM ATMOSPHERE

For the random atmosphere $\bar{k}$ is constant, and since $S_{0}=\Delta_{1}+\bar{k}^{2}$, it is natural to apply to (2.7) and (2.8), the transverse Fourier transform

$$
\begin{equation*}
\hat{f}(x, \mathbf{p})=\frac{1}{2 \pi} \int d \mathbf{x}_{1} e^{\hat{p} \cdot x_{1}} f(\mathbf{x}) \tag{3.1}
\end{equation*}
$$

i.e., to use the representation based on the $S_{0}$-plane wave eigenfunctions, $\Psi_{p}\left(x_{1}\right)=(2 \pi)^{-1} e^{-i p \cdot x_{1}}$, with eigenvalues $\lambda_{p}$ $=\bar{k}^{2}-p^{2}$, where $p^{2}=\mathbf{p} \cdot \mathbf{p}$. Note that $\left(\vec{F}\left(S_{0}\right) f\right)$ $=F\left(\bar{k}^{2}-p^{2}\right) \hat{f}$, and that the Fourier transform produces convolution integrals associated with the products $\ldots \beta \ldots \beta \ldots u^{+}$ [represented by the $\&$ sum/integrals in (2.9)]. Stationarity of $\beta()$, here, implies that

$$
\begin{align*}
R_{\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}}\left(\left|x-x^{\prime}\right|\right) & =\left\langle\hat{\beta}\left(x, \mathbf{p}-\mathbf{p}^{\prime}\right) \hat{\beta}\left(x^{\prime}, \mathbf{p}^{\prime}-\mathbf{p}^{\prime \prime}\right)\right\rangle \\
& =2 \pi \delta\left(\mathbf{p}-\mathbf{p}^{\prime \prime}\right) \hat{R}\left(x-x^{\prime}, \mathbf{p}-\mathbf{p}^{\prime}\right) \tag{3.2}
\end{align*}
$$

where $\delta()$ is the Dirac delta function, and this results in the following simplified form for (2.9):

$$
\begin{align*}
&-8 \pi\left(\bar{k}^{2}-p^{2}\right)^{1 / 2} \frac{d}{d x} u^{+}(x, \mathbf{p}) \\
&= \int_{0}^{x} d x^{\prime}\left[-\int d \mathbf{p}^{\prime}\left(\bar{k}^{2}-p^{\prime 2}\right)^{-1 / 2} \exp \left\{\hat { i } \left[\left(\bar{k}^{2}-p^{\prime 2}\right)^{1 / 2}\right.\right.\right. \\
&\left.\left.\left.-\left(\bar{k}^{2}-p^{2}\right)^{1 / 2}\right]\left(x-x^{\prime}\right)\right\} \hat{R}\left(x-x^{\prime}, \mathbf{p}-\mathbf{p}^{\prime}\right)\right] u^{+}\left(x^{\prime}, \mathbf{p}\right) \\
&+\int_{x}^{\infty} d x^{\prime} \int d \mathbf{p}^{\prime}\left[( \overline { k } ^ { 2 } - p ^ { \prime 2 } ) ^ { - 1 / 2 } \operatorname { e x p } \left\{\hat { i } \left[\left(\bar{k}^{2}-p^{\prime 2}\right)^{1 / 2}\right.\right.\right. \\
&\left.\left.\left.+\left(\bar{k}^{2}-p^{2}\right)^{1 / 2}\right]\left(x^{\prime}-x\right)\right\} \hat{R}\left(x-x^{\prime}, \mathbf{p}-\mathbf{p}^{\prime}\right)\right] \\
& \times u^{+}\left(x^{\prime}, \mathbf{p}\right)+O\left(\beta^{3}\right) \tag{3.3}
\end{align*}
$$

We remark that the exact decoupling, with respect to $\mathbf{p}$, manifested in (3.3) also occurs for all higher-order terms obtained from a formal expansion of (2.7). It suffices to observe that the integrand of the multiple convolution integral terms in this expansion involve factors

$$
\begin{align*}
&\left\langle\prod_{i=1}^{n} \hat{\beta}\left(x_{i}, \mathbf{p}_{i}-\mathbf{p}_{i+1}\right)\right\rangle \\
&=2 \pi \delta\left(\mathbf{p}_{1}-\mathbf{p}_{n+1}\right) \hat{R}\left(x_{2}-x_{1}, \mathbf{p}_{2}-\mathbf{p}_{3}\right. \\
& x_{3}-x_{1}, \mathbf{p}_{3}-\mathbf{p}_{4} ; \\
&\left.\ldots ; x_{n}-x_{1}, \mathbf{p}_{n}-\mathbf{p}_{n+1}\right), \tag{3.4}
\end{align*}
$$

where

$$
\left\langle\prod_{i=1}^{n} \beta\left(\mathbf{x}_{i}\right)\right) \equiv R\left(\mathbf{x}_{2}-\mathbf{x}_{1} ; \mathbf{x}_{3}-\mathbf{x}_{1} ; \ldots ; \mathbf{x}_{n}-\mathbf{x}_{1}\right)
$$

using stationarity of $\beta()$, and $\hat{R}$ denotes the ( $n-1$ )-fold multiple Fourier transform of $R$ with respect to the transverse variables. Of course, the delta-function factor $\delta\left(\mathbf{p}_{1}-\mathbf{p}_{n+1}\right)$ is responsible for the above-mentioned decoupling.

The long-range Markovian approximation to (3.3) has the solution [cf. (2.10)]

$$
\begin{equation*}
u^{+}(x, \mathbf{p}) \approx \exp \left[-\left(\gamma_{\mathbf{p}}^{f}+\gamma_{\mathbf{p}}^{b}\right) x\right] u^{+}(0, \mathbf{p}) \tag{3.5}
\end{equation*}
$$

where the forward- (back-) scattering contributions, $\gamma_{p}^{f}\left(\gamma_{p}^{b}\right)$, to the diffusion coefficients, for wave number $p$, are obtained simply from (3.3) by replacing $u^{+}\left(x^{\prime}, p\right)$ with $u^{+}(x, p)$, and letting $x \rightarrow \infty$ in the coefficient $\int_{0}^{x} d x^{\prime} \ldots\left(\int_{x}^{\infty} d x^{\prime} \ldots\right)$. Explicitly, one finds that

$$
\begin{align*}
4 \bar{k}\left(\bar{k}^{2}-p^{2}\right)^{1 / 2} \gamma_{p}^{f}= & \int_{0}^{\infty} d y\left(\frac{1}{2 \pi} \int d \mathbf{q}\right) \exp \left(\frac{\hat{i} y \mathbf{p} \cdot \mathbf{q}}{\bar{k}}\right) \\
& \times\left[\left(1-\frac{|\mathbf{p}-\mathbf{q}|^{2}}{\bar{k}^{2}}\right)^{-1 / 2} \exp \left\{-\hat{i}\left(\frac{q^{2}}{2 \bar{k}}+O\left(\frac{1}{\bar{k}^{3}}\right)\right) y\right\} \hat{R}(y, \mathbf{q})\right] \\
\equiv & \int_{0}^{\infty} d y R_{\mathbf{p}, \bar{k}}^{f}\left(y, \frac{-y \mathbf{p}}{\bar{k}}\right),  \tag{3.6a}\\
4 \bar{k}\left(\bar{k}^{2}-p^{2}\right)^{1 / 2} \gamma_{\mathbf{p}}^{b}= & \int_{0}^{\infty} d y e^{2 i \bar{k} y}\left(\frac{1}{2 \pi} \int d \mathbf{q}\right) \exp \left(\frac{\hat{i} \mathbf{y} \mathbf{p} \cdot \mathbf{q}}{\bar{k}}\right) \\
& \times\left[\left(1-\frac{|\mathbf{p}-\mathbf{q}|^{2}}{\bar{k}^{2}}\right)^{-1 / 2} \exp \left\{-\hat{i}\left(\frac{2 p^{2}+q^{2}}{2 \bar{k}}+O\left(\frac{1}{\bar{k}^{3}}\right)\right) y\right\} \hat{R}(y, \mathbf{q})\right] \\
\equiv & \int_{0}^{\infty} d y e^{2 i \bar{k} y} R_{\mathbf{p}, \bar{k}}^{b}\left(y, \frac{-y \mathbf{p}}{\bar{k}}\right)=\frac{\hat{i}}{2 \bar{k}} R_{\mathbf{p}, \bar{k}}^{b}(0, \mathbf{0})+\frac{\hat{i}}{2 \bar{k}} \int_{0}^{\infty} d y e^{2 i \bar{k} y} \frac{\partial}{\partial y} R_{\mathbf{p}, \bar{k}}^{b}\left(y, \frac{-y \mathbf{p}}{\bar{k}}\right), \tag{3.6b}
\end{align*}
$$

where $R_{p, k}^{f, b}$ are inverse Fourier transforms, with respect to the $\mathbf{q}$ variable, of the corresponding expressions in the square parentheses [both of which are products of $\hat{R}(y, q)$ and a slowly varying function $\sim 1$ ]. Some care must be taken here in determining large- $\bar{k}$ behavior since straightforward expansion, with respect to $1 / \bar{k}$, of functions appearing in the square parentheses, can lead to divergent $\mathbf{q}$ integrals. The difficulty here is that an even function $R\left(y, \mathbf{x}_{1}\right)$ may have a slope discontinuity at $\mathbf{x}_{1}=\boldsymbol{O}$, which leads to slow decay of $\hat{R}(y, q)=O\left(q^{-2}\right)$, as $q \rightarrow \infty$. In any case, it is clear that

$$
\begin{equation*}
\gamma_{\mathrm{p}}^{f}=\frac{1}{4 \bar{k}^{2}} \int_{0}^{\infty} d y R(y, 0)+O\left(\frac{1}{\bar{k}^{3}}\right), \quad \gamma_{\mathrm{p}}^{b}=\frac{\hat{i} R(0,0)}{8 \bar{k}^{3}}+O\left(\frac{1}{\bar{k}^{4}}\right), \tag{3.7}
\end{equation*}
$$

which should be compared with similar results in Refs. 8 and 9.

## IV. THE STOCHASTIC SQUARE LAW MEDIUM (LENSE)

A square law medium is described by $\bar{n}\left(\mathbf{x}_{1}\right)^{2}$ $=1-B^{2} x_{1}^{2}$, where $B$ is a constant, and here we assume that the random fluctuations have the form ${ }^{10}$

$$
\begin{align*}
\eta(\mathbf{x}) & =n(\mathbf{x})^{2}-\bar{n}\left(\mathbf{x}_{1}\right)^{2} \\
& =-\sum_{i=1,2} \eta_{i}(x) x_{i}-\sum_{i, j=1,2} \eta_{i j}(x) x_{i} x_{j} . \tag{4.1}
\end{align*}
$$

The centered random variables $\eta_{i}$ and $\eta_{i j}$ are associated with random misalignment and random focusing "width," respectively. This choice of $n(\mathbf{x})$, though unphysical for large $\mathbf{x}_{1}$, provides a reasonable model for the propagation of loworder modes in certain optical fibers. ${ }^{10}$

The orthonormal eigenfunctions and eigenvalues of the self-adjoint reference splitting operator, $S_{0}=\Delta_{1}$ $+k^{2}\left(1-B^{2} x_{1}^{2}\right)$, are naturally enumerated as $\Psi_{m_{1} m_{2}}\left(\mathbf{x}_{1}\right)$ $=\Psi_{m_{1}}\left(x_{1}\right) \Psi_{m_{2}}\left(x_{2}\right)$, where

$$
\begin{aligned}
\Psi_{m}(y)= & \left(\frac{2^{-m}}{m!}\right)^{1 / 2}\left(\frac{k B}{\pi}\right)^{1 / 4} \\
& \times H_{m}\left(k^{1 / 2} B^{1 / 2} y\right) \exp \left(\frac{-k B y^{2}}{2}\right),
\end{aligned}
$$

and $H_{m}$ is the $m$ th Hermite polynomial ${ }^{4}$, and $\lambda_{m_{1} m_{2}}=k^{2}$ $-2 k B\left(m_{1}+m_{2}+1\right)$. The only other model specific input required for the coupled equations (2.2), or the equations following, is the matrix elements of $\beta(\mathbf{x})=k^{2} \eta(\mathbf{x})$ with respect to $S_{0}$ eigenfunctions. Because of the special form of (4.1), these are obtained simply and explicitly from the identities

$$
\begin{align*}
\int_{-\infty}^{\infty} d y \Psi_{m}(y) y \Psi_{n}(y)= & (2 k B)^{-1 / 2}\left\{(n+1)^{1 / 2}\right. \\
& \left.\times \delta_{m, n+1}+n^{1 / 2} \delta_{m, n-1}\right\}, \tag{4.2a}
\end{align*}
$$

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d y \Psi_{m}(y) y^{2} \Psi_{n}(y) \\
&=(2 k B)^{-1}\left\{(n+2)^{1 / 2}(n+1)^{1 / 2} \delta_{m, n+2}\right. \\
&\left.+(2 n+1) \delta_{m, n}+n^{1 / 2}(n-1)^{1 / 2} \delta_{m, n-2}\right\} . \tag{4.2b}
\end{align*}
$$

From (4.2), it is clear that random misalignment provides the dominant coupling in the high $-k$ regime. In the absence of misalignment, and if the $\eta_{i j}$ are independent of $x$, then clearly one can make a (generally) new choice of transverse $x_{i}$ axes such that there will only be coupling between modes ( $m, n$ ) and ( $m^{\prime}, n^{\prime}$ ) for even $m-m^{\prime}$ and $n-n^{\prime}$.

Here we consider only the behavior of the right propagating mean field, $\mathrm{u}^{+}$, for the special choice of initial conditions corresponding to a single right propagating mode $(m, n)=(0,0)$, i.e., a Gaussian beam, at $x=0$. Thus one has $u_{m n}^{+}(x=0) \propto \delta_{m, 0} \delta_{n, 0}$. Furthermore, we restrict our attention to the long-range Markovian approximation of the firstorder smoothed equation (2.9), after neglecting terms $O\left(\beta^{3}\right)$, which implies that [cf. (2.10)]

$$
\begin{equation*}
u_{00}^{+}(x) \approx \exp \left[-\left(\gamma_{00}^{f}+\gamma_{00}^{b}\right) x\right] u_{00}^{+}(0) . \tag{4.3}
\end{equation*}
$$

Here the forward- and backscattering contributions $\gamma_{00}^{f}$, $\gamma_{00}^{b}$ to the ( 0,0$)$-mode diffusion coefficient can be determined from the correlation matrix elements

$$
\begin{align*}
& R_{00, m_{1}, m_{2}, 00}(\delta x) \\
&=\left\langle\beta_{00, m_{1}, m_{2}}(x) \beta_{m_{1} m_{2}, 00}(x+\delta x)\right\rangle \\
&=(2 k B)^{-1} \sum_{i=1,2} R_{i}(\delta x) \delta_{m_{r}, 1} \delta_{m_{r} 0} \\
&+(2 k B)^{-2}\left[R_{12,12}(\delta x)+2 R_{12,21}(\delta x)\right. \\
&\left.+R_{21,21}(\delta x)\right] \delta_{m_{1}, 1} \delta_{m_{2}, 1} \\
&+2(2 k B)^{-2} \sum_{i=1,2} R_{i i, i i}(\delta x) \delta_{m_{i}, 2} \delta_{m_{r} 0} \\
&+(2 k B)^{-2}\left[R_{11,11}(\delta x)+2 R_{11,22}(\delta x)\right. \\
&\left.+R_{22,22}(\delta x)\right] \delta_{m_{1}, 0} \delta_{m_{2}, 0}, \tag{4.4}
\end{align*}
$$

where $\{i, j\}=\{1,2\}, \quad R_{i}(\delta x)=k^{4}\left\langle\eta_{i}(x) \eta_{i}(x+\delta x)\right\rangle, \quad$ and $R_{i j, k l}(\delta x)=k^{4}\left\langle\eta_{i j}(x) \eta_{k l}(x+\delta x)\right\rangle$ (so $R_{11,22}=R_{22,11}$ and $R_{12.21}$ $\left.=R_{21,12}\right)$. It is clear that one can make the decompositions, $\gamma_{00}^{f}$ $=\gamma_{00}^{f}(\mathrm{mis})+\gamma_{00}^{f}($ width $), \gamma_{00}^{b}=\gamma_{00}^{b}(\mathrm{mis})+\gamma_{00}^{b}($ width $)$, into contributions associated with random misalignment and random width, respectively. Then one obtains from (2.11),

$$
\begin{align*}
\gamma_{00}^{f}(\mathrm{mis})= & \frac{1}{8 k^{3} B}\left(1-\frac{2 B}{k}\right)^{-1 / 2}\left(1-\frac{4 B}{k}\right)^{-1 / 2} \\
& \times \int_{0}^{\infty} d x \exp \left\{\hat { i } \left[\left(k^{2}-4 k B\right)^{1 / 2}\right.\right. \\
& \left.\left.-\left(k^{2}-2 k B\right)^{1 / 2}\right] x\right\}\left[R_{1}(x)+R_{2}(x)\right] \\
= & \frac{1}{8 k^{3} B} \int_{0}^{\infty} d x e^{-\hat{i} B x}\left[R_{1}(x)+R_{2}(x)\right] \\
& \times\left[1+\frac{3 B}{k}-\frac{3 \hat{i} B^{2} x}{2 k}+O\left(\frac{1}{k^{2}}\right)\right] \\
\gamma_{00}^{b}(\mathrm{mis})= & \frac{1}{8 k^{3} B}\left(1-\frac{2 B}{k}\right)^{-1 / 2}\left(1-\frac{4 B}{k}\right)^{-1 / 2} \\
& \times \int_{0}^{\infty} d x \exp \left\{\hat { i } k \left[\left(1-\frac{4 B}{k}\right)^{1 / 2}\right.\right. \\
& \left.\left.+\left(1-\frac{2 B}{k}\right)^{1 / 2}\right] x\right\}\left[R_{1}(x)+R_{2}(x)\right] \\
= & \frac{\hat{i}}{16 k^{4} B}\left[R_{1}(0)+R_{2}(0)+\frac{1}{2 k}\left\{\hat{i} R_{1}^{\prime}(0)+\hat{i} R_{2}^{\prime}(0)\right.\right. \\
& \left.\left.+9 B R_{1}(0)+9 B R_{2}(0)\right\}+O\left(\frac{1}{k^{2}}\right)\right] \\
& \text { as } k \rightarrow \infty, \tag{4.5}
\end{align*}
$$

where $R_{i}^{\prime}(0)$ denotes the (right-sided) derivative of $R_{i}(x)$, at $x=0$, and similarly,

$$
\begin{aligned}
\gamma_{00}^{f}(\text { width })= & \frac{1}{16 \mathrm{k}^{4} \mathrm{~B}^{2}} \int_{0}^{\infty} d x e^{-2 \hat{i} B x}\left[R_{12,12}(x)\right. \\
& +2 R_{12,21}(x)+R_{21,21}(x)+2 R_{11,11}(x) \\
& \left.+2 R_{22,22}(x)\right]\left[1+\frac{4 B}{R}-\frac{4 \hat{i} B^{2}}{k} x+O\left(\frac{1}{k^{2}}\right)\right] \\
& +\frac{1}{16 k^{4} B^{2}}\left[1+\frac{2 B}{k}+O\left(\frac{1}{k^{2}}\right)\right] \int_{0}^{\infty} d x \\
& \times\left[R_{11,11}(x)+2 R_{11,22}(x)+R_{22,22}(x)\right],
\end{aligned}
$$

$\gamma_{00}^{b}$ (width)

$$
\begin{align*}
= & \left(\hat{i} / 32 k^{5} B^{2}\right)\left[R_{12,12}(0)+2 R_{12,21}(0)+R_{21,21}(0)\right. \\
& +3 R_{11,11}(0)+3 R_{22,22}(0)+2 R_{11,22}(0) \\
& +0(1 / k)], \quad \text { as } k \rightarrow \infty . \tag{4.6}
\end{align*}
$$

Note that the dominant terms in $\operatorname{Re} \gamma_{00}^{f}()$ are clearly positive (assuming monotonically decreasing correlations). Similar expressions are readily calculated for diffusion coefficients for other modes. One should compare the structure of $\gamma_{00}^{f}$ with results of Besieris ${ }^{11}$ for a related stochastic lense problem from a parabolic-type approximation.

## V. DISCUSSION

By exploiting a powerful albeit abstract splitting technique, we have simply and succinctly obtained equations which provide a practical basis for the perturbative analysis of wave propagation in random media. The emphasis here is not on a detailed or rigorous analysis of the statistical assumptions, the diffusion limit or convergence of perturbative expansions. Rather, we simply elucidate the effects of randomness on the wave field and, in particular, the backscattering contribution to the diffusion coefficients.
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To formulate general results concerning the validity of the Rayleigh hypothesis, we first introduce a definition of the foci and antifoci of an analytic curve. Then, we state two lemmas on the properties of an analytic or harmonic function satisfying given conditions on an analytic curve. This allows us to predict the behavior of the analytic continuation of the field in electrostatics. The use of a conformal mapping permits the generalization of this method in electromagnetics and acoustics. As a consequence, we are able to predict the limit of validity of the Rayleigh hypothesis.

## I. INTRODUCTION

At the beginning of the century, the Rayleigh method had been the first attempt at solving the problem of diffraction by gratings. ${ }^{1}$ This method has been used for many other problems of electromagnetism and acoustics. Rayleigh made an assumption, the so-called Rayleigh hypothesis, which remained unquestioned for almost 50 years, but provoked considerable controversy thereafter. At present, there is no doubt that the Rayleigh hypothesis is neither always valid, nor always invalid. The interested reader may consult recent reviews in this field. ${ }^{2,3}$

However, the controversial aspect of the Rayleigh hypothesis has not died down, due to a second question: in what conditions may the Rayleigh theory be used to determine the field diffracted by a scattering object, even though the Rayleigh hypothesis fails? In this paper, we are not concerned with this second question. Our aim is to establish a mathematical property which allows us to state a very simple and general result concerning the validity of the Rayleigh hypothesis in electromagnetism and acoustics, when the profile of a diffracting object is given by an analytic curve. To this end, we first deal with the Neumann and Dirichlet problem in electrostatics, since it has been shown that the validity of the Rayleigh hypothesis in electromagnetism or acoustics is linked with the properties of the analytical continuation of the field in the corresponding problems of electrostatics. ${ }^{4}$

## II. DEFINITION OF THE FOCI AND ANTIFOCI OF AN ANALYTIC CURVE

The notion of foci is well known for conics. Here, we propose a generalization of this notion to analytic curves. Moreover, we introduce the notion of antifoci.

First, let us recall the definition of an analytic curve $\Gamma$ : let $D_{t}$ be a domain (open connected set) of the complex $t$ plane and $I \subset D_{t}$ a real interval. An analytic curve $\Gamma$ is the image of $I$ through a transformation

$$
\begin{equation*}
z=\zeta(t) \tag{1}
\end{equation*}
$$

$\zeta$ being a nonconstant analytic function defined in $D_{t}$.
Now, if there exists a point $t_{0} \in D_{t}$, such that $\bar{t}_{0}$ $\in D_{t}$, satisfying

$$
\begin{align*}
& \zeta^{\prime}\left(t_{0}\right)=0  \tag{2}\\
& \zeta^{\prime}\left(t_{0}\right) \neq 0, \quad \zeta^{\prime} \text { being the derivative of } \zeta \tag{3}
\end{align*}
$$

the images $z_{0}=\zeta\left(t_{0}\right)$ and $\tilde{z}_{0}=\zeta\left(\bar{t}_{0}\right)$ of $t_{0}$ and $\bar{t}_{0}$ will be called the associated focus and antifocus of $\Gamma$, respectively.

For instance, let us consider the case of a parabola given by the function

$$
\begin{equation*}
z=\zeta(t)=2 t+i t^{2} \tag{4}
\end{equation*}
$$

Its focus $z_{0}$ will be obtained by setting

$$
\begin{equation*}
\zeta^{\prime}\left(t_{0}\right)=2+2 i t_{0}=0 \tag{5}
\end{equation*}
$$

which means that $t_{0}=i$, thus

$$
\begin{align*}
& z_{0}=i,  \tag{6}\\
& \tilde{z}_{0}=-3 i . \tag{7}
\end{align*}
$$

Finally, the antifocus is symmetrical to the focus with respect to the directrix of the parabola.

More generally, it can be verified that the notion of focus given here identifies with the classical one in the case of conics (except for a circle!). When the analytic curve $\Gamma$ is given by the equation

$$
\begin{equation*}
G(x, y)=0 \tag{8}
\end{equation*}
$$

where $G$ is an analytic function of the variables $x$ and $y$ $(z=x+i y)$, it can be shown that a focus $z_{0}$ is obtained by

$$
\begin{equation*}
z_{0}=x_{1}+i y_{1}, \tag{9}
\end{equation*}
$$

where $x_{1}$ and $y_{1}$ are complex numbers satisfying the system

$$
\begin{align*}
& G(x, y)=0  \tag{10}\\
& \frac{\partial G}{\partial x}+i \frac{\partial G}{\partial y}=0, \quad \text { with } \frac{\partial G}{\partial x} \neq 0 . \tag{11}
\end{align*}
$$

In addition, the associated antifocus is given by

$$
\begin{equation*}
\tilde{z}_{0}=\bar{x}_{1}+\overline{i y}_{1} . \tag{12}
\end{equation*}
$$

We shall set

$$
z_{0}=x_{0}+i y_{0}, \quad \tilde{z}_{0}=\tilde{x}_{0}+i \tilde{y}_{0}
$$

where $x_{0}, y_{0}, \tilde{x}_{0}, \tilde{y}_{0}$, the Cartesian coordinates of the focus and the antifocus, are real.

We define a focal line as the image $\zeta(L)$ of a curve $L$ (a) joining $t_{0}$ to $\bar{t}_{0}$ in $D_{t}$, (b) symmetrical with respect to the real
axis, and (c) intersecting $I$. For example, in the case of a parabola, the segment $\left[z_{0}, \tilde{z}_{0}\right]$ is a focal line.

A domain $D$ will be called a focal domain if (a) $D \subset D_{z}=\zeta\left(D_{t}\right)$ and (b) whenever $D$ contains an antifocus $\tilde{z}_{0}$, it includes an associated focal line.

It is interesting to notice that with the new variables

$$
\begin{align*}
& z=x+i y  \tag{13}\\
& \tilde{z}=x-i y \tag{14}
\end{align*}
$$

the focus is given by

$$
\begin{align*}
& H(z, \tilde{z})=0  \tag{15}\\
& \frac{\partial H}{\partial \tilde{z}}=0 \text { and } \frac{\partial H}{\partial z} \neq 0, \tag{16}
\end{align*}
$$

with

$$
H(z, \tilde{z})=G(x, y)
$$

It is worth noting that a system of parametric equations similar to (1) may be deduced from (10) by integrating the system (Hamilton's canonical equations!)

$$
\begin{align*}
& \frac{d x}{d t}=-\frac{\partial G}{\partial y}  \tag{17}\\
& \frac{d y}{d t}=\frac{\partial G}{\partial x} \tag{18}
\end{align*}
$$

with arbitrary initial conditions.
With the new variables defined in (13) and (14), these equations become

$$
\begin{align*}
& \frac{d z}{d t}=2 i \frac{\partial H}{\partial z}  \tag{19}\\
& \frac{d \tilde{z}}{d t}=-2 i \frac{\partial H}{\partial \tilde{z}} \tag{20}
\end{align*}
$$

## III. LENMAS

Lemma 1: An analytic curve $\Gamma$ being given, let $F(z)$ be an analytic function in a focal domain $D$ and $\tilde{z}_{0}$ an antifocus in $D$. If, for $z \in \Gamma \cap D, F(z)$ is real, then $F^{\prime}\left(\tilde{z}_{0}\right)=0$.

Proof: The function

$$
\begin{equation*}
\theta(t)=F(\zeta(t)) \tag{21}
\end{equation*}
$$

is analytic in the connected component of $\xi^{-1}(D)$ which contains $t_{0}, \bar{t}_{0}$. If $t \in I, \theta(t)$ is real, thus $\theta^{\prime}(t)$ is real, too, and therefore, from a well-known symmetry property,

$$
\begin{equation*}
\theta^{\prime}\left(\bar{t}_{0}\right)=\overline{\theta^{\prime}\left(t_{0}\right)} \tag{22}
\end{equation*}
$$

But,

$$
\begin{align*}
& \theta^{\prime}\left(t_{0}\right)=\zeta^{\prime}\left(t_{0}\right) F^{\prime}\left(z_{0}\right)  \tag{23}\\
& \theta^{\prime}\left(\bar{t}_{0}\right)=\zeta^{\prime}\left(\bar{t}_{0}\right) F^{\prime}\left(\tilde{z}_{0}\right), \tag{24}
\end{align*}
$$

and from (2) and (3)

$$
\begin{equation*}
F^{\prime}\left(\tilde{z}_{0}\right)=0 . \tag{25}
\end{equation*}
$$

Lemma 2: An analytic curve $\Gamma$ being given, let $u(x, y)$ be a harmonic function in a focal domain $D$ and $\tilde{z}_{0}$ an antifocus in $D$. If, for $z \in \Gamma, u(x, y)$ (or its normal derivative) vanishes, then $\tilde{z}_{0}$ is a saddle point of $u(x, y)$
$\frac{\partial u}{\partial x}\left(\tilde{x}_{0}, \tilde{y}_{0}\right)=\frac{\partial u}{\partial y}\left(\tilde{x}_{0}, \tilde{y}_{0}\right)=0$.
Proof: $D$ can be supposed to be simply connected with-
out loss of generality. There exists an analytic function $F(z)$ such that

$$
u(x, y)=\operatorname{Im}(F(z)) \quad[\text { or } u(x, y)=\operatorname{Re}(F(z))]
$$

where $F(z)$ fulfills the conditions of Lemma 1. Hence $F^{\prime}\left(\tilde{z}_{0}\right)=0$, which is equivalent to (26).

## IV. EXAMPLES OF APPLICATION

(1) Let $D$ be a domain intersecting an analytic curve $\Gamma$ and containing an antifocus $\tilde{z}_{0}$. Let $F$ be analytic in $D$ and real on $\Gamma$. Then, an analytic continuation of $F$ cannot be made along a focal line up to the associated focus $z_{0}$, unless $F^{\prime}\left(\tilde{z}_{0}\right)=0$.

Such an analytic continuation can be deduced from the symmetry property of $F(\zeta(t))$.
(2)Let us consider a Jordan domain $\Omega$ with analytic boundary $\Gamma$ and a conformal mapping $Z=\phi(z)$ of the exterior of $\Gamma$ on the exterior of the unit circle $C$ (Fig. 1). We have locally $\phi(z)=\exp (i F(z))$, where $F$ is real on $\Gamma$. Moreover, $F^{\prime}$ is analytic and different from 0 outside $\Omega+\Gamma$. This entails that the foci of $\Gamma$ located in $\Omega$ are singularities of the analytic continuation of $\phi$ along the focal lines.
(3) A third example consists of the homogeneous Dirichlet and Neumann problems for the Laplace equations.

Now, we shall restrict ourselves to the case where $\Gamma$ separates the space in two complementary regions $\Omega_{1}$ and $\boldsymbol{\Omega}_{2}$. These regions are unbounded if $\Gamma$ goes to infinity, but one of them, $\Omega_{2}$, is bounded (the interior region) if $\Gamma$ is a Jordan curve.

We consider a harmonic function $u(x, y)$ defined in $\Omega_{1}$ and which satisfies a homogeneous Dirichlet or Neumann condition on $\Gamma$. If $\Omega_{1}$ contains an antifocus $\tilde{z}_{0}$, then the continuation of $u$ across $\Gamma$ along a focal line will not be possible at the associated focus $z_{0}$ if $(\partial u / \partial x)\left(\tilde{x}_{0}, \tilde{y}_{0}\right) \neq 0$ or $(\partial u /$ $\partial y)\left(\tilde{x}_{0}, \tilde{y}_{0}\right) \neq 0$.

Indeed, if this continuation were possible, $u(x, y)$ would be harmonic in a focal domain containing $z_{0}$ and $\tilde{z}_{0}$, a fact which entails that the partial derivatives of $u$ with respect to $x$ and $y$ vanish at the point $\left(\tilde{x}_{0}, \tilde{y}_{0}\right)$.

## V. VALIDITY OF SOME EXPANSIONS OF THE FIELD USED IN ELECTROMAGNETICS AND ACOUSTICS

We consider the Helmholtz equation

$$
\begin{equation*}
\nabla^{2} u(x, y)+k^{2} u(x, y)=0, \quad \text { in } \Omega_{1} \tag{27}
\end{equation*}
$$

with the homogeneous Dirichlet or Neumann conditions on $\Gamma$ [notations of Sec. IV, example (3)].

It has been shown ${ }^{5}$ that the use of a conformal mapping $Z=\Phi(z)$ which maps $\Omega_{1}$ on the upper $Z$ half-plane or on the


FIG. 1. A property of the conformal mapping.
exterior of the unit disk allows one to define an equivalent problem in the $Z$ complex plane, where $v(X, Y)=u(x, y)$ satisfies the Dirichlet or Neumann boundary conditions on the real axis or the unit circle and a new Helmholtz equation

$$
\begin{equation*}
\nabla^{2} v(X, Y)+k^{2}\left|\frac{d z}{d Z}\right|^{2} v(X, Y)=0 \tag{28}
\end{equation*}
$$

We have already seen that the continuation of $\Phi$ in $\Omega_{2}$ is singular at a focus $z_{0}$ of $\Gamma$. This entails that even though $v(X, Y)$ is regular in the upper half-plane, we can expect a singularity of the continuation of $u(x, y)$ in $\Omega_{2}$ at the focus since $d Z / d z$ is singular at this point. Of course, this rule is not general since we have no information about the value of $v(X, Y)$ at the image of the focus.

It is clear that our criterion gives a means to locate some of the singularities of the conformal mapping. Other singularities may well exist in the complementary domain. On the other hand, we emphasize that the criterion does not guarantee a singularity at the focus in $\Omega_{2}$.

The location of the singularity of the analytical continuation of the field in $\Omega_{2}$ allows one to predict the validity of some expansions of the field used in electromagnetics and acoustics. The most famous of these expansions has been used by Lord Rayleigh to represent the field diffracted by a grating. ${ }^{1}$ The reader interested in the study of the validity of Rayleigh's hypothesis may refer to recent reviews in this field (for instance, see Ref. 3 and included references).

Here, we first deal with the more general case where $\Gamma$ is a modulated two-dimensional surface extending to infinity (Fig. 2), obtained by deforming a mirror placed on the $0 x$ axis. An incident wave $u^{i}$ propagating in $\Omega_{1}$ is impinging on $\Gamma$. The equivalent of Rayleigh's hypothesis is to assume that in $\Omega_{1}$, the diffracted field $u^{d}=u-u^{i}$ (where $u$ denotes the total field) can be expressed in the form of a sum of plane waves

$$
\begin{equation*}
u^{d}=\int_{-\infty}^{\infty} a(\alpha) \exp (i \alpha x+i \beta y) d \alpha \tag{29}
\end{equation*}
$$

with $\beta=\sqrt{k^{2}-\alpha^{2}}$ or $i \sqrt{\alpha^{2}-k^{2}}$, the time dependence of the field being in $\exp (-i \omega t)$.

Let us show briefly the great interest of this kind of representation of the field. Indeed, the right-hand member of Eq. (29) obviously satisfies the Helmholtz equation and the outgoing wave condition at infinity. So, if this representation is valid everywhere above $\Gamma$, it can be used to express the


FIG. 2. Validity of the plane wave expansion in the problem of modulated surface.
third condition of the boundary value problem, viz., the boundary condition on $\Gamma$. This gives a very simple tool to solve the diffraction problem. It is not so for other rigorous methods which can lead to the solving of integral equations or differential systems of infinite order.

It can be demonstrated that the integral in the righthand side of (29) actually represents $u^{d}$ above the top $y_{M}$ of $\Gamma$ (the demonstration of this property and those used in the following can be found in Ref. 3 for the particular case of diffraction gratings). Below $y_{M}$, the integral is equal to the diffracted field or its analytic continuation in $\Omega_{2}$, provided it converges. Obviously, this integral cannot converge below a focus (except if this focus is not a singularity of the continuation of $u$ ). Indeed, since $\exp (i \beta y)$ behaves like $\exp -|\alpha| y$ when $|\alpha| \rightarrow \infty$, this integral cannot converge at a point of ordinate $y^{\prime}$ if it diverges at a point of ordinate $y>y^{\prime}$.

So, it can be expected that the expansion of $u^{d}$ given by (29) cannot represent the diffracted field in $\Omega_{1}$ if a focus is located above the bottom $y_{M}$ of $\Gamma$. This means that a method using this integral to express the boundary condition on $\Gamma$ fails, at least from a theoretical point of view. Finally we can state the following rule: The plane wave expansion given by the right-hand side of (29) in general cannot represent the diffracted field in $\Omega_{1}$ when a focus of $\Gamma$ in $\Omega_{2}$ is located above the bottom of $\Gamma$.

It must be remarked that, in the particular case where $\Gamma$ is a periodic curve, a profile of a diffraction grating, similar criterion have been given by some authors using conformal mapping ${ }^{6,7}$ or the steepest descent method. ${ }^{8,9}$

For instance, let us consider the curve $\Gamma$ given by

$$
\begin{equation*}
y=2 a / \cosh x, \quad \text { with } a>0 \tag{30}
\end{equation*}
$$

located above the $0 x$ axis.
From Eqs. (10) and (11), we deduce that the foci are given by the equation

$$
\begin{equation*}
\sin ^{2} v+2 a \sin v-1=0, \quad \text { where } v=i x \tag{31}
\end{equation*}
$$

There exists an infinity of foci. From the point of view of the validity of the Rayleigh expansion, the most important is

$$
\begin{equation*}
z_{0}=i y_{0} \tag{32}
\end{equation*}
$$

with
$y_{0}=\left(2 a \sqrt{1+a^{2}}+2 a^{2}\right)^{1 / 2}-\arcsin \left(\sqrt{1+a^{2}}-a\right)$.
This focus is located on the imaginary axis $\left(y_{0} \rightarrow-\pi / 2\right.$ for $a \rightarrow 0$ ) and crosses the real axis for $a=0.280548 \ldots$ (the corresponding antifocus being located in $\Omega_{1}$ ).

So, we can expect a failure of the plane-wave expansion method for larger values of $a$. The study of the other foci does not modify this conclusion.

Now, let us consider a second kind of curve: the Jordan curve (Fig. 3). In that case, it can be shown that, if an incident wave propagates in $\Omega_{1}$, the field outside a circle of radius $\rho_{M}$ centered on 0 can be represented by a series

$$
\begin{equation*}
u^{d}(P)=\sum_{-\infty}^{\infty} a_{n} H_{n}^{(1)}(k r) \exp (i n \theta), \tag{34}
\end{equation*}
$$

$a_{n}$ being complex coefficients, $H_{n}^{(1)}$ Hankel functions, and $(r, \theta)$ the polar coordinates of a point $P$.

Considerations similar to those described for modulated
surfaces demonstrate the following rule: The expansion given by the right-hand side of (34) in general cannot represent the diffracted field everywhere in $\Omega_{1}$ when a focus of $\Gamma$ in $\Omega_{2}$ is located between the two dotted circles of Fig. 3, of radius $\rho_{M}$ and $\rho_{m}$.

Let us apply this rule to the curve $\Gamma$ given by

$$
\begin{equation*}
x^{4}+y^{4}=1 \tag{35}
\end{equation*}
$$

To find the foci of $\Gamma$, we use Eqs. (15) and (16), and remarking that (35) becomes

$$
\begin{equation*}
H(z, \tilde{z})=\frac{1}{32}\left(z^{4}+6 z^{2} \tilde{z}^{2}+\tilde{z}^{4}-8\right)=0 \tag{36}
\end{equation*}
$$

it turns out that $12 z^{2} \tilde{z}+4 \tilde{z}^{3}=0$, i.e.,

$$
\begin{equation*}
\tilde{\mathbf{z}}=0 \tag{37}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{z}^{2}+3 z^{2}=0 \tag{38}
\end{equation*}
$$

Putting (37) into (36) shows that $z^{4}=8$, and the associated foci are given by

$$
\begin{equation*}
z_{0}=2^{3 / 4} \exp (i n(\pi / 2)), \quad n=0,1,2,3 \tag{39}
\end{equation*}
$$

These foci are located in $\Omega_{1}$ and have no interest for our problem. Now, Eqs. (36) and (38) lead to the equation $z^{4}=-1$, which means that the second set of foci is given by

$$
\begin{equation*}
z_{0}=\exp [i(\pi / 4+n \pi / 2)], \quad n=0,1,2,3 \tag{40}
\end{equation*}
$$

We are led to an amazing conclusion: four foci are just located on the circle of radius $\rho_{m}=1$, which means that the expansion (34) actually can represent the field in $\Omega_{1}$, but diverges just below the points of $\Gamma$ located on the two axes of coordinate and placed on the circle $r=\rho_{m}$.

It is worth noting that Eqs. (19) and (20) allow one to find parametric equations associated with Eq. (35), using elliptic functions.


FIG. 3. Validity of a simple representation of the field for a Jordan curve.

## VI. CONCLUSION

Introducing the notion of focus and antifocus has allowed us to state in a very simple and general form a property of the singularities of the continuation of the field. As a consequence, we can predict the theoretical limits of some simple expansions used to solve a large class of boundary problems in electromagnetics and acoustics.
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#### Abstract

We examine the sine-Gordon equation with a perturbation $\lambda \Delta V$. We derive necessary conditions on $\Delta V$ such that the perturbed equation has solutions with finite energy, analytic in $\lambda$, and which reduce to the static soliton when the perturbation is removed $(\lambda \rightarrow 0)$. Several examples illustrating these conditions are presented.


## I. INTRODUCTION

The study of integrable nonlinear equations with additional interactions is an important topic in the theory of extended object dynamics. Such additional interaction terms occur naturally when the theory is quantized and quantum corrections are included, or when finite-temperature effects are considered. An important question in such cases refers to the "stability" of the integrability property, i.e., the ease with which a perturbation destroys the integrability of the original equation.

Soliton systems with nontrivial additional interactions have been studied by several authors. These studies show that a static soliton often can be forced to become time dependent by an additional interaction and that a meaningful perturbation should be built not on the original static soliton, but on a modified, time-dependent unperturbed solution. ${ }^{1}$

The purpose of this paper is to present some comments about the conditions for the existence of perturbative solutions. We examine the perturbed sine-Gordon equation

$$
\begin{equation*}
\phi_{t t}-\phi_{x x}+m^{2} \sin \phi=-\lambda \frac{\partial \Delta V}{\partial \phi}, \tag{1}
\end{equation*}
$$

with $\lambda \Delta V$ the perturbing potential. For $\lambda=0$, Eq. (1) possesses the well-known static solution (soliton)

$$
\begin{equation*}
\phi_{0}(x)=4 \tan ^{-1} e^{m x} \tag{2}
\end{equation*}
$$

The question we address is the following: What conditions must be imposed on $\Delta V$ so that Eq. (1) possesses solutions analytic in $\lambda$, which reduce to $\phi_{0}(x)$ in the limit $\lambda \rightarrow 0$ ? In the following, we present two theorems dealing with this question. Each theorem gives a necessary condition on $\Delta V$ for the existence of solutions of the type discussed above. We also present examples which illustrate these theorems.

## II. THEORY

We are interested in solutions $\phi(x, t)$ of (1) which satisfy the following criteria: (i) they are analytic in $\lambda$ and reduce to $\phi_{0}(x)$ in the limit $\lambda \rightarrow 0$; and (ii) they lead to finite energy.

Criterion (i) implies that $\phi(x, t)$ can be expanded as

$$
\begin{equation*}
\phi(x, t)=\phi_{0}(x)+\lambda \phi_{1}(x, t)+\cdots, \tag{3}
\end{equation*}
$$

with $\phi_{0}(x)$ and $\phi_{1}(x, t)$ obeying, respectively,

$$
\begin{equation*}
-\phi_{0 x x}+m^{2} \sin \phi_{0}=0 \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) \phi_{1}=-\left.\frac{\partial \Delta V}{\partial \phi}\right|_{\phi=\phi_{0}} \tag{5}
\end{equation*}
$$

Next we turn to criterion (ii): the energy
$E=\int_{-\infty}^{+\infty} d x\left[\frac{1}{2} \phi_{t}^{2}+\frac{1}{2} \phi_{x}^{2}+m^{2}(1-\cos \phi)+\lambda \Delta V\right]$
can be expanded in powers of $\lambda$ as

$$
\begin{equation*}
E=E_{0}+\lambda E_{1}+\cdots, \tag{7}
\end{equation*}
$$

where $E_{0}$ is the soliton energy

$$
E_{0}=8 m
$$

and $E_{1}$ is given by the expression

$$
\begin{equation*}
E_{1}=\int_{-\infty}^{+\infty} d x\left[\phi_{0 x} \phi_{1 x}+m^{2} \sin \phi_{0} \cdot \phi_{1}+\Delta V\left(\phi_{0}\right)\right] . \tag{8}
\end{equation*}
$$

For $E_{1}$ to be finite, the integrand must tend to zero as $x \rightarrow \pm \infty$; therefore

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} 4 m e^{-m|x|}\left(\phi_{1 x} \mp m \phi_{1}\right)+\Delta V_{ \pm}=0 \tag{9}
\end{equation*}
$$

In deriving this result, we used Eq. (2) and defined

$$
\begin{equation*}
\Delta V_{ \pm}=\lim _{x \rightarrow \pm \infty} \Delta V\left(\phi_{0}\right) . \tag{10}
\end{equation*}
$$

Since $\phi_{0}$ tends to constants for $x \rightarrow \pm \infty, \Delta V_{ \pm}$are constants. Equation (9) has the solution

$$
\begin{equation*}
\phi_{1} \sim\left(-\left(\Delta V_{ \pm} / 4 m\right) x+c_{ \pm}\right) e^{m|x|}+f_{ \pm} \quad(x \rightarrow \pm \infty), \tag{11}
\end{equation*}
$$

where the $c_{ \pm}$are functions of $t$ only and the $f_{ \pm}$are functions of $x$ and $t$ satisfying

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} e^{-m|x|} f_{ \pm}(x, t)=0 \tag{12}
\end{equation*}
$$

The asymptotic form of (5) for $x \rightarrow \pm \infty$ is

$$
\begin{equation*}
\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2}\right) \phi_{1}=-\frac{\partial \Delta V_{ \pm}}{\partial \phi}, \tag{13}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\frac{\partial \Delta V_{ \pm}}{\partial \phi}=\left.\lim _{x \rightarrow \pm \infty} \frac{\partial \Delta V}{\partial \phi}\right|_{\phi=\phi_{0}} . \tag{14}
\end{equation*}
$$

If we combine Eqs. (11) and (13), we find that

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} c_{ \pm}=\mp \frac{1}{2} \Delta V_{ \pm} \tag{15a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} f_{ \pm}-\frac{\partial^{2}}{\partial x^{2}} f_{ \pm}+m^{2} f_{ \pm}=-\left(\frac{\partial \Delta V}{\partial \phi}\right)_{ \pm} \tag{15b}
\end{equation*}
$$

We are not insisting that $\phi_{1}$ be square integrable. However, from Eq. (11), the function
$\tilde{\phi}_{1}=\phi_{1}-\left[\left(-\frac{\Delta V\left(\phi_{0}\right)}{2 m} x+2 c\right) \cosh m x+f\right] \equiv \phi_{1}-F$,
with

$$
\lim _{x \rightarrow \pm \infty} c=c_{ \pm}, \quad \lim _{x \rightarrow \pm \infty} f=f_{ \pm}
$$

is square integrable. It satisfies the equation
$\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) \tilde{\phi}_{1}$

$$
\begin{equation*}
=-\left.\frac{\partial \Delta V}{\partial \phi}\right|_{\phi=\phi_{0}}-\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) F \tag{18}
\end{equation*}
$$

Let $\psi_{k}, \omega_{n}$ be the normalized eigenfunctions and eigenvalues of the stability equation

$$
\begin{equation*}
\left(-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) \psi_{n}=\omega_{n}^{2} \psi_{n} \tag{19}
\end{equation*}
$$

Then we can expand

$$
\begin{equation*}
\tilde{\phi}_{1}=\sum_{n} b_{n}(t) \psi_{n}(x) \tag{20}
\end{equation*}
$$

and the coefficients $b_{n}(t)$ obey

$$
\begin{align*}
& \frac{d^{2}}{d t^{2}} b_{n}+\omega_{n}^{2} b_{n}=-g_{n}  \tag{21}\\
& g_{n}=\int_{-\infty}^{+\infty} d x\left[-\left.\frac{\partial \Delta V}{\partial \phi}\right|_{\phi=\phi_{0}}\right. \\
& \left.\quad+\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) F\right] \psi_{n}(x) . \tag{22}
\end{align*}
$$

As is well known, the stability equation possesses a zero eigenvalue ( $\omega_{0}=0$ ) whose eigenfunction is proportional to $\phi_{0 x}$,

$$
\psi_{0}=A \phi_{0 x}
$$

The corresponding $g_{0}$ is obtained from (22) as

$$
\begin{align*}
& g_{0}=A\left(\Delta V_{+}-\Delta V_{-}\right)+\tilde{g}_{0} \\
& \tilde{g}_{0}=A \int_{-\infty}^{+\infty} d x\left[\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) F\right] \phi_{0 x} \tag{23}
\end{align*}
$$

Let us examine the integrand in Eq. (23) for $x \rightarrow \pm \infty$; using Eqs. (12)-(17), we find that

$$
\text { (integrand) } \rightarrow \pm m \Delta V_{ \pm} \quad(x \rightarrow \pm \infty)
$$

Therefore $\tilde{g}_{0}$ is finite, and perturbation theory works to first order, only if

$$
\Delta V_{+}=\Delta V_{-}=0
$$

This is the content of the first theorem.
Theorem I: The modified sine-Gordon equation (1) has a finite energy solution analytic in $\lambda$ which reduces to the static soliton $\phi_{0}$ only if

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} \Delta V\left(\phi_{0}\right)=\lim _{x \rightarrow \pm \infty} \Delta V\left(\phi_{0}\right)=0 \tag{24}
\end{equation*}
$$

The above condition is necessary, but not sufficient. Of course, the important part of Eq. (24) is the equality of the two limits; their value always can be adjusted to zero by adding a constant to $\Delta V$.

The condition (24) arises also as the necessary condition for the existence of a time-independent correction $\phi_{1}$; indeed, for $\phi_{1}$ independent of $t$, Eq. (5) becomes

$$
\left(-\partial_{x}^{2}+m^{2} \cos \phi_{0}\right) \phi_{1}=-\left.\frac{\partial \Delta V}{\partial \phi}\right|_{\phi=\phi_{0}}
$$

The equation has solutions if the right-hand side is orthogonal to the zero-eigenvalue eigenfunction of the operator on the left-hand side. This eigenfunction is proportional to $\phi_{0 x}$; therefore one needs the condition

$$
0=\left.\int_{-\infty}^{+\infty} d x \phi_{0 x} \frac{\partial \Delta V}{\partial \phi}\right|_{\phi=\phi_{0}}=\Delta V_{+}-\Delta V_{-}
$$

which is the same as (24).
The second result we wish to present depends on the boson transformation method of constructing solutions to nonlinear equations. For the present case, it is sufficient to examine the Yang-Feldman equation corresponding to Eq. (1):

$$
\begin{align*}
\phi(x, t)= & f(x, t)+\int d^{2} y G\left(x-y, t-t_{y}\right) \\
& \times\left[-m^{2} \sin \phi-\lambda \frac{\partial \Delta V}{\partial \phi}-\mu^{2} \phi\right] . \tag{25}
\end{align*}
$$

In this equation, $f$ and $G$ obey

$$
\begin{aligned}
& \left(\partial^{2}+\mu^{2}\right) f=0 \\
& \left(\partial^{2}+\mu^{2}\right) G(x, t)=\delta(x) \delta(t)
\end{aligned}
$$

In order for a perturbative solution of Eq. (25) to exist, $\mu$ must be chosen so that the quantity in the square bracket contains no term linear in $\phi$. If $\Delta V$ contains a quadratic (mass) term, this implies that $\mu^{2}$ is a function of $\lambda$. On the other hand, the solution of (25) will depend on $x$ through the combination $\mu x$, and therefore an expansion in $\lambda$ will involve powers of $x$ and will become nonperturbative for large $|x|$. This is the content of our second theorem.

Theorem II: If the perturbing potential $\Delta V$ contains a quadratic term, the modified sine-Gordon equation (1) has no perturbative solution.

The analogy between this purely classical result and Haag's theorem in quantum field theory is amusing.

The remainder of this paper is devoted to examples illustrating the above theorems.

An example satisfying the conditions of both theorems is provided by the potential

$$
\Delta V=\frac{1}{2} m^{2}(t-\cos \phi)^{2} .
$$

Equation (1) has the static solution

$$
\phi=-2 \cot ^{-1}(\sqrt{1+\lambda} \sinh m x)
$$

whose expansion in powers of $\lambda$ is

$$
\begin{aligned}
\phi= & \tan ^{-1} e^{m x}+\lambda \frac{\tanh m x}{\cosh m x} \\
& -\lambda^{2}\left(1+2 \tanh ^{2} m x\right) \frac{\tanh m x}{4 \cosh m x}+\cdots
\end{aligned}
$$

The coefficients of the expansion are well behaved, bounded functions, of $x$. The energy associated with this solution is

$$
E=4 m\left[1+[(1+\lambda) / \sqrt{\lambda}] \sin ^{-1} \sqrt{\lambda /(1+\lambda)}\right]
$$

and has also a good perturbative expansion

$$
E=8 m\left[1+\frac{1}{3} \lambda+\frac{1}{13} \lambda^{2}+\cdots\right] .
$$

An example which violates the assumptions of Theorem I is given by the double-sine-Gordon equation, ${ }^{2}$ for which

$$
\Delta V=\frac{1}{2} m^{2}(1-\cos (\phi / 2))^{2} .
$$

The static solution of Eq. (1) is
$\tan (\phi / 4)=-2 /(\sqrt{\lambda} \sinh m x)$.
Clearly, the solution has no perturbative expansion in $\lambda$. Furthermore, the classical energy

$$
E=8 m\left[2+\frac{\lambda}{4 \sqrt{1-\lambda / 4}} \ln \left(\frac{8-\lambda+8 \sqrt{1-\lambda / 4}}{\lambda}\right)\right]
$$

has no perturbative expansion either. However, the limit

$$
\lim _{x \rightarrow 0} E=16 m
$$

exists and is twice the soliton mass. Finally, we present an example which violates the conditions of Theorem II:

$$
\Delta V=-\frac{1}{2} m^{2} \sin ^{2} \phi
$$

Notice that the "mass" (coefficient of the bilinear term) is now given by

$$
\mu=m \sqrt{1-\lambda}
$$

The solution is

$$
\phi=4 \tan ^{-1}\left\{\left(\sqrt{1-\lambda+\sinh ^{2} \mu x}+\sinh \mu x\right) / \sqrt{1-\lambda}\right\} .
$$

The expansion in powers of $\lambda$ looks like
$\phi=4 \tan ^{-1} e^{m x}-\frac{2}{1+e^{2 m x}}[m x-\tanh m x] \lambda+O\left(\lambda^{2}\right)$.
For $x$ very large and negative, the second term dominates the first for any value of $\lambda$ and perturbation theory breaks down. On the other hand, the energy

$$
E=4 m\left\{\sqrt{1-\lambda}+(1 / \sqrt{\lambda}) \sin ^{-1} \sqrt{\lambda}\right\}
$$

has a good expansion in powers of $\lambda$ :

$$
E=8 m\left\{1-\frac{1}{6} \lambda-\frac{1}{40} \lambda^{2}+\cdots\right\}
$$

This is consistent with the fact that energy considerations did not enter in the proof of Theorem II.
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#### Abstract

Earlier results for coherent propagation of electromagnetic waves in pair-correlated random distributions of scatterers (of radius $a$ and physical parameters $\epsilon^{\prime}, \mu^{\prime}$ ) with minimum separation of centers $b \geqslant 2 a$ small compared to wavelength $(2 \pi / k)$ are generalized to obtain polarization, refraction, and absorption terms to order $k^{2}$. The development includes multiple scattering and multipole coupling by electric and magnetic dipoles, as well as quadrupoles to appropriate order. The correlation aspects are determined by simple integrals of the statistical mechanics radial distribution function $f$ for impenetrable particles (spheres, cylinders, and slabs) of diameter $b$. For slab scatterers, in terms of the exact Zernike-Prins $f$, the correlation integrals are expressed as algebraic functions of the volume fraction $w$; the resultant bulk values reduce to those of one particle at full packing, $w=1$. Similar results are obtained for spheres in terms of the WertheimThiel solution of the Percus-Yevick approximation of $f$ at the unrealizable bound $w=1$.


## I. INTRODUCTION

We use earlier forms for the coherent electromagnetic field (the ensemble average) in correlated random distributions ${ }^{1,2}$ of scatterers (with radius $a$, volume $v$, and physical parameters $\epsilon^{\prime}, \mu^{\prime}$ ) to obtain additional explicit terms of the associated bulk index of refraction ( $\eta^{2}=\epsilon \mu$ ) and bulk parameters $(\epsilon, \mu)$ for minimum separation $(b \geqslant 2 a)$ of centers small compared to wavelength $(\lambda=2 \pi / k)$. The results are limited to applications specified by the average number $\rho$ of centers per unit volume and by the statistical mechanics radial distribution function $f(r)$ for impenetrable particles of diameter $b$.

The earlier explicit approximations for spheres, cylinders, and slabs ( $m=3,2,1$, respectively) consist of essentially two terms. ${ }^{1}$ The leading term, corresponding to refraction (or polarization) and absorption, is independent of $k$ (at least explicitly) and exhibits distributional aspects only in the volume fraction $w=\rho v$ occuped by scatterers. The second term, corresponding to incoherent scattering losses, depends as well on $(k a)^{m}$ and on the low frequency limit of the structure factor $\mathscr{W}(W)$ with $W=w(b / 2 a)^{m}$ as the volume fraction of cocentered (electromagnetically transparent) statistical particles. The present sequel provides $(k a)^{2}$ corrections which include additional correlation integrals $\mathscr{N}(W)$ and multipole coupling between electric and magnetic dipoles as well as quadrupoles. The development for $m=3$ (spheres) is relatively detailed because no comparable results exist, but for $m=2$ and 1 (normal incidence on parallel cylinders and parallel slabs), we need only reinterpret recent ${ }^{3}$ acoustic results. If $\mu^{\prime}$ or $\epsilon^{\prime}$ equals unity, then $\eta^{2}$ equals $\epsilon$ or $\mu$, as analyzed for the simpler one-parameter optical cases. ${ }^{4}$

Using existing statistical mechanics results ${ }^{5-14}$ for $f$, the packing functions $\mathscr{W}_{m}$ and $\mathscr{N}_{m}$ can be evaluated numerically, ${ }^{9,10}$ but simple closed forms are available for all but $\mathscr{N}_{2}$. The closed forms for $m=1$ (polynomials in $W$ ) are exact, and those for $m=3$ and for $\mathscr{W}_{2}$ (ratios of polynomials) are approximate. For $W=w$, the explicit approximations of the bulk values for slabs reduce to the single particle values at $w=1$ (full packing) as required physically. For spheres, al-
though only $w \lesssim 0.63$ is realistic, ${ }^{14}$ the behavior of the approximations at the unrealizable $w=1$ is the same as for slabs (which appears consistent with the implicit statistical mechanics and multiple scattering approximations). We also find that the correction and scattering loss terms of $\eta$ for the extreme case of perfectly conducting spheres vanish at the unrealizable bound. For cylinders, only $w \lesssim 0.84$ is realistic, ${ }^{15}$ but we use the unrealizable bound to infer the first two terms of a consistent form of $\mathscr{N}_{2}$ for large $w$.

The present approximations for larger $k b$ than before, ${ }^{1,2}$ plus recent asymptotic results ${ }^{16}$ for large $k b$, provide relatively simple forms that display the explicit dependence on all parameters for many practical applications. In these ranges of $k b$, the results help delineate the fundamental physical processes, and obviate elaborate machine computations.

Sections II and III introduce notation, list available results for spheres, ${ }^{1,4,17-20}$ and outline the scope of the paper. The development is based on representation theorems ${ }^{1,2,21}$ for $\epsilon$ and $\mu$, and an approximation for $\eta$ obtained from the ensemble average of the functional equation relating the multiple and isolated scattering amplitudes of particles in an arbitrary configuration. ${ }^{20}$ The theorems follow from the first of the system of hierarchy integrals of the ensemble, and the approximation from essentially the second. Replacing the average scattering amplitude with two particles fixed by that with one fixed, analogous to Lax's procedure ${ }^{22}$ for the effective exciting field, truncated the system and led directly to a determinate functional equation ${ }^{2,1}$ for $\eta$. Lax's original interpretation, ${ }^{22}$ comparison of the iterated expansion of such truncated systems with the average of the successive scattering series, ${ }^{23}$ and Keller's procedures ${ }^{24}$ not based on hierarchy integrals, provide insight for the closure approximation. Analytical aspects, essentially as for the analogous statistical mechanics problems, ${ }^{5}$ are unresolved.

See Refs. 1 and 2 for detailed derivations of the forms we analyze, as well as for simplifications introduced to delineate relations to earlier results of Rayleigh, ${ }^{25}$ Reiche, ${ }^{26}$ Foldy, ${ }^{27}$ and Lax. ${ }^{22}$ Such simplifications were not used in the subse-
quent analytical developments, ${ }^{1-4}$ nor are they used in the present sequel which derives the corresponding $(k a)^{2}$ terms for the two-parameter electromagnetic cases.

In the following, we use (1:45) for Eq. (45) of Ref. 1, etc., and modify the earlier notation slightly to suppress numerical factors or emphasize key parameters.

## II. PRELIMINARY CONSIDERATIONS

For a slab-region distribution and a normally incident wave $\phi e^{-i \omega t}$ (representing either the electric or magnetic component) we write

$$
\begin{equation*}
\phi=\hat{\mathbf{x}} e^{i k z}, \quad k=2 \pi / \lambda=2 \pi \eta_{0} / \lambda_{0}, \quad \eta_{0}^{2}=\epsilon_{0} \mu_{0} \tag{1}
\end{equation*}
$$

with $\eta_{0}$ as the index of refraction of the embedding medium. The corresponding bulk values

$$
\begin{equation*}
K=k \eta_{b} / \eta_{0}=k \eta, \quad \eta_{b}^{2}=\epsilon_{b} \mu_{b}, \quad \eta^{2}=\epsilon \mu \tag{2}
\end{equation*}
$$

specify propagation of the ensemble averaged ${ }^{1}$ field $\langle\Psi\rangle$. Using ( $1: 113$ ) for $\eta$ and ( $1: 45$ ) and ( $1: 46$ ) for $\epsilon$ and $\mu$, and the known scattering amplitude for an isolated particle, we express the bulk relative values in terms of $w, f, x \equiv k a$, and the particles' relative parameters

$$
\begin{align*}
& \epsilon^{\prime}=\epsilon_{p} / \epsilon_{0}, \quad \mu^{\prime}=\mu_{p} / \mu_{0}, \quad \eta^{\prime 2}=\epsilon^{\prime} \mu^{\prime}  \tag{3}\\
& \epsilon^{\prime}-1 \equiv \delta_{e}, \quad \mu^{\prime}-1 \equiv \delta_{m}
\end{align*}
$$

which may depend implicitly on $\omega$. These are complex in general, but to facilitate discussion we call the $\delta$ 's decrimants and use the term depolarization (electric or magnetic) as if they were positive.

Essentially as before, ${ }^{1}$ we work with

$$
\langle\Psi\rangle=\left\{\begin{array}{l}
\mathbf{E}  \tag{4}\\
\mathbf{H}
\end{array}\right\}, \quad C=\left\{\begin{array}{l}
\epsilon \\
\mu
\end{array}\right\}, \quad B=\left\{\begin{array}{l}
\mu^{-1} \\
\epsilon^{-1}
\end{array}\right\}, \quad \eta^{2}=\frac{C}{B}
$$

as well as with $\bar{C}=B^{-1}$ for a complementary parameter; the same holds for the corresponding particle parameters $C^{\prime}, B^{\prime}$. We refer to the $E$ case ( $C=\epsilon, \bar{C}=B^{-1}=\mu$ ) for nomenclature, but use collective forms or either case when convenient. Since existing ${ }^{3}$ explicit results $\left(\eta^{2}, C, B\right)$ for slabs and cylinders may be applied to electromagnetics (and we exhibit the forms subsequently for comparison), we emphasize the case of spheres.

For a distribution of either electric or magnetic dipoles, to lowest orders in $x$ for the real and imaginary parts inclusive of incoherent scattering losses, from (1:89) we have the one-parameter form $\eta^{2}=C$ equalling $\epsilon$ or $\mu$ with

$$
\begin{equation*}
C=C_{1}+i C_{s}\left(x^{3}\right)+O\left(x^{2}\right), \quad x=k a . \tag{5}
\end{equation*}
$$

We write the $k$-independent $C_{1}$, given originally by Maxwell ${ }^{17}$ and derived analytically for a cubic lattice by Rayleigh ${ }^{18}$ (i.e., the Clausius-Massotti result), in terms of $w=\rho 4 \pi a^{3} / 3$ as

$$
\begin{align*}
& C_{1}=1+w \delta / D, \quad \delta=C^{\prime}-1 \\
& D=1+(1-w) \delta / 3=D(\delta) \tag{6}
\end{align*}
$$

with $D$ as the depolarization denominator (for $\delta>0$ ). The corresponding incoherent scattering loss term

$$
\begin{equation*}
C_{s}=x^{3} w \mathscr{W} 2 \delta^{2} / 9 D^{2} \tag{7}
\end{equation*}
$$

depends on the packing factor determined by the second mo-
ment of the total correlation function ${ }^{5} F=f-1$,

$$
\begin{equation*}
\mathscr{W}=1+4 \pi \rho \int_{0}^{\infty} F(r) r^{2} d r, \quad F(r)=f(r)-1 \tag{8}
\end{equation*}
$$

From the scaled particle equation of state ${ }^{6}$ or from the Wertheim-Thiel solution of the Percus-Yevick equation, ${ }^{7}$

$$
\begin{align*}
& \mathscr{W} \approx(1-W)^{4} /(1+2 W)^{2}, \quad W=w(b / 2 a)^{3} \\
& w=\rho 4 \pi a^{3} / 3 \tag{9}
\end{align*}
$$

as discussed earlier in detail. ${ }^{14-15}$
More generally, for the one-parameter case (either $\mu^{\prime}=1$ or $\epsilon^{\prime}=1$ ) correct to $O\left(x^{3}\right)$, from (4:41) based on (1:113) for scatterers consisting of dominant electric dipoles plus weak magnetic dipoles and electric quadrupoles, we have $\eta^{2}=C$ with

$$
\begin{align*}
& C=C_{1}+C_{c}+i C_{s}+O\left(x^{4}\right)  \tag{10}\\
& C_{c}=-x^{2} w \delta\left\{\frac{1}{D^{2}}\left[\frac{1-\delta}{5}+\frac{\delta N}{9}\left(2+\frac{C_{1}}{5}\right)\right]\right. \\
&\left.-\frac{C_{1}}{10}-\frac{C_{1}\left(2 C_{1}+3\right)^{2}}{50\left(2 C^{\prime}+3\right)}\right\} . \tag{11}
\end{align*}
$$

The correction term $C_{c}=O\left(x^{2}\right)$ depends on the first moment of $F$,

$$
\begin{equation*}
N=-4 \pi \rho a \int_{0}^{\infty} F(r) r d r \tag{12}
\end{equation*}
$$

with closed form ${ }^{7,8}$

$$
\begin{equation*}
N \approx \frac{2 a}{b} \frac{6 W}{1+2 W}\left[1-\frac{W}{5}+\frac{W^{2}}{10}\right] \tag{13}
\end{equation*}
$$

For the unrealizable value $W=w=1$, the results based on (9) and (13) reduce to $C=C^{\prime}$, which appears consistent with the implicit statistical mechanics and multiple scattering closure approximations. Note that $N$ of $(4: 41)$ should be multiplied by $\delta$.

If each scatterer is both an electric plus magnetic dipole, then from (1:96) to lowest orders in $x$ for the real and imaginary parts,

$$
\begin{aligned}
\eta^{2} & =\left(\epsilon_{1}+i \epsilon_{s}\right)\left(\mu_{1}+i \mu_{s}\right)+O\left(x^{2}\right) \\
& =\eta_{1}^{2}+i \eta_{s}^{2}+O\left(x^{2}\right)
\end{aligned}
$$

with

$$
\begin{align*}
& \eta_{1}^{2}=\epsilon_{1} \mu_{1}=\left(1+w \delta_{e} / D_{e}\right)\left(1+w \delta_{m} / D_{m}\right) \\
& D_{e}=D\left(\delta_{e}\right), \quad D_{m}=D\left(\delta_{m}\right)  \tag{14}\\
& \eta_{s}^{2}=\epsilon_{1} \mu_{s}+\mu_{1} \epsilon_{s}=\eta_{1}^{2}\left(\epsilon_{s} / \epsilon_{1}+\mu_{s} / \mu_{1}\right) \\
& \frac{\eta_{s}^{2}}{\eta_{1}^{2}}=\frac{x^{3} w \mathscr{W} 2}{9}\left(\frac{\delta_{e}^{2}}{\epsilon_{1} D_{e}^{2}}+\frac{\delta_{m}^{2}}{\mu_{1} D_{m}^{2}}\right) \tag{15}
\end{align*}
$$

in terms of the forms (6) and (7). The attenuation via incoherent scattering losses is given by $\operatorname{Re}\left(\eta_{s}^{2} / 2 \eta_{1}\right)$, approximately.

In the following, we apply ( $1: 113$ ) to scatterers consisting of strong electric and magnetic dipoles and weak quadrupoles to obtain

$$
\begin{equation*}
\eta^{2}=\eta_{1}^{2}+\eta_{c}^{2}+i \eta_{s}^{2}+O\left(x^{4}\right) \tag{16}
\end{equation*}
$$

with the correction $\eta_{c}^{2}$ of $O\left(x^{2}\right)$. Using (16) and $\eta^{2}=\epsilon \mu$ with each bulk parameter in the form (10), we require

$$
\begin{equation*}
\eta_{c}^{2}=\epsilon_{1} \mu_{c}+\mu_{1} \epsilon_{c}, \quad \frac{\eta_{c}^{2}}{\eta_{1}^{2}}=\frac{\epsilon_{c}}{\epsilon_{1}}+\frac{\mu_{c}}{\mu_{1}}, \tag{17}
\end{equation*}
$$

where each correction term depends on both particle parameters $\epsilon^{\prime}$ and $\mu^{\prime}$. However, a simple decomposition of the explicit result for $\eta_{c}^{2}$ does not determine $\epsilon_{c}$ and $\mu_{c}$. Although $\eta^{2}$ must be symmetrical in $\epsilon^{\prime}$ and $\mu^{\prime}$, and the interchange of $\epsilon^{\prime}$ and $\mu^{\prime}$ in $\epsilon$ must produce $\mu$, direct factorization of $\eta^{2}$ as a product form does not yield results for the parameters satisfying the mean value theorems $(1: 40)$ and $(1: 41)$. The theorems require that $C-1$ be proportional to $C^{\prime}-1$ (so that if one of the particle's relative parameters is unity, then so is the corresponding bulk parameter), but terms of $\epsilon$ and $\mu$ that insure this behavior cancel in the product $\epsilon \mu=\eta^{2}$. To obtain the explicit $x^{2}$ corrections for the bulk parameters, we use the theorems to construct electromagnetic analogs of the determinate forms (2:99) and (2:100) introduced for the scalar problems (and applied recently ${ }^{3}$ in detail).

The next section summarizes required aspects of the development of the determinate electromagnetic equation for $\eta$ for arbitrary sized spheres, and derives corresponding results for $C$ and $B$. Subsequent sections consider applications and comparisons with slabs and cylinders.

## III. GENERAL RESULTS FOR SPHERES

From (1:82), we write the forward ( $\hat{r}=\hat{k}=\hat{\mathbf{z}}$ ) value of the dyadic scattering amplitude of an isolated sphere as

$$
\begin{equation*}
\tilde{g}(\mathbf{k}, \mathbf{k})=(\tilde{\mathbf{I}}-\hat{\mathbf{z}} \hat{\mathbf{z}}) g(k, k), \quad g(k, k)=\sum_{n=1}^{\infty}\left(b_{n}+c_{n}\right) \tag{18}
\end{equation*}
$$

where $\tilde{\mathbf{I}}$ is the unit dyadic, and the two sets of scattering coefficients $b_{n}$ and $c_{n}$ (electric and magnetic multipoles, respectively, for the $E$ case) are well known. ${ }^{19}$ Collectively, for $a_{n}=b_{n}, c_{n}$,

$$
\begin{equation*}
a_{n}=\frac{n(n+1)}{2} \frac{a_{n}^{\prime}}{1-a_{n}^{\prime} / d_{n}}, \quad d_{n}=\frac{2 n+1}{n(n+1)} \tag{19}
\end{equation*}
$$

with $a_{n}^{\prime}=a_{n}^{\prime}\left(B^{\prime}\right)$ in the form

$$
\begin{equation*}
a_{n}^{\prime}=i d_{n} \frac{j_{n}(y)\left[x j_{n}(x)\right]^{\prime}-j_{n}(x)\left[y j_{n}(y)\right]^{\prime} B^{\prime}}{j_{n}(y)\left[x n_{n}(x)\right]^{\prime}-n_{n}(x)\left[y j_{n}(y)\right]^{\prime} B^{\prime}} \tag{20}
\end{equation*}
$$

where $y=\eta^{\prime} x$, and the prime on a bracket indicates differentiation with respect to argument. For the $E$ case, $a_{n}^{\prime}\left(1 / \epsilon^{\prime}\right)=b_{n}^{\prime}, a_{n}^{\prime}\left(1 / \mu^{\prime}\right)=c_{n}^{\prime}$; we obtain corresponding coefficients for the perfect conductor by the formal procedure of letting $\epsilon^{\prime} \rightarrow \infty, \mu^{\prime} \rightarrow 0$, and regarding $\eta^{\prime}$ as bounded.

The development for the pair-correlated distribution involved the average of the general functional equation (20:127) relating the multiple and isolated scattering amplitudes of particles in an arbitrary configuration. We replaced ${ }^{1}$ the ensemble averaged multiple scattering amplitude with two particles fixed by that with one fixed to obtain the determinate functional equation (1:65) for $\eta$, and then expanded the amplitudes in spherical harmonics to construct a corresponding algebraic system for the scattering coefficients. From (1:84), we write the multiple scattering analog of (18) as

$$
\begin{equation*}
g(k \mid K)=\sum\left(B_{n}+C_{n}\right) \tag{21}
\end{equation*}
$$

such that the homogeneous algebraic system (1:86) for the
coefficients $B_{n}, C_{n}$ in terms of the known $b_{n}, c_{n}$ and the correlation integrals $\mathscr{H}_{n}$ of (1:80) determines $\eta$ and all but one of the coefficients.

To facilitate manipulation and interpretation, (1:111)( $1: 113$ ) recast the original system as an inhomogeneous system in terms of normalized coefficients

$$
\begin{align*}
& P_{n}=b_{n} \eta^{2 n}\left[1+\sum\left(P_{m} h_{n m}+M_{m} \bar{h}_{n m}\right)\right] \\
& M_{n}=c_{n} \eta^{2 n}\left[1+\sum\left(P_{m} \bar{h}_{n m}+M_{m} h_{n m}\right)\right]  \tag{22}\\
& -\frac{\left(\eta^{2}-1\right)}{c}=\sum\left(P_{n}+M_{n}\right), \quad c=\frac{i \rho 4 \pi}{k^{3}}=\frac{i 3 w}{x^{3}}  \tag{23}\\
& \frac{P_{n}}{B_{n}}=\frac{M_{n}}{C_{n}}=-\frac{\left(\eta^{2}-1\right) \eta^{n}}{c \Sigma\left(B_{m}+C_{m}\right) \eta^{m}} \tag{24}
\end{align*}
$$

The coupling factors $h_{n m}$ for like poles ( $P P, M M$ ) and $\bar{h}_{n m}$ for unlike ( $P M, M P$ ) are given in (1:114) in terms of $\eta, c$, and $\mathscr{H}_{n}$. For detailed considerations, we suppress self-coupling in the sense $a_{n} a_{n}$ by the form

$$
\begin{align*}
\mathscr{A}_{n} \eta^{2 n} & =a_{n} \eta^{2 n} /\left(1-a_{n} \eta^{2 n} h_{n n}\right) \\
& =\left\{\mathscr{B}_{n} \eta^{2 n}, \mathscr{C}_{n} \eta^{2 n}\right\}=\left\{p_{n}, m_{n}\right\} \tag{25}
\end{align*}
$$

and work with the coefficients $\mathscr{B}_{n}\left(b_{n}\right), \mathscr{C}_{n}\left(c_{n}\right)$ as well as $p_{n}, m_{n}$. See (1:88)-(1:110) and (4:36) $-(4: 41)$ for earlier applications.

The bulk index $\eta$ is fully determined by (22) and (23), but additional relations are required to determine the bulk parameters as well as the remaining coefficient of (21). To construct the relations, we represent $g$ of (18) as an integral over the sphere's volume $(v)$ in terms of the internal field $\psi\left(\eta^{\prime} k\right)=\psi\left(K^{\prime}\right)=\tilde{\psi} \cdot \hat{\mathbf{x}}$ and the dyadic plane wave $\tilde{\phi}(k)=(\tilde{\mathbf{I}}-\hat{\mathbf{z}} \hat{\mathbf{z}}) e^{-i k z}$ by the form

$$
\begin{align*}
g(k, k)= & \frac{i k}{4 \pi} \hat{\mathbf{x}} \cdot \int\left[\left(C^{\prime}-1\right) k^{2} \tilde{\phi}(k) \cdot \psi\left(K^{\prime}\right)\right. \\
& \left.+\left(B^{\prime}-1\right)(\nabla \times \tilde{\phi}) \cdot(\nabla \times \psi)\right] d v \\
\equiv & {\left[\tilde{\phi}(k), \psi\left(K^{\prime}\right)\right] } \tag{26}
\end{align*}
$$

The integral is a special case of $(1: 23)$, and the present symbolic form is the $x$ component of the original. If we replace $k$ by $K$ in $\tilde{\phi}$, then

$$
\begin{align*}
& g(K, k)=\left[\tilde{\phi}(K), \psi\left(K^{\prime}\right)\right]=\sum\left(\bar{b}_{n}+\bar{c}_{n}\right), \\
& \bar{b}_{n} \equiv \beta_{n} b_{n}, \quad \bar{c}_{n} \equiv \gamma_{n} c_{n} \tag{27}
\end{align*}
$$

To obtain the ratios $\beta_{n}, \gamma_{n}$ of isolated scattering coefficients we decompose the general dyadic version of the volume integral into two terms, and convert them to surface integrals by

$$
\begin{align*}
& \left(K^{2}-K^{\prime 2}\right) \int \tilde{\phi}(\mathbb{K}) \cdot \tilde{\psi}\left(K^{\prime}\right) d v \\
& \quad=\int[(\tilde{\phi} \times \hat{n}) \cdot(\nabla \times \tilde{\psi})-(\nabla \times \tilde{\phi}) \cdot(\hat{n} \times \tilde{\psi})] d s \\
& \quad=S_{1}-S_{2}  \tag{28}\\
& \left(K^{2}-K^{\prime 2}\right) \int(\nabla \times \tilde{\phi}) \cdot(\nabla \times \tilde{\psi}) d v=-K^{2} S_{1}+K^{\prime 2} S_{2} \tag{29}
\end{align*}
$$

where $\tilde{\phi}(\mathbf{K})=(\tilde{\mathbf{I}}-\hat{K} \hat{K}) e^{-\boldsymbol{\mathbf { I }} \cdot \mathbf{r}}$ and $d s=a^{2} d \Omega(\hat{r})$. Using (20:38) and (20:97) for $\tilde{\phi}$ and $\tilde{\psi}$, and the orthogonality relations (20:33), we construct

$$
\begin{align*}
& \gamma_{n}=V_{n}\left(\eta, \eta^{\prime}\right) / V_{n}\left(1, \eta^{\prime}\right), \\
& V_{n}\left(\eta, \eta^{\prime}\right)=-\left(C^{\prime}-1\right) I_{n}\left(\eta, \eta^{\prime}\right)+\left(B^{\prime}-1\right) L_{n}\left(\eta, \eta^{\prime}\right), \\
& \beta_{n}=W_{n}\left(\eta, \eta^{\prime}\right) / W_{n}\left(1, \eta^{\prime}\right), \\
& W_{n}\left(\eta, \eta^{\prime}\right)=- \\
& \quad-\left(\left(C^{\prime}-1\right) / \eta \eta^{\prime}\right] L_{n}\left(\eta, \eta^{\prime}\right)  \tag{30}\\
& \\
& \quad+\left(B^{\prime}-1\right) \eta \eta^{\prime} I_{n}\left(\eta, \eta^{\prime}\right), \\
& \left(\eta^{2}-\eta^{\prime 2}\right)\left\{\begin{array}{c}
I_{n} \\
L_{n}
\end{array}\right\}=\left\{\begin{array}{c}
1 \\
\eta^{2}
\end{array}\right\} J_{n}\left(\eta, \eta^{\prime}\right)-\left\{\begin{array}{c}
1 \\
\eta^{\prime 2}
\end{array}\right\} J_{n}\left(\eta^{\prime}, \eta\right), \\
& J_{n}\left(\eta, \eta^{\prime}\right)=j_{n}(\eta x)\left[\eta^{\prime} x j_{n}\left(\eta^{\prime} x\right)\right]^{\prime} .
\end{align*}
$$

These expressions plus the representation theorems (1:40)(1:47) help make all aspects of the multiple scattering problem determinate.

For the special case of spheres we need consider only simplified versions of ( $1: 45$ ) and ( $1: 46$ )

$$
\begin{align*}
& C-1=\left(C^{\prime}-1\right) \rho \hat{\mathbf{x}} \cdot \int \tilde{\phi}(K) \cdot \Psi\left(K^{\prime}\right) d v,  \tag{31}\\
& \tilde{\phi}(K)=(\tilde{\mathbf{I}}-\hat{\mathbf{z}} \hat{\mathbf{z}}) e^{-i K_{z}}, \\
& \eta^{2}(B-1)=-\left(B^{\prime}-1\right) \frac{\rho}{k^{2}} \hat{\mathbf{x}} \cdot \int(\nabla \times \tilde{\phi}) \cdot(\nabla \times \Psi) d v, \tag{32}
\end{align*}
$$

where (except for translational factors) $\boldsymbol{\Psi}=\widetilde{\mathbf{\Psi}} \cdot \hat{\mathbf{x}}$ represent the ensemble averaged internal field within one fixed sphere.

Subtracting (32) from (31), we obtain the corresponding version of (1:47)

$$
\begin{align*}
\eta^{2}-1= & \frac{\rho}{k^{2}} \hat{\mathbf{x}} \cdot \int\left[\left(C^{\prime}-1\right) k^{2} \tilde{\phi} \cdot \Psi\right. \\
& \left.+\left(B^{\prime}-1\right)(\nabla \times \tilde{\phi}) \cdot(\nabla \times \Psi)\right] d v, \tag{33}
\end{align*}
$$

with the integral proportional to $\left[\tilde{\phi}(K), \Psi\left(K^{\prime}\right)\right]$ in the form defined in (26). Thus (33) relates $\eta^{2}$ to a multiple scattered analog of (27)

$$
\begin{align*}
& -\frac{\left(\eta^{2}-1\right)}{c}=g(K \mid K)=\sum\left(\bar{B}_{n}+\bar{C}_{n}\right), \\
& \bar{B}_{n}=\beta_{n} B_{n}, \quad \bar{C}_{n}=\gamma_{n} C_{n} \tag{34}
\end{align*}
$$

in terms of $\beta_{n}, \gamma_{n}$ of (30); this additional relation for $\eta^{2}$ helps determine all the multiple scattering coefficients.

From (31) and (32) in terms of (28)-(30), the bulk parameters are determined by

$$
\begin{aligned}
& \frac{C-1}{c}=\sum\left(B_{n} \beta_{n}^{C}+C_{n} \gamma_{n}^{C}\right), \\
& \beta_{n}^{C}=\left(C^{\prime}-1\right) \frac{L_{n}\left(\eta, \eta^{\prime}\right)}{\eta \eta^{\prime} W_{n}\left(1, \eta^{\prime}\right)}, \\
& \gamma_{n}^{C}=\left(C^{\prime}-1\right) I_{n}\left(\eta, \eta^{\prime}\right) / V_{n}\left(1, \eta^{\prime}\right), \\
& \eta^{2}[(B-1) / c]=\sum\left(B_{n} \beta_{n}^{B}+C_{n} \gamma_{n}^{B}\right), \\
& \beta_{n}^{B}=\left(B^{\prime}-1\right) \eta \eta^{\prime}\left[I_{n}\left(\eta, \eta^{\prime}\right) / W_{n}\left(1, \eta^{\prime}\right)\right], \\
& \gamma_{n}^{B}=\left(B^{\prime}-1\right)\left[L_{n}\left(\eta, \eta^{\prime}\right) / V_{n}\left(1, \eta^{\prime}\right)\right],
\end{aligned}
$$

such that $\beta_{n}=-\beta_{n}^{C}+\beta_{n}^{B}, \gamma_{n}=-\gamma_{n}^{C}+\gamma_{n}^{B}$.
Using (34) and (23) in (24), we construct

$$
\begin{equation*}
\frac{P_{1}}{B_{1} \eta}=\frac{\Sigma\left(P_{n} \beta_{n}+M_{n} \gamma_{n}\right) / \eta^{n}}{\Sigma\left(P_{m}+M_{m}\right)} \equiv \frac{1}{R}, \tag{37}
\end{equation*}
$$

which with (24) determines all coefficients $B_{n}, C_{n}$ in terms of $P_{n}, M_{n}$, and enables us to rewrite (35) and (36) as

$$
\begin{align*}
& C-1=c R \sum\left(P_{n} \beta_{n}^{C}+M_{n} \gamma_{n}^{C}\right)\left(\eta^{-n}\right),  \tag{38}\\
& \eta^{2}(B-1)=c R \sum\left(P_{n} \beta_{n}^{B}+M_{n} \gamma_{n}^{B}\right)\left(\eta^{-n}\right) . \tag{39}
\end{align*}
$$

The analogous development for the scalar case ( $2: 92$ )-(2:100) is simpler in that only one set of multipoles and one set of ratios (corresponding essentially to the $\gamma$ set) are involved.

These results, and the relation $\eta^{2}=C / B$ plus the two sets in (4), provide for alternative derivations (as well as for checks) of mutually consistent results for the bulk values $\eta^{2}$, $\epsilon$, and $\mu$ in an unbounded distribution. See Refs. 1, 2, and 21 for additional discussion and for comparison with interface (equivalent slab) approximations.

## IV. DIPOLES PLUS QUADRUPOLES

To evaluate $P_{n}, M_{n}$ of (22) for spheres specified by the four isolated scattering coefficients $b_{n}, c_{n}$ represented by $n=1,2$ in (19), we require only the coupling factors

$$
\begin{align*}
& h_{11}=\left(2 c+2 \mathscr{H}_{0}+\mathscr{H}_{2}\right) / 3 \eta^{2}, \\
& \bar{h}_{11}=c / \eta(\eta+1)+\mathscr{H}_{1} / \eta^{2}, \\
& h_{12}=\left(3 c \eta+3 \mathscr{H}_{1}+2 \mathscr{H}_{3} / 5 \eta^{3},\right.  \tag{40}\\
& \bar{h}_{12}=c / \eta(\eta+1)+\mathscr{H}_{2} / \eta^{3}, \\
& h_{22}=\left[c\left(14+19 \eta^{2}\right)+14 \mathscr{H}_{0}+5 \mathscr{H}_{2}+16 \mathscr{H}_{4}\right] / 35 \eta^{4},
\end{align*}
$$

in terms of the correlation integrals of $(2: 148)$

$$
\begin{equation*}
\mathscr{H}_{n}=4 \pi \rho \int_{0}^{\infty} F(r) j_{n}(K r) h_{n}^{(1)}(k r) r^{2} d r, \tag{41}
\end{equation*}
$$

$$
F(r)=f(r)-1 .
$$

The isolated scattering coefficients

$$
\begin{equation*}
a_{1}=a_{1}^{\prime} /\left(1-a_{1}^{\prime} 2 / 3\right), \quad a_{2}=3 a_{2}^{\prime} /\left(1-a_{2}^{\prime} 6 / 5\right) \tag{42}
\end{equation*}
$$

are given to $O\left(x^{6}\right)$ by

$$
\begin{gather*}
a_{1}^{\prime}=i x^{3}\left(\delta-x^{2} t\right) / 3\left(1+\delta / 3-x^{2} d\right)+O\left(x^{7}\right), \\
10 t=\left(\eta^{\prime 2}+1\right) \delta-C^{\prime} \bar{\delta}, \\
30 d=\left(10+\eta^{\prime 2}\right) \delta+5 C^{\prime} \bar{\delta},  \tag{43}\\
a_{2}^{\prime}=i x^{5} \delta / 18\left(2 C^{\prime}+3\right)+O\left(x^{7}\right) . \tag{44}
\end{gather*}
$$

Here $\delta=C^{\prime}-1$, and $\bar{\delta}=1 / B^{\prime}-1=\bar{C}^{\prime}-1$ is the complement; for the $E$ case, we have $\delta=\epsilon^{\prime}-1$ and $\bar{\delta}=\mu^{\prime}-1$ for $b_{n}^{\prime}$, and conversely for $c_{n}^{\prime}$. The remaining $a_{n}^{\prime}$ are $O\left(x^{2 n+1}\right)$.

For small-spaced scatterers (small $k b=x b / a$ ), from (2:149)

$$
\begin{align*}
& \mathscr{H}_{0}=\mathscr{V}-1+i N / x+O(x),  \tag{45}\\
& \mathscr{H}_{n}=i \eta^{n} N / x(2 n+1)+O(x),
\end{align*}
$$

with $\mathscr{W}, N$ as in (8) and (12). To $O\left(x^{3}\right)$ for the bulk values, we need retain only

$$
\begin{align*}
& h_{11} \approx \frac{1}{3 \eta^{2}}\left[2 c+2(\mathscr{W}-1)+\frac{i N}{x}\left(2+\frac{\eta^{2}}{5}\right)\right], \\
& \bar{h}_{11} \approx c / \eta(\eta+1)+i N / 3 x \eta  \tag{46}\\
& h_{12} \approx 3 c / 5 \eta^{2} \equiv h, \quad \bar{h}_{12} \approx c / \eta(\eta+1) \equiv \bar{h} .
\end{align*}
$$

From (42) and (46) we write $\mathscr{A}_{1}$ of (25) initially as

$$
\begin{align*}
\mathscr{A}_{1}= & a_{1} /\left(1-a_{1} \eta^{2} h_{11}\right) \\
= & a_{1}^{\prime}\left\{1-\frac{a_{1}^{\prime}}{3}\left[\frac{i 6 w}{x^{3}}+\frac{i N}{x}\left(2+\frac{\eta^{2}}{5}\right)+2 \mathscr{W}\right]\right\}^{-1} \\
& +O\left(x^{7}\right) \tag{47}
\end{align*}
$$

Substituting (43) we obtain to $O\left(x^{3}\right)$ in terms of $C_{1}$ and $C_{s}$ of (6) and (7)
$c \mathscr{A}_{1}=-\frac{w \delta}{D C_{1}}+\frac{w x^{2}}{\left(D C_{1}\right)^{2}}\left[\mathscr{J}+\frac{\delta^{2} N}{9}\left(2+\frac{\eta^{2}}{5}\right)\right]-i \frac{C_{s}}{C_{1}^{2}}$,
$\mathscr{J}=t D C_{1}-\delta(d+2 w t / 3)=\delta(1-\delta) / 5-C^{\prime 2} \bar{\delta} / 10$.
Equivalently, with $\eta_{1}^{2}$ as in (14)

$$
\begin{align*}
1+c \mathscr{A}_{1} & =\left(C_{1}-x^{2} T+i C_{s}\right)^{-1} \\
& =\frac{1}{C_{1}}+x^{2} \frac{T}{C_{1}^{2}}-i \frac{C_{s}}{C_{1}^{2}}+O\left(x^{4}\right) \\
T & =\frac{w}{D^{2}}\left\{\delta\left[\frac{1-\delta}{5}+\frac{\delta N}{9}\left(2+\frac{\eta_{1}^{2}}{5}\right)\right]-\bar{\delta} \frac{C^{\prime 2}}{10}\right\}  \tag{49}\\
& \equiv \delta V+\bar{\delta} R
\end{align*}
$$

where $T$ consists of essentially two terms, one proportional to $\delta$ and one to the complement $\bar{\delta}$. The corresponding quadrupoles are given by

$$
\begin{align*}
\mathscr{A}_{2} & =3 a_{2}^{\prime}+O\left(x^{10}\right) \\
& =i x^{5} \delta / 6\left(2 C^{\prime}+3\right)+O\left(x^{7}\right), \tag{50}
\end{align*}
$$

$$
c \mathscr{A}_{2}=-w x^{2} \delta / 2\left(2 C^{\prime}+3\right)+O\left(x^{4}\right)
$$

Thus from (22) to $O\left(x^{6}\right)$ in terms of $\left\{\mathscr{B}_{n} \eta^{2 n}, \mathscr{C}_{n} \eta^{2 n}\right\}$ $=\left\{p_{n}, m_{n}\right\}$ of (25)

$$
\begin{aligned}
P_{1} & =p_{1}\left(1+m_{1} \bar{h}_{11}+\mathscr{P}\right) / \mathscr{D} \\
M_{1} & =m_{1}\left(1+p_{1} \bar{h}_{11}+\mathscr{M}\right) / \mathscr{D}, \quad \mathscr{D}=1-p_{1} m_{1} \bar{h}_{11}^{2} \\
\mathscr{P} & =P_{2}\left(h_{12}+m_{1} \bar{h}_{11} \bar{h}_{12}\right)+M_{2}\left(\bar{h}_{12}+m_{1} \bar{h}_{11} h_{12}\right) \\
& \approx P_{2}\left(h+m_{1} \bar{h}^{2}\right)+M_{2} \bar{h}\left(1+m_{1} h\right)
\end{aligned}
$$

$$
\begin{equation*}
P_{2}=p_{2}\left[\mathscr{D}+p_{1}\left(1+m_{1} \bar{h}_{11}\right) h_{12}\right. \tag{51}
\end{equation*}
$$

$$
\left.+m_{1}\left(1+p_{1} \bar{h}_{11}\right) \bar{h}_{12}\right] / \mathscr{D}
$$

$$
\approx p_{2}\left(1+p_{1} h\right)\left(1+m_{1} \bar{h}\right) /\left(1-p_{1} m_{1} \bar{h}^{2}\right)
$$

Corresponding results for $\mathscr{M}, M_{2}$ follow by interchanging $p$ and $m$ in $\mathscr{P}, P_{2}$. To the required accuracy in $P_{2}$ and $M_{2}$ forms we retain only the leading terms of $p_{1}$ and $m_{1}$ factors and use $\bar{h}$ for $\bar{h}_{11}$ as well as for $\bar{h}_{12}$.

## V. BULK PROPAGATION INDEX

Substituting (51) into (23) we write initially

$$
\begin{aligned}
-\left(\eta^{2}-1\right) / c & =P_{1}+M_{1}+P_{2}+M_{2} \\
& =\left(p_{1}+m_{1}+2 p_{1} m_{1} \bar{h}_{11}+U\right) / \mathscr{D}
\end{aligned}
$$

$U=\frac{p_{2}\left(1+p_{1} h\right)^{2}\left(1+m_{1} \bar{h}\right)^{2}+m_{2}\left(1+m_{1} h\right)^{2}\left(1+p_{1} \bar{h}\right)^{2}}{1-p_{1} m_{1} \bar{h}^{2}}$,
which simplifies to

$$
\begin{equation*}
-\frac{\eta^{2}-1}{c}=p_{1}+m_{1}+p_{1} m_{1} \frac{c}{\eta^{2}}\left(1+\frac{2 \mathscr{H}}{c \eta}\right)+U \tag{53}
\end{equation*}
$$

$$
2 \mathscr{H}_{1} / c \eta \approx 2 x^{2} N / 9 w
$$

Thus to $O\left(x^{3}\right)$ in terms of forms (49) and (50)

$$
\begin{align*}
1 / \eta^{2}= & \left(1+c \mathscr{B}_{1}\right)\left(1+c \mathscr{C}_{1}\right) \\
& \quad+\left\{c^{2} \mathscr{B}_{1} \mathscr{C}_{1}\left(2 N x^{2} / 9 w\right)+u c \eta^{2}\right\}  \tag{54}\\
u= & {\left[\mathscr{B}_{2}\left(5+3 c \mathscr{B}_{1}\right)^{2}\left(\eta+1+\eta c \mathscr{C}_{1}\right)^{2}\right.} \\
& \left.+\mathscr{C}_{2}\left(5+3 c \mathscr{C}_{1}\right)^{2}\left(\eta+1+\eta c \mathscr{B}_{1}\right)^{2}\right] \\
& \times\left\{25\left[(\eta+1)^{2}-\eta^{2} c^{2} \mathscr{B}_{1} \mathscr{C}_{1}\right]\right\}^{-1}
\end{align*}
$$

where in \{ \} we replace $c_{\mathscr{A}_{1}}$ by $1 / C_{1}-1$ and $\eta$ by $\eta_{1}$. Using the first two of the elementary relations

$$
\begin{equation*}
2 \eta+\mu+\epsilon=\frac{(\mu+\eta)^{2}}{\mu}=\frac{(\epsilon+\eta)^{2}}{\epsilon}=\frac{(\epsilon+\eta)(\mu+\eta)}{\eta} \tag{55}
\end{equation*}
$$

and the abbreviations

$$
\begin{aligned}
& T_{e}=\delta_{e} V_{e}+\delta_{m} R_{e} \\
& V_{e}=\frac{w}{D_{e}^{2}}\left[\frac{1-\delta_{e}}{5}+\frac{\delta_{e} N}{9}\left(2+\frac{\eta_{1}^{2}}{5}\right)\right] \\
& R_{e}=-\epsilon^{\prime 2} w / 10 D_{e}^{2} \\
& S=\frac{\left(\epsilon_{1}-1\right)\left(\mu_{1}-1\right) N}{9 w}=\frac{w \delta_{e} \delta_{m} N}{9 D_{e} D_{m}} \\
& Q_{e}=w\left(2 \epsilon_{1}+3\right)^{2} / 50\left(2 \epsilon^{\prime}+3\right)
\end{aligned}
$$

and $Q_{m}, T_{m}$ obtained by interchanging $\epsilon^{\prime}$ and $\mu^{\prime}$, we rewrite (54) as

$$
\begin{align*}
\eta_{1}^{2} / \eta^{2}= & 1+x^{2}\left(T_{e} / \epsilon_{1}+T_{m} / \mu_{1}\right)-i\left(\epsilon_{s} / \epsilon_{1}+\mu_{s} / \mu_{1}\right) \\
& +x^{2} 2 S-x^{2} \eta_{1}^{2}\left(\delta_{e} Q_{e} / \epsilon_{1}+\delta_{m} Q_{m} / \mu_{1}\right) \tag{57}
\end{align*}
$$

Thus we obtain the form (16) in terms of

$$
\begin{equation*}
-\frac{\eta_{c}^{2}}{x^{2} \eta_{1}^{2}}=\frac{T_{e}}{\epsilon_{1}}+\frac{T_{m}}{\mu_{1}}+2 S-\eta_{1}^{2}\left(\frac{\delta_{e} Q_{e}}{\epsilon_{1}}+\frac{\delta_{m} Q_{m}}{\mu_{1}}\right) \tag{58}
\end{equation*}
$$

and $\eta_{1}^{2}, \eta_{s}^{2}$ as in (14) and (15).
For $b=2 a$ and the unrealizable value $w=1$, the closed forms (9) and (13) give $\mathscr{W}=0$ and $N=\frac{9}{\xi}$; then $\eta_{c}^{2}=\eta_{s}^{2}=0$ and $\eta^{2}$ reduces to the single particle value $\eta^{\prime 2}$ which seems consistent with the implicit truncation approximations. If one of the particle's parameters equals unity, we obtain $\eta^{2}=C$ as in (10) in terms of (6), (7), and (11). To emphasize the structure of the generalization (58), we indicate the essen-
tial features involved in the reduction to the one-parameter case (11) for $C=\epsilon=\eta^{2}$. The overall electric dipole contribution $T_{e}=\delta_{e} V_{e}+\delta_{m} R_{e}$ is not purely electric and (like $b_{1}$ ) depends on $\mu^{\prime}$ in addition to $\epsilon^{\prime}$; the same applies for the complement $T_{m}=\delta_{m} V_{m}+\delta_{e} R_{m}$. The $S$ term, corresponding to coupling of electric and magnetic dipoles, is symmetric in $\epsilon^{\prime}$ and $\mu^{\prime}$. The overall quadrupole terms $Q$ (with dipole coupling implicit) depend only on either $\epsilon^{\prime}$ or $\mu^{\prime}$. Thus, if $\mu^{\prime} \rightarrow 1$, then $T_{e} \rightarrow \delta_{e} V_{e}, T_{m} \rightarrow-\delta_{e} w / 10, \eta_{1}^{2} \rightarrow \epsilon_{1}$, and $S$ and $Q_{m}$ vanish; $\eta^{2} \rightarrow \epsilon$ and (58) reduces to

$$
\begin{equation*}
\eta_{c}^{2}=\epsilon_{c}=-x^{2} \delta_{e}\left[V_{e}-\epsilon_{1}\left(w / 10+Q_{e}\right)\right] \tag{59}
\end{equation*}
$$

corresponding to (11) for $C^{\prime}=\epsilon^{\prime}$.
For moderate parametric contrasts, retaining only to second order terms in $\delta$ in (14), (15), and (58), we have
$\eta_{1}^{2}=1+w\left(\delta_{e}+\delta_{m}\right)+w^{2} \delta_{e} \delta_{m}-w(1-w)\left(\delta_{e}^{2}+\delta_{m}^{2}\right) / 3$,
$\eta_{s}^{2}=x^{3} 2 w \mathscr{W}\left(\delta_{e}^{2}+\delta_{m}^{2}\right) / 9$,
$\eta_{c}^{2}=x^{2} w(6+3 w-5 N)\left[11\left(\delta_{e}^{2}+\delta_{m}^{2}\right)+10 \delta_{e} \delta_{m}\right] / 225$.
As discussed for (3:83), for $b=2 a$, the function

$$
\begin{equation*}
\mathscr{V}=\frac{6+3 w-5 N}{6}=\frac{(2-w)(1-w)^{2}}{2(1+2 w)}=\frac{2-w}{2} \mathscr{W}^{1 / 2}, \tag{61}
\end{equation*}
$$

based on (13) and (9), is similar to $\mathscr{W}(w)$ in that both decrease monotonically from 1 to 0 as $w$ increases from 0 to 1 . The product $w \mathscr{W}$ has a maximum at $w \approx 0.129$, and $w \mathscr{V}$ has a maximum at $w \approx 0.221$. We have $\eta \approx \eta_{1}+\left(\eta_{c}^{2}+i \eta_{s}^{2}\right) / 2 \eta_{1}$, and to $O\left(\delta^{2}\right)$ for real $\delta$ 's these maxima specify the maxima of the attenuation via scattering losses $\operatorname{Im} \eta$ and of the correction to $\operatorname{Re} \eta$.

We also apply (14), (15), and (58) to the extreme case of perfectly conducting particles by using the formal procedure indicated for the single sphere after (20), i.e., we let $\epsilon^{\prime} \rightarrow \infty$, $\mu^{\prime} \rightarrow 0$ to obtain

$$
\begin{align*}
& \eta_{1}^{2}=2(1+2 w) /(2+w)  \tag{62}\\
& \eta_{s}^{2}=x^{3} 2 w(5+4 w) \mathscr{W} /(1-w)(2+w)^{2} \tag{63}
\end{align*}
$$

For $b=2 a$ and $\mathscr{W}(w)$ as in (9)

$$
\begin{equation*}
\eta_{s}^{2}=x^{3} 2 w(5+4 w)(1-w)^{3} /(2+w)^{2}(1+2 w)^{2} \tag{64}
\end{equation*}
$$

has a maximum at $w \approx 0.147$; the corresponding attenuation $\eta_{s}^{2} / 2 \eta_{1}$ has a maximum at $w \approx 0.135$.

We write the correction to $\eta_{1}^{2}$ initially as

$$
\begin{align*}
\frac{\eta_{c}^{2}(1-w)}{w x^{2}}= & \frac{\eta_{1}^{2}}{2+w}\left\{\frac{9}{5}+N-\frac{\eta_{1}^{2}}{10}\left[N+\frac{(10-w)^{2}}{30}\right]\right\} \\
& +\frac{\eta_{1}^{2}}{1+2 w}\left\{\frac{9}{10}-2 N\right. \\
& \left.-\frac{\eta_{1}^{2}}{5}\left[N-\frac{(5+w)^{2}}{20}\right]\right\} \tag{65}
\end{align*}
$$

where the first/second term is dominantly magnetic/electric; the $\eta_{1}^{2}$ factors indicate dipole effects, and the $\eta_{1}^{4}$ factors involve both dipole and quadrupole effects. Substituting for $\eta_{1}^{2}$ and combining terms

$$
\begin{aligned}
& \eta_{c}^{2}(1-w)(2+w)^{3} 75 / w x^{2} \\
&= 135(4+5 w)(2+w)+(1+2 w)(50-45 w \\
&\left.\quad+75 w^{2}+w^{3}\right)-30\left(35+29 w+8 w^{2}\right) N
\end{aligned}
$$

and using $N$ of (13) for $b=2 a$, we obtain the simple result

$$
\begin{equation*}
\eta_{c}^{2}=\frac{x^{2} w(1-w)}{15(2+w)^{3}}\left[226+33 w-42 w^{2}-28 w^{3}\right] \tag{66}
\end{equation*}
$$

where we also have

$$
[]=189+135(1-w)-126(1-w)^{2}+28(1-w)^{3}
$$

The correction term has a maximum at $w \approx 0.351$, and the corresponding correction $\eta_{e}^{2} / 2 \eta_{1}$ to $\eta_{1}$ in the form $\operatorname{Re} \eta \approx \eta_{1}+\eta_{\mathrm{c}}^{2} / 2 \eta_{1}$ has a maximum at $w \approx 0.316$.

## VI. BULK PARAMETERS

From (37) in terms of (30), to the required accuracy,
$\frac{1}{R}=\left[1+\frac{c\left(P_{1}+P_{2}\right)}{\eta(1+\eta)}\right]+\frac{x^{2}}{10} c\left\{M_{1}+\frac{P_{1}}{\eta}\left(1+r \eta^{\prime 2}\right)\right\}$,
$r=\left(B^{\prime}-1\right) /\left(C^{\prime}-1\right)$,
where we may also use [ $]=1 / \eta-c\left(M_{1}+M_{2}\right) / \eta(\eta+1)$. Similarly from (38) and (39) in terms of the factors defined in (35) and (36)

$$
\begin{align*}
-(C-1) \eta / c R= & P_{1}+P_{2}-\left(x^{2} / 10\right) \\
& \times\left[P_{1}\left(\eta^{2}-1-r \eta^{\prime 2}\right)+M_{1} \eta / r\right]  \tag{68}\\
\eta^{2}(B-1) / c R= & M_{1}+M_{2}-\left(x^{2} / 10\right) \\
& \times\left[M_{1}\left(\eta^{2}-1-1 / r\right)+P_{1} r \eta \eta^{\prime 2}\right] \tag{69}
\end{align*}
$$

which satisfy

$$
\begin{aligned}
{\left[-C+1+\eta^{2}(B-1)\right] / c } & =P_{1}+M_{1}+P_{2}+M_{2} \\
& =-\left(\eta^{2}-1\right) / c
\end{aligned}
$$

to $O\left(x^{6}\right)$. Thus from (51) for the coefficients we can evaluate the bulk parameters explictly to $O\left(x^{3}\right)$. The $B$ form (69) is the simpler to use to evaluate both $\epsilon_{c}$ and $\mu_{c}$ because to the required accuracy the derivation involves only combinations of leading terms ( $\eta_{1}, \epsilon_{1}, \mu_{1}$ ) and the particle's parameters. The $C$ form (68) also involves $\eta_{c}^{2}$ of (58) and requires more manipulations. From either form, by elementary operations based on (51) and (55), we obtain initially for comparison with (54) and (57) for $E$-case interpretation

$$
\begin{align*}
& \frac{1}{\epsilon}=1+c \mathscr{B}_{1}+\frac{x^{2}}{\epsilon_{1}}\left[L\left(\epsilon^{\prime}, \mu^{\prime}\right)+S-\frac{\eta_{1}^{2} \delta_{e} Q_{e}}{\epsilon_{1}}\right] \\
& 1+c \mathscr{B}_{1}=\frac{1}{\epsilon_{1}}\left(1+\frac{x^{2} T_{e}}{\epsilon_{1}}-\frac{i \epsilon_{s}}{\epsilon_{1}}\right)  \tag{70}\\
& \frac{1}{\mu}=1+c \mathscr{C}_{1}+\frac{x^{2}}{\mu_{1}}\left[L\left(\mu^{\prime}, \epsilon^{\prime}\right)+S-\frac{\eta_{1}^{2} \delta_{m} Q_{m}}{\mu_{1}}\right]  \tag{71}\\
& 1+c \mathscr{C}_{1}=\frac{1}{\mu_{1}}\left(1+\frac{x^{2} T_{m}}{\mu_{1}}-\frac{i \mu_{s}}{\mu_{1}}\right)
\end{align*}
$$

with

$$
\begin{align*}
L & =L\left(\epsilon^{\prime}, \mu^{\prime}\right) \\
& =\frac{1}{10}\left[\frac{\left(\epsilon_{1}-1\right) \epsilon^{\prime}\left(\mu^{\prime}-1\right)}{\epsilon^{\prime}-1}-\frac{\left(\mu_{1}-1\right) \mu^{\prime}\left(\epsilon^{\prime}-1\right)}{\mu^{\prime}-1}\right] \\
& =(w / 10)\left[\epsilon^{\prime} \delta_{m} / D_{e}-\mu^{\prime} \delta_{e} / D_{m}\right] \\
& =-L\left(\mu^{\prime}, \epsilon^{\prime}\right) \tag{72}
\end{align*}
$$

and $T, S$, and $Q$ as in (56). The $L$ 's cancel in the product $(70) \times(71)$ to reproduce (57) to the required accuracy, so that a simple factorization of the bulk index form (57) does not lead to correct values of the bulk parameters.

From (70)-(72), we obtain $\epsilon_{1}$ and $\mu_{1}$ in the form (6), $\epsilon_{s}$ and $\mu_{s}$ in the form (7), and write the corrections initially as

$$
\begin{align*}
& \epsilon_{c}=-x^{2}\left(T_{e}+\epsilon_{1} L+\epsilon_{1} S-\eta_{1}^{2} \delta_{e} Q_{e}\right)  \tag{73}\\
& \mu_{c}=-x^{2}\left(T_{m}-\mu_{1} L+\mu_{1} S-\eta_{1}^{2} \delta_{m} Q_{m}\right), \tag{74}
\end{align*}
$$

to indicate that relation (17) is satisfied. The $L$ terms of $\epsilon_{c} /$ $\epsilon_{1}+\mu_{c} / \mu_{1}$ cancel to reproduce $\eta_{c}^{2} / \eta_{1}^{2}$ of (58). To show that the parameters satisfy theorems (31) and (32), we combine the $T$ and $L$ terms and factor $\delta$. Thus

$$
\begin{align*}
& \frac{\epsilon_{c}}{-x^{2} w \delta_{e}} \\
& =\frac{1}{D_{e}^{2}}\left[\frac{1-\delta_{e}}{5}-\frac{\delta_{m} \epsilon^{\prime}(1-w)}{15}+\frac{\delta_{e} N}{9}\left(2+\frac{\eta_{1}^{2}}{5}\right)\right] \\
& \quad-\frac{\epsilon_{1} \mu^{\prime}}{10 D_{m}}+\frac{\epsilon_{1} \delta_{m} N}{D_{e} D_{m} 9}-\eta_{1}^{2} \frac{\left(2 \epsilon_{1}+3\right)^{2}}{50\left(2 \epsilon^{\prime}+3\right)},  \tag{75}\\
& \frac{\mu_{c}}{-x^{2} w \delta_{m}} \\
& = \\
& \frac{1}{D_{m}^{2}}\left[\frac{1-\delta_{m}}{5}-\frac{\delta_{e} \mu^{\prime}(1-w)}{15}+\frac{\delta_{m} N}{9}\left(2+\frac{\eta_{1}^{2}}{5}\right)\right]  \tag{76}\\
& \quad-\frac{\mu_{1} \epsilon^{\prime}}{10 D_{e}}+\frac{\mu_{1} \delta_{e} N}{D_{e} D_{m} 9}-\eta_{1}^{2} \frac{\left(2 \mu_{1}+3\right)^{2}}{50\left(2 \mu^{\prime}+3\right)},
\end{align*}
$$

where $\delta_{e}=\epsilon^{\prime}-1, \delta_{m}=\mu^{\prime}-1, D_{i}=1+\delta_{i}(1-w) / 3$ for $i=e$ or $m, \epsilon_{1}=1+\mathrm{w} \delta_{e} / D_{e}, \mu_{1}=1+w \delta_{m} / D_{m}$, and $\eta_{1}^{2}=\epsilon_{1} \mu_{1}$. The correlation integral $N$ is defined in (12) in terms of the first moment of the total correlation function, and its closed form based on the Percus-Yevick approximation is given in (13). We include both (75) and (76), and repeat the definitions of all elements to facilitate comparisons and applications. However, (76) is merely (75) with $\mu^{\prime}$ and $\epsilon^{\prime}$ interchanged and it suffices to consider the collective form

$$
\begin{align*}
\frac{-C_{c}}{x^{2} w \delta}= & \frac{1}{D^{2}}\left[\frac{1-\delta}{5}-\frac{\bar{\delta} C^{\prime}(1-w)}{15}+\frac{\delta N}{9}\left(2+\frac{\eta_{1}^{2}}{5}\right)\right] \\
& -\frac{C_{1} \bar{C}^{\prime}}{10 \bar{D}}+\frac{C_{1} \bar{\delta} N}{D \bar{D} 9}-\frac{\eta_{1}^{2}}{50} \frac{\left(2 C_{1}+3\right)^{2}}{\left(2 C^{\prime}+3\right)}, \tag{77}
\end{align*}
$$

where $\eta_{1}^{2}=C_{1} \bar{C}_{1}$ and the bar indicates that the complement is involved. For the one-parameter case we take $\bar{C}^{\prime}=1$; then $\bar{\delta}=0, \bar{D}=1, \eta_{1}^{2}=C_{1}$, and (77) reduces to (11).

Although $C_{c}$ depends on both $C^{\prime}$ and $\bar{C}^{\prime}$, it vanishes if $\delta=C^{\prime}-1=0$, as does $C_{s}$ of (7). Thus the form $C$ of $(10)$ in terms of (6), (7), and (77) reduces to $C=1$ if $C^{\prime}=1$, as required by theorem (31). For $b=2 a$, in terms of the closed forms for the correlation integrals, for the unrealizable bound $w=1$, all scattering effects vanish and $C$ reduces to $C^{\prime}$.

For moderate parametric contrast, we retain only terms to $O\left(\delta^{2}\right)$ in (6), (7), and (77) to obtain

$$
\begin{align*}
& C_{1}=1+w \delta-w(1-w) \delta^{2} / 3 \\
& C_{s}=x^{3} 2 w \mathscr{W} \delta^{2} / 9  \tag{78}\\
& C_{c}=x^{2} w \delta(11 \delta+5 \bar{\delta})(6+3 w-5 N) / 225
\end{align*}
$$

Comparison of the corresponding $\epsilon_{i}$ and $\mu_{i}$ (for $i=1, s$, and c) with the analogous results for $\eta_{i}^{2}$ in (60) shows $\eta_{1}^{2}=\epsilon_{1} \mu_{1}+O\left(\delta^{3}\right), \eta_{s}^{2}=\epsilon_{s}+\mu_{s}$, and $\eta_{c}^{2}=\epsilon_{c}+\mu_{c}$ as required to $O\left(\delta^{2}\right)$.

## VII. SLABS AND CYLINDERS

As discussed before, ${ }^{1}$ electromagnetic results for normal incidence on parallel slabs or cylinders are obtained by applying results for the corresponding acoustic problems. ${ }^{2}$ The analogs of the leading terms in (5)-17) follow from Ref. 2, and the analogs of the corrections (10)-(13) for the one-parameter cases are given inRef. 4. Now we emphasize the corrections for the two-parameter ( $\epsilon^{\prime}, \mu^{\prime}$ ) cases based on the explicit two-parameter results $\left(C^{\prime}, B^{\prime}\right)$ in Ref. 3. We use the general forms (3:8), (3:12), and (3:13) to display the slab set (3:32)-(3:34) and the cylinder set (3:50)-(3:52) in forms analogous to the present (57), (75), and (76).

## A. Slab scatterers

The leading terms for the one-dimensional problem of slab scatters corresponding to (5)-(7) and (14) and (15) are

$$
\begin{align*}
& C_{1}=1+w \delta, \quad C_{s}=x w \mathscr{W} \delta^{2}  \tag{79}\\
& \eta_{1}^{2}=\left(1+w \delta_{e}\right)\left(1+w \delta_{m}\right) \\
& \eta_{s}^{2} / \eta_{1}^{2}=x w \mathscr{W}\left(\delta_{e}^{2} / \epsilon_{1}+\delta_{m}^{2} / \mu_{1}\right)  \tag{80}\\
& \eta_{s}^{2}=x w \mathscr{W}\left[\delta_{e}^{2}+\delta_{m}^{2}+w \delta_{e} \delta_{m}\left(\delta_{e}+\delta_{m}\right)\right] .
\end{align*}
$$

From the Laplace transform ${ }^{12}$ of the exact ${ }^{11} F$, or from the equation of state, ${ }^{13,6}$

$$
\begin{align*}
& \mathscr{W}=1+2 \rho \int_{0}^{\infty} F d r=(1-w)^{2}  \tag{81}\\
& W=(b / 2 a) w, \quad w=2 \rho a
\end{align*}
$$

with $F$ as the rigorous Zernike-Prins ${ }^{11}$ distribution function; the closed form is exact. For this case, the scatterers are characterized solely by electric and magnetic dipoles, and there are no depolarization effects (i.e., $D=1$ because there are no field components along the finite dimension of the slabs).

The correction terms involve the first moment
$N=-\frac{2 p}{a} \int_{0}^{\infty} F r d r=\frac{b}{a} W\left(1-\frac{4}{3} W+\frac{W^{2}}{2}\right)$.
(The present $N$, defined as in Ref. 3, is the negative of that used in Ref. 4.) The closed form is exact, and follows from the Laplace transform of $F$. Using the abbreviations

$$
\begin{align*}
& T=w\left[\delta(1+2 \delta)-C^{\prime 2} \bar{\delta}-3 \delta^{2} N\right] / 3  \tag{83}\\
& S=\left(C_{1}-1\right)\left(\bar{C}_{1}-1\right) N / w=\delta_{e} \delta_{m} N w
\end{align*}
$$

with $\delta=\delta_{e}, \delta_{m}$ and $\bar{\delta}=\delta_{m}, \delta_{e}$ for $T=T_{e}, T_{m}$, we rewrite (3:32) as

$$
\begin{equation*}
-\eta_{c}^{2} / \eta_{1}^{2} x^{2}=T_{e} / \epsilon_{1}+T_{m} / \mu_{1}+2 S \tag{84}
\end{equation*}
$$

which is an analog of (58) without quadrupole effects.
If one of the particle's parameters equals unity, then $T=w \delta(1+2 \delta-3 \delta N) / 3, \bar{T}=-w \delta / 3$, and (84) reduces to

$$
\begin{equation*}
\eta_{c}^{2}=C_{c}=-x^{2} w \delta^{2}(2-w-3 N) / 3, \tag{85}
\end{equation*}
$$

as in (4:21) for $\delta=\delta_{e}$ and $\eta_{c}^{2}=\epsilon_{c}$ in terms of the present sign for $N$. For $b=2 a$,

$$
\begin{align*}
2-w-3 N & =2-7 w+8 w^{2}-3 w^{3} \\
& =(2-3 w)(1-w)^{2} \\
& =2 \mathscr{V} \tag{86}
\end{align*}
$$

where $\mathscr{V}, \mathscr{W}$ and $w \mathscr{V}, w \mathscr{W}$ are discussed after (3:40).
For the general case (84) we may regroup to obtain

$$
\begin{align*}
3 \eta_{c}^{2} / x^{2} w= & -\left(\delta_{e}-\delta_{m}\right)^{2}(2-w-3 N) \\
& +\delta_{e} \delta_{m}\left(\delta_{e}+\delta_{m}+2 w \delta_{e} \delta_{m}\right)(1-3 w N) \tag{87}
\end{align*}
$$

where for $b=2 a$,

$$
\begin{equation*}
1-3 w N=1-w^{2}\left(6-8 w+3 w^{2}\right)=(1+3 w)(1-w)^{3} \tag{88}
\end{equation*}
$$

If $\mu^{\prime}=\epsilon^{\prime}$ then the leading term is $O\left(\delta^{3}\right)$ instead of $O\left(\delta^{2}\right)$. From (3:33) and (3:34), the analogs of (73) and (74) are

$$
\begin{align*}
\epsilon_{c} & =-x^{2}\left[T_{e}+\epsilon_{1} L+\epsilon_{1} S\right],  \tag{89}\\
\mu_{c} & =-x^{2}\left[T_{m}-\mu_{1} L+\mu_{1} S\right], \\
L & =L\left(\epsilon^{\prime}, \mu^{\prime}\right)=\frac{1}{3}\left[\frac{\epsilon_{1}-1}{\delta_{e}} \epsilon^{\prime} \delta_{m}-\frac{\mu_{1}-1}{\delta_{m}} \mu^{\prime} \delta_{e}\right] \\
& =(w / 3)\left[\epsilon^{\prime} \delta_{m}-\mu^{\prime} \delta_{e}\right]=-L\left(\mu^{\prime}, \epsilon^{\prime}\right), \tag{90}
\end{align*}
$$

where $L$ has the same symmetry as for the sphere. Using (84) and (89), we see that (17) is satisfied because the $L$ terms cancel. Combining the $T$ and $L$ terms and factoring $\delta$ we obtain the analog of (77)

$$
\begin{gather*}
-3 C_{c} / x^{2} w \delta=1+2 \delta-C^{\prime} \bar{\delta}(1-w)-3 N \delta \\
-C_{1} \bar{C}^{\prime}+3 C_{1} \bar{\delta} N \tag{91}
\end{gather*}
$$

which satisfies the corresponding version of (31). Using $\bar{C}^{\prime}-3 \bar{\delta} N=1+\bar{\delta}(1-3 N)$, etc., the form simplifies to

$$
\begin{equation*}
-3 C_{c} / x^{2} w \delta=(\delta-\bar{\delta})(2-w-3 N)+\delta \bar{\delta}(3 w N-1) \tag{92}
\end{equation*}
$$

in terms of the statistical functions in (86) and (88).
If $b=2 a$, then for $w=1$ (full packing) we have $\mathscr{W}=0$, $N=\frac{1}{3}$, and the bulk values reduce to the single particle values as required by elementary physical considerations.

For the corresponding acoustic problem, we reinterpret $\epsilon^{\prime}$ as a scatterer's relative compressibility and $\mu^{\prime}$ as its relative mass density for the simplest case (but both parameters may be complex), and similarly for the bulk values.

## B. Cylindrical scatterers

For the two cases of $\mathbf{E}$ perpendicular $(C=\epsilon, \bar{C}=\mu)$ or parallel $(C=\mu, \bar{C}=\epsilon)$ to the axes, we represent the leading terms of the real and imaginary parts collectively by

$$
\begin{align*}
& C_{1}=1+w \delta / D, \quad D=1+\delta(1-w) / 2 \\
& C_{s}=\pi x^{2} w \mathscr{W} \delta^{2} / 8 D^{2}  \tag{93}\\
& \bar{C}_{1}=1+w \bar{\delta}, \quad \bar{C}_{s}=\pi x^{2} w \mathscr{W} \bar{\delta}^{2} / 4  \tag{94}\\
& \eta_{1}^{2}=C_{1} \bar{C}_{1}, \quad \frac{\eta_{s}^{2}}{\eta_{1}^{2}}=\frac{\pi x^{2} w \mathscr{W}}{4}\left[\frac{\delta^{2}}{C_{1} 2 D^{2}}+\frac{\bar{\delta}^{2}}{\bar{C}_{1}}\right] \tag{95}
\end{align*}
$$

As discussed earlier in detail ${ }^{15}$

$$
\begin{align*}
& \mathscr{W}=1+2 \pi \rho \int_{0}^{\infty} F r d r  \tag{96}\\
& \mathscr{W} \approx(1-W)^{3} /(1+W), \quad W=(b / 2 a)^{2} w, \quad w=\pi a^{2} \rho \tag{97}
\end{align*}
$$

The form of the parameter $C$ (which involves either electric or magnetic depolarization effects for a field component along the cylinder's finite dimension) is an analog of the sphere form, and that of the complementary $\bar{C}$ is an analog of the slab form. Equation 97 is based on the scaled particle equation of state. ${ }^{6}$

The correction terms also involve ${ }^{3,4}$
$M=-\ln \frac{b}{a}-\mathscr{F} \ln \frac{2}{c^{\prime} k b}+8 W \int_{0}^{\infty}(F \ln u) u d u$,
where $c^{\prime}=1.781 \ldots$, and $u=r / b$. (The present $M$, defined as in Ref. 3, is the negative of that used in Ref. 4.) No closed form of $M$ is available, but as before, ${ }^{3}$ in order that the bulk values for cylinders mimic those for spheres at the unrealizable value $w=1$, we require

$$
\begin{equation*}
M=\frac{3}{4}-2(1-w) /(3+w)+O(1-w)^{v}, \quad v>1 \tag{99}
\end{equation*}
$$

The roles of the terms are displayed in the following.
In distinction to the symmetrical odd-dimensional cases in which $\mathscr{W}$ appeared solely in the scattering loss terms and $N$ in the correction terms, for the present case of cylinders the correction terms depend on both $M$ and $1-\mathscr{W}$. As can be seen from (2:71) and (2:73), the $M$ term is associated with a $J_{0} N_{0}$ logarithmic contribution of a correlation integral, and $1-\mathscr{W}$ with a $J_{1} N_{1}$ regular contribution.

We use the abbreviations

$$
\begin{align*}
T= & \left(w / 16 D^{2}\right)\left\{\delta(4+\delta)-4 C^{\prime 2} \bar{\delta}\right. \\
& \left.+\delta^{2}\left[4 M+\eta_{1}^{2}(1-\mathscr{W})\right]\right\} \\
\bar{T}= & (w / 8)\left[\bar{\delta}(2-\bar{\delta})-\bar{C}^{\prime 2} \delta+4 \bar{\delta}^{2} M\right] \\
S= & \left(C_{1}-1\right)\left(\bar{C}_{1}-1\right)(1-\mathscr{W}) / 4 w  \tag{100}\\
= & w \delta \bar{\delta}(1-\mathscr{W}) / 4 D \\
Q= & (w / 16)\left[\left(C_{1}+1\right)^{2} /\left(C^{\prime}+1\right)\right]
\end{align*}
$$

where $T$ and $Q$ are analogs of the spherical dipole and quadrupole functions in (56), and $\bar{T}$ of the slab function in (83). From (3:50), we have

$$
\begin{equation*}
-\frac{\eta_{c}^{2}}{\eta_{1}^{2} x^{2}}=\frac{T}{C_{1}}+\frac{\bar{T}}{\bar{C}_{1}}+2 S-\eta_{1}^{2} \delta \frac{Q}{C_{1}} \tag{101}
\end{equation*}
$$

which is intermediate to forms (58) and (84). For the unrealizable $w=1$, the closed form of $\mathscr{W}$ vanishes and $\eta_{\mathrm{s}}^{2}=0$; in order that $\eta_{c}^{2}=0$ and $\eta^{2}$ reduce to the single particle value $\eta^{\prime 2}$, we require $M=\frac{3}{4}$ as indicated in (99).

The present result differs essentially from (58) and (84) in that (101) represents two distinct physical situations determined by the direction of the field. This also applies for the corresponding one-parameter cases. Thus if $C^{\prime}=1$, then $T=-w 4 \bar{\delta} / 16, \bar{T}=w \bar{\delta}(2-\bar{\delta}+4 \bar{\delta} M) / 8$, and (101)reduces to

$$
\begin{equation*}
\eta_{c}^{2}=\bar{C}_{c}=x^{2} w \bar{\delta}^{2}(1+2 w-4 M) / 8 \tag{102}
\end{equation*}
$$

which for $\bar{C}^{\prime}=\epsilon^{\prime}$ (i.e., E parallel to the axes) is the same as in (4:26) in terms of the present sign for $M$. If $\bar{C}^{\prime}=1$, then $T=w \delta\left(4+\delta+\delta\left[4 M+C_{1}(1-\mathscr{W})\right]\right] / 16 D^{2}, \bar{T}=-w \delta /$ 8 , and (101) reduces to

$$
\begin{align*}
\eta_{c}^{2}= & C_{c} \\
=-\frac{x^{2} w \delta}{8}\{ & \left\{\frac{4+\delta+\delta\left[4 M+C_{1}(1-\mathscr{W})\right]}{2 D^{2}}\right. \\
& \left.-C_{1}-\frac{C_{1}\left(C_{1}+1\right)^{2}}{2\left(C^{\prime}+1\right)}\right\} \tag{103}
\end{align*}
$$

which for $C^{\prime}=\epsilon^{\prime}$ (i.e., E perpendicular to the axes) is as in (4:33) in terms of the present sign for $M$.

For moderate parametric contrast in (101), to second order in $\delta$, the two analogs of $(60)$ are represented by

$$
\begin{align*}
\eta_{1}^{2}= & 1+w(\delta+\bar{\delta})+\delta \bar{\delta} w^{2}-\delta^{2} w(1-w) / 2 \\
\eta_{s}^{2}= & \left(\pi x^{2} w \mathscr{W} / 8\right)\left(2 \bar{\delta}^{2}+\delta^{2}\right)  \tag{104}\\
\eta_{c}^{2}= & \left(x^{2} w / 16\right)\left[\left(2 \bar{\delta}^{2}+\delta^{2}\right)(1+2 w-4 M)\right. \\
& +\delta(8 \bar{\delta}+\delta) \mathscr{W}]
\end{align*}
$$

where the next terms are $O\left(\delta^{3}\right)$.
We also apply (95) and (101) for $\mathbf{E}$ perpendicular to the axes of perfect conductors by proceeding as for (62) ff. We let $C^{\prime}=\epsilon^{\prime} \rightarrow \infty$ and $\bar{C}^{\prime}=\mu^{\prime} \rightarrow 0$ to obtain

$$
\begin{align*}
& \eta_{l}^{2}=1+w  \tag{105}\\
& \eta_{s}^{2}=\pi x^{2} w \mathscr{W}(3+w) / 4(1-w) \tag{106}
\end{align*}
$$

For $b=2 a$ in terms of the closed form $\mathscr{W}$ of (97),

$$
\begin{equation*}
\eta_{s}^{2}=\pi x^{2} w(3+w)(1-w)^{2} / 4(1+w) \tag{107}
\end{equation*}
$$

has a maximum at $w \approx 0.301$ and the attenuation $\eta_{s}^{2} / 2 \eta_{1}$ has a maximum at $w \approx 0.275$, i.e., at volume fractions approximately twice as large as those for spheres given after (64). The correction reduces to

$$
\begin{equation*}
\frac{\eta_{c}^{2} 8}{w x^{2}}=\frac{1+11 w-4 M(3+w)-6 \mathscr{W}(1+w)}{1-w} \tag{108}
\end{equation*}
$$

For $b=2 a$, we use the closed form of $\mathscr{W}$ to rewrite the result as

$$
\begin{equation*}
\frac{\eta_{c}^{2} 8}{w x^{2}}=\left[\frac{(3-4 M)(3+w)-8(1-w)}{1-w}\right]-6(1-w)^{2} \tag{109}
\end{equation*}
$$

In order that (109) behave similarly at large $w$ as (66) for spheres, the function in brackets must vanish for the unrealizable value $w=1$; this leads to (99), which may facilitate development of a closed form approximation for $M$.

The results (105)-(109) and the inference (99) are essentially the same as obtained from (3:95)-(3:99) for the acoustic case of rigid cylinders. Corresponding results for $\mathbf{E}$ parallel to the axes of perfectly conducting cylinders are the same as acoustic results for pressure release (free surface) cylinders; as discussed before (Ref. 15, 1978), alternative procedures than those now under consideration are required to obtain more than the leading terms in $w$.

From (3:51) and (3:52), we write the bulk parameters initially in terms of

$$
\begin{align*}
& C_{c}=-x^{2}\left(T+C_{1} L+C_{1} S-\eta_{1}^{2} \delta Q\right) \\
& \bar{C}_{c}=-x^{2}\left(\bar{T}-\bar{C}_{1} L+\bar{C}_{1} S\right) \tag{110}
\end{align*}
$$

$$
\begin{equation*}
L=L\left(C^{\prime}, \bar{C}\right)=(w / 8)\left[2 C^{\prime} \bar{\delta} / D-\bar{C}^{\prime} \delta\right] \tag{111}
\end{equation*}
$$

which satisfy (17) expressed as $\eta_{c}^{2} / \eta_{1}^{2}=C_{c} / C_{1}+\bar{C}_{c} / \bar{C}_{1}$. The present cases lack the symmetry of the sphere and slab problems, so that $L\left(\bar{C}^{\prime}, C^{\prime}\right)$ is not the negative of $L\left(C^{\prime}, \bar{C}^{\prime}\right)$.

Combining the $T$ and $L$ terms, we obtain

$$
\begin{align*}
-C_{c} 16 / x^{2} w \delta= & \left\{4+\delta-2 \bar{\delta} C^{\prime}(1-w)\right. \\
& \left.+\delta\left[4 M+\eta_{1}^{2}(1-\mathscr{W})\right]\right\} / D^{2} \\
& -2 C_{1} \bar{C}^{\prime}+4 C_{1} \bar{\delta}(1-\mathscr{W}) / D \\
& -\eta_{1}^{2}\left[\left(1+C_{1}\right)^{2} /\left(1+C^{\prime}\right)\right]  \tag{112}\\
-\bar{C}_{c} 8 / x^{2} w \bar{\delta}= & 2-\bar{\delta}-\bar{C}^{\prime} \delta(1-w)+4 \bar{\delta} M \\
& -\left(\bar{C}_{1} 2 / D\right)\left[C^{\prime}-\delta(1-\mathscr{W})\right] \tag{113}
\end{align*}
$$

where the factored decrimant shows that the appropriate versions of (31) and (32) are satisfied. If $\bar{C}^{\prime}=1$, then $\bar{C}_{c}$ vanishes and (112) reduces to (103); if $C^{\prime}=1$, then $C_{c}$ vanishes, and (113) reduces to (102). The present forms facilitate comparison and checks, but we may also use $C^{\prime}-\delta(1-\mathscr{W})=1+\delta \mathscr{W}$, etc. For the corresponding acoustic problem for the simplest case we reinterpret $\bar{C}$ as relative compressibility and $C$ as relative mass density. ${ }^{3}$ For $b=2 a$ and the unrealizable $w=1$, we supplement $\mathscr{W}=0$ with $M=\frac{3}{4}$ to reduce the bulk parameters $\bar{C}, C$ to the corresponding single particle values $\bar{C}^{\prime}, C^{\prime}$.

For moderate parametric contrast, to second order in $\delta$,
$C_{1}=1+\delta w-\delta^{2} w(1-w) / 2$,
$C_{s}=\pi x^{2} w \mathscr{W} \delta^{2} / 8$,
$C_{c}=\left(x^{2} w \delta / 16\right)[\delta(1+2 w-4 M+\mathscr{W})+4 \bar{\delta} \mathscr{W}]$,
$\bar{C}_{1}=1+\bar{\delta} w, \quad \bar{C}_{s}=\pi x^{2} w \mathscr{W} \bar{\delta}^{2} / 4$,
$\bar{C}_{c}=\left(x^{2} w \bar{\delta} / 8\right)[\bar{\delta}(1+2 w-4 M)+2 \delta \mathscr{W}]$.
We compare the bulk values of a given parameter $(\epsilon$ or $\mu)$ for polarization parallel and perpendicular to the axes by forming the differences

$$
\begin{align*}
\bar{C}(\delta)-C(\delta)= & C_{\|}-C_{\perp} \\
= & \delta^{2} w(1-w) / 2+\left(x^{2} w \delta^{2} / 16\right) \\
& \times(1+2 w-4 M-\mathscr{W}) \\
& +i \pi x^{2} w \mathscr{W} \delta^{2} / 8 \tag{116}
\end{align*}
$$

which for $C=\epsilon$ equals (4:35) with the present sign of $M$, i.e., the cross terms cancel to second order. The corresponding difference of the indices of refraction for $\mathbf{E}$ parallel and perpendicular to the axes is given by

$$
\begin{align*}
\eta_{\|}-\eta_{\perp}= & {\left[\left(\delta_{e}^{2}-\delta_{m}^{2}\right) w / 4\right]\left[1-w+\left(x^{2} / 8\right)\right.} \\
& \left.\times(1+2 w-4 M-\mathscr{W})+i \pi x^{2} \mathscr{W} / 4\right] \tag{117}
\end{align*}
$$

See (4:62) ff for discussion of birefringence and dichroism. Note that $M$ of (4:62) should be replaced by $4 M$, and 16 by 8 .
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The mathematical solutions of Schrödinger's equation for an electron which is moving outside a hard cylindrical core which contains a hidden flux is studied and it is shown that there are two possible types of eigenstates or scattering states. The first type of state is cyclic about the hidden flux. Such states give rise to field-induced energy shifts, to probability density shifts, and to a divergent scattering cross section. The second type of state is noncyclic about the above axis but all the physical observables are independent of the hidden magnetic flux. The relationship to gauge invariance is discussed.

## I. INTRODUCTION

In 1959, Aharonov and Bohm ${ }^{1}$ analyzed the quantummechanical scattering of electrons by an infinitely long inaccessible whisker of magnetic flux of negligible radius $R$. Through a partial-wave analysis of this quantum-mechanical problem, Aharonov and Bohm independently rediscovered Ehrenberg and Siday's earlier proposal ${ }^{2}$ that a magnetic field can have a quantum effect which is "not due to the magnetic field itself." This surprising effect has stirred a literature controversy which is still active today, because of its far-reaching consequences for physical theories. ${ }^{3}$ Our purpose here is not to take part in the controversy but to present a mathematical study of core size effects on the bound states and scattering states of the problem. By assumption, the core is very hard and long, and its axis coincides with the $z$ axis of a cylindrical coordinate system ( $\rho, \phi, z$ ).

In the first part of our paper, the bound state AharonovBohm effect is studied. We show that there are two possible types of eigenstates: (1) eigenstates whose eigenvalues are independent of the hidden field but which are not invariant under rotations by multiples of $2 \pi$ around the $z$ axis, and (2) eigenstates which are cyclic in the angular coordinate $\phi$ but whose eigenvalues depend explicitly on the hidden flux. The local values of electron density and current density are shown to be flux independent in the first case and to depend on the hidden flux in the second one. The requirements of gauge invariance are discussed.

In the second part of our paper, we consider the important case of electron scattering by a hard core of finite radius $R$ which contains a magnetic flux in its interior. Again, there are two possible forms of the total wave function, associated with the nonperiodic and the periodic partial-wave spectrum discussed in the first part of the paper. When the nonperiodic form is used for the partial-wave analysis, the total scattering cross section is finite and independent of the hidden flux. On the other hand, when the periodic form is used, there results a local change in the charge density and the total scattering cross section diverges for all values of the core size $R$; this poses a major problem in this case. Aharonov and his co-
workers ${ }^{4}$ recently published some considerations pertaining to scattering of a uniform electron beam by a core of finite radius. Their solution is an extension of Aharonov and Bohm's original solution and, as such, does not deal with the nonperiodic solution considered here. Aharonov and coworkers actually consider the finite core solution to see how it behaves when the core radius is small, but nonzero. However, as can be seen from our results for the periodic scattering state, the physical parameter which characterizes the core size is the dimensionless combination $k R$, where $k \equiv\left(2 m E / \hbar^{2}\right)^{1 / 2}$ is the wave vector of the incident electrons, $E$ is the energy, $m$ is the mass, and $\hbar$ is Planck's constant divided by $2 \pi$. When $k R<1$ the diffracting core is "small" and when $k R>1$ the diffracting core is "large." Now, in experimental cases reported in the literature, workers have used energies ${ }^{5}$ in the vicinity of 100 keV so that $k=10^{12}$ $\mathrm{m}^{-1}$ or so. A typical core size ${ }^{6}$ is of order $R=10^{-6} \mathrm{~m}$ and so $k R>1$, i.e., the diffracting core is large. To reduce $k R$ to unity would require energies $10^{12}$ times smaller than those currently used if one still assumes that $R=10^{-6} \mathrm{~m}$. From a practical point of view, therefore, the theoretical region of small core size investigated originally by Aharonov and Bohm and more recently by Aharonov and co-workers is not very useful and a more general discussion of this problem is needed.

Corinaldesi and Rafeli ${ }^{7}$ and Henneberger ${ }^{8,9}$ have also done some work on the zero-size limit of the scattering problem under investigation here. The work of these researchers, particularly Hennebergers's, prompted us to construct a model where the wave function cannot reach the $z$ axis and where a study of the periodicity and nonperiodicity of the wave function was made. It does not appear that the squareintegrability argument used by Henneberger ${ }^{9}$ is valid in our case because the wave function cannot reach the $z$ axis, by construction.

## II. BOUND-STATE AHARONOV-BOHM EFFECT: PERIODIC AND NONPERIODIC EIGENSTATES

In this section, we consider the eigenstates and eigenvalues of an electron $(q)$ which is confined to the two-dimension-
al region $R<\rho<R^{\prime}$, where $\rho$ is the distance to the solenoid axis. The magnetic flux provided by the hidden field is $-\alpha h / q$, by assumption, and it is positioned at $\rho=0 ; \alpha$ is assumed positive and it is a dimensionless quantity. The eigenstates of the system satisfy the differential equation

$$
\begin{equation*}
\rho^{2}\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}+k^{2}\right) \psi=-\left(\frac{\partial}{\partial \phi}+i \alpha\right)^{2} \psi \tag{1}
\end{equation*}
$$

where $k^{2}$ is $2 m E / \hbar^{2}$, with $E$ the eigenvalues. In general, it is permissible to write

$$
\begin{equation*}
\psi=A_{v+\alpha}^{v} e^{i v \phi} f_{v+\alpha}(\rho) \tag{2}
\end{equation*}
$$

where $v$ is a number to be determined, and $A_{v+\alpha}^{v}$ is a normalization constant. The function $f_{v+\alpha}(\rho)$ satisfies the differential equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}+k^{2}-\frac{(v+\alpha)^{2}}{\rho^{2}}\right) f_{v+\alpha}(\rho)=0 \tag{3}
\end{equation*}
$$

whose general solution is a linear combination of the Bessel functions $J_{v+\alpha}(k \rho)$ and $Y_{v+\alpha}(k \rho)$. By construction, the eigenstates must vanish at $\rho=R$ and $\rho=R^{\prime}$ and so it is permissible to write

$$
\begin{equation*}
f_{v+\alpha}(\rho)=J_{v+\alpha}(k \rho) Y_{v+\alpha}(k R)-J_{v+a}(k R) Y_{v+a}(k \rho) . \tag{4}
\end{equation*}
$$

The boundary condition $f_{v+\alpha}\left(R^{\prime}\right)=0$ then gives an equation for the energy levels $E=\hbar^{2} k^{2} / 2 m$ :

$$
\begin{equation*}
J_{v+\alpha}\left(k R^{\prime}\right) Y_{v+\alpha}(k R)=J_{v+\alpha}(k R) Y_{v+\alpha}\left(k R^{\prime}\right) \tag{5}
\end{equation*}
$$

For $v, \alpha, R$, and $R^{\prime}$ given, we then have eigenvalues $E_{v+\alpha}^{l}$, where $l$ is a label attached to the distinct solutions of Eq. (5).

In order to determine the number $v$, extra physical conditions must be imposed. If, following tradition, we impose that the eigenstates be cyclic in $\phi$, then $v$ is an integer $n$. As a result, the energy levels of the particle depend explicitly on the hidden flux, through $\alpha$. Furthermore, the probability density at $\rho$ also depends on $\alpha$;

$$
\begin{equation*}
|\psi|^{2}=\left|A_{n+\alpha}^{n}\right|^{2}\left|f_{n+\alpha}(\rho)\right|^{2} \tag{6}
\end{equation*}
$$

A similar dependence on $\alpha$ is found for the current density $j$ at a point. On the other hand, on the grounds of gauge invariance, ${ }^{10}$ we may require that the physical observables $|\psi|^{2}, \mathrm{j}$, and $E$ be unchanged by the hidden field. As a result, we must set $v+\alpha=n+\delta$ in the eigenstates and eigenvalues, with $n$ an integer and $\delta$ a fixed number which is $\alpha$ independent. In particular, if $\alpha=0$, we must obtain the zero flux solution and so $\delta=0$ and the physical observables are the same as they would be in the absence of the hidden field. For example,

$$
\begin{equation*}
|\psi|^{2}=\left|A_{n}^{n-\alpha}\right|^{2}\left|f_{n}(\rho)\right|^{2} \tag{7}
\end{equation*}
$$

where $\left|A_{n}^{n-\alpha}\right|^{2}$ is found to be $\alpha$ independent upon normalization; similarly, the eigenvalues are given by the $\alpha$-independent equation

$$
\begin{equation*}
J_{n}\left(k R^{\prime}\right) Y_{n}(k R)=J_{n}(k R) Y_{n}\left(k R^{\prime}\right) \tag{8}
\end{equation*}
$$

However, the eigenstates now contain the angular term $e^{i n \phi} e^{-i a \phi}$ and so they are nonperiodic in $\phi$ if $\alpha$ is noninteger. We will return to this point in our concluding remarks.

## III. PERIODIC AND NONPERIODIC SCATTERING STATES

We now extend the previous considerations to the scattering context and use the partial wave bases of the previous section to formulate the problem. The radius of the inaccessible core is $R$, as previously, and the outer boundary $\rho=R^{\prime}$ is removed. Furthermore, we assume that an incident plane wave

$$
\begin{equation*}
\Psi_{0}=e^{i k \rho \cos \phi}=\sum_{m} i^{|m|} J_{|m|}(k \rho) e^{i m \phi} \tag{9}
\end{equation*}
$$

is traveling in the positive $x$ direction and scatters off the hard core plus hidden field. As is customary in scattering theory, we require that the scattered wave $\Psi_{s}$ behave like an outgoing cylindrical wave $e^{i k \rho} / \rho^{1 / 2}$, as $\rho \rightarrow \infty$. Because of the hard core, the total wave function

$$
\begin{equation*}
\Psi=\Psi_{0}+\Psi_{s} \tag{10}
\end{equation*}
$$

vanishes at $\rho=R$.
The Hankel function $H \equiv J+i Y$ satisfies the requirements imposed on the scattered wave and so we write the cyclic version of the total wave function thus:

$$
\begin{equation*}
\Psi=\sum_{m} e^{i m \phi}\left(A_{m}^{\alpha} H_{|m+\alpha|}(k \rho)+B_{m}^{\alpha} J_{|m+\alpha|}(k \rho)\right) \tag{11}
\end{equation*}
$$

In this expression,

$$
\begin{equation*}
B_{m}^{\alpha}=(-1)^{m}(-i)^{|m+\alpha|} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{m}^{\alpha}=-B_{m}^{\alpha} J_{|m+\alpha|}(k R) / H_{|m+\alpha|}(k R) \tag{13}
\end{equation*}
$$

as found through the boundary conditions on $\Psi$ at $\rho=R$ and on $\Psi_{s}$ as $\rho \rightarrow \infty$. The total cross section per unit length along the $z$ axis $\sigma$ is given by integrating

$$
\begin{equation*}
\frac{d \sigma}{d \phi}=\rho\left|\Psi-\Psi_{0}\right|^{2}=\rho\left|\Psi_{s}\right|^{2} \tag{14}
\end{equation*}
$$

over $\phi$, from 0 to $2 \pi$, assuming that $\rho \rightarrow \infty ; \Psi_{s}=\Psi_{s}(\rho, \phi)$ is the asymptotic form of the scattered wave. We write $\Psi_{s}$ as follows:

$$
\begin{equation*}
\Psi_{s}=\Psi_{1}+\Psi_{2}+\Psi_{3} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{i}=\sum_{m} e^{i m \phi} \Psi_{i m}, \quad i=1,2,3 \tag{16}
\end{equation*}
$$

by definition. Here,

$$
\begin{equation*}
\Psi_{1 m}=A_{m}^{\alpha} H_{|m+\alpha|}(k \rho) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{2 m}=B_{m}^{\alpha} J_{|m+\alpha|}(k \rho) \tag{18}
\end{equation*}
$$

are terms that determine the total wave function $\Psi$, and

$$
\begin{equation*}
\Psi_{3 m}=-i^{|m|} J_{|m|}(k \rho) \tag{19}
\end{equation*}
$$

determines the negative of the incident wave. In terms of these functions, the total scattering cross section is

$$
\begin{equation*}
\sigma=\sum_{i, j=1}^{3} \sigma_{i j} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{i j}=\pi \rho \sum_{m}\left(\Psi_{i m}^{*} \Psi_{j m}+\Psi_{i m} \Psi_{j m}^{*}\right) . \tag{21}
\end{equation*}
$$

Note that $\sigma_{i j}=\sigma_{j i}$ so that we only require a calculation of $\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{12}=\sigma_{21}, \sigma_{13}=\sigma_{31}$, and $\sigma_{23}=\sigma_{32}$. In order to make the discussion of the limiting case $R \rightarrow 0$ easier later on, we give here the terms which are core-size independent $\left(\sigma_{22}, \sigma_{33}\right.$, and $\left.\sigma_{23}=\sigma_{32}\right)$ :

$$
\begin{align*}
& \sigma_{22}=2 \pi \rho \sum_{m} J_{|m+\alpha|}^{2}(k \rho),  \tag{22}\\
& \sigma_{33}=2 \pi \rho \sum_{m} J_{|m|}^{2}(k \rho)=2 \pi \rho, \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{23}= & -2 \pi \rho \sum_{m} J_{|m+\alpha|}(k \rho) J_{|m|}(k \rho) \\
& \times \cos \left[(|m|-|m+\alpha|) \frac{\pi}{2}\right] . \tag{24}
\end{align*}
$$

One may be tempted to replace the Bessel functions of Eqs. $(22)-(24)$ by the asymptotic form ${ }^{11}(2 / \pi k \rho)^{1 / 2} \cos (k \rho-\pi /$ $4-v \pi / 2$ ), in order to make $\sigma_{22}, \sigma_{33}$, and $\sigma_{23}$ independent of $\rho$. Such a procedure is often used to obtain the cross section whether it be in quantum-mechanical or electromagnetic scattering. Its application here is, however, not mathematically justified because the functions $J_{v}(k \rho)$ involved in the above series are not multiplied by a factor whose magnitude decreases as $|m|$ increases. The present coefficients, e.g., the cosine modulation in $\sigma_{23}$, are of order unity for all $m$ and thus fail to provide the cutoff which is already built into the exact $J_{v}(k \rho)$. Indeed, as is known, ${ }^{11}$ the following expression holds for $v>k p$ :

$$
\begin{equation*}
J_{v}(k \rho) \sim(2 \pi v)^{1 / 2}(e k \rho / 2 v)^{\nu} \tag{25}
\end{equation*}
$$

this property ensures the convergence of the above series to a finite, $\rho$-independent value in the asymptotic region. As a result, the sum of the core-size independent terms, $\sigma_{a} \equiv \sigma_{22}+\sigma_{33}+2 \sigma_{23}$, diverges linearly with $\rho$. One can verify this latter property exactly for the case $\alpha=$ odd integer since then $\sigma_{23} \equiv 0$ and $\sigma_{22}=\sigma_{33}=2 \pi \rho$. The explicit $\rho$ dependence of $\sigma_{a}$ in the asymptotic region leads to an explicit $\rho$ dependence of the total cross section of Eq. (20) and is not consistent with our original requirement (see earlier in this section) that $\Psi_{s}$ behave like an outgoing cylindrical wave $e^{i k \rho} / \rho^{1 / 2}$ in the asymptotic region. This lack of self-consistency of the theory is apparently due to the long-range nature of the vector potential. Indeed, the "strength" of the potential may be characterized by the circulation $\oint \mathbf{A} \cdot d \mathbf{r}$ over a closed circle of radius $\rho$ centered on the solenoid axis; this strength does not vanish asymptotically and the imposed requirement that the full $\Psi$ become the incident $\Psi_{0}$ as $\rho \rightarrow \infty$ is not met. The long-range behavior of the present solution does not decay into that of the incident beam and the theory is not self-consistent.

An ad hoc solution to the present dilemma might be to replace the original beam by a beam of finite extent. One could assume an incident beam of the form $\Sigma_{m} i^{i^{m \mid} \mid} e^{-\epsilon|m|} J_{|m|}(k \rho) e^{i m \phi}$, where $\epsilon>0$ is a positive number. Such a procedure does ensure that the anomalous part of the cross section is $\rho$ independent asymptotically. Then, for example,

$$
\begin{align*}
\sigma_{33} & =2 \pi \rho \sum_{m} e^{-2 \epsilon|m|} J_{|m|}^{2}(k \rho) \\
& \sim \frac{4}{k} \sum_{m} e^{-2 \epsilon|m|} \cos ^{2}\left(k \rho-\frac{\pi}{4}-\frac{|m| \pi}{2}\right) \tag{26}
\end{align*}
$$

and the sum is absolutely convergent. However, for $\epsilon \rightarrow 0^{+}$, the cross section is strongly dependent on the beam shape, through $\epsilon$, and the total cross section diverges in that limit. Indeed, the anomalous cross section is simply obtained in closed form for $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\sigma_{a} \propto \operatorname{csch}(2 \epsilon) \tag{27}
\end{equation*}
$$

and the result diverges in that limit.
The finite core contribution to the cross section is $\sigma_{n}=\sigma_{11}+2 \sigma_{12}+2 \sigma_{13}$ and it behaves properly for all values of $\epsilon$. The limit $\epsilon \rightarrow 0^{+}$presents no difficulties and so we take it at the outset. As a result, we find

$$
\begin{align*}
\sigma_{11} & =2 \pi \rho \sum_{m} M_{|m+\alpha|}^{2}(k \rho) \gamma_{\alpha m}^{2}(R) \sim \frac{4}{k} \sum_{m} \gamma_{\alpha m}^{2}(R),  \tag{28}\\
\sigma_{12} & =-2 \pi \rho \sum_{m} M_{|m+\alpha|}^{2}(k \rho) \gamma_{\alpha m}(\rho) \gamma_{\alpha m}(R) \cos \lambda_{\alpha m}(\rho, R) \\
& \sim-\frac{4}{k} \sum_{m} \gamma_{\alpha m}(R) \gamma_{\alpha m}^{a}(\rho) \cos \lambda_{\alpha m}^{a}(\rho, R), \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{13} & =2 \pi \rho \sum_{m} M_{|m+\alpha|}^{2}(k \rho) \gamma_{\alpha m}(R) \gamma_{\alpha m}(\rho) \cos \delta_{\alpha m}(\rho, R) \\
& \sim \frac{4}{k} \sum_{m} \gamma_{\alpha m}(R) \gamma_{\alpha m}^{a}(\rho) \cos \delta_{\alpha m}^{a}(\rho, R) \tag{30}
\end{align*}
$$

where

$$
\begin{equation*}
\theta_{v}(s) \equiv \tan ^{-1}\left(Y_{v}(s) / J_{v}(s)\right) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{v}(s) \equiv\left(J_{v}^{2}(s)+Y_{v}^{2}(s)\right)^{1 / 2} \tag{32}
\end{equation*}
$$

are the phase and modulus of the Bessel functions $J$ and $Y .^{11}$ Also,

$$
\begin{align*}
& \lambda_{\alpha m}(\rho, R) \equiv \theta_{|m+\alpha|}(k R)-\theta_{|m+\alpha|}(k \rho)  \tag{33}\\
& \gamma_{\alpha m}(s) \equiv \cos \theta_{|\mathrm{m}+\alpha|}(k s) \tag{34}
\end{align*}
$$

and

$$
\begin{equation*}
\delta_{\alpha m}(\rho, R) \equiv \lambda_{\alpha m}(\rho, R)+(|m+\alpha|-|m|) \pi / 2 ; \tag{35}
\end{equation*}
$$

the quantities $\lambda_{\alpha m}^{a}, \gamma_{\alpha m}^{a}$, and $\delta_{\alpha m}^{a}$ refer to the above definitions, with $\theta_{v}(k \rho)$ replaced by its asymptotic expression ${ }^{11}$

$$
\begin{equation*}
\theta_{v}^{a}(k \rho)=k \rho-\pi / 4-v \pi / 2 . \tag{36}
\end{equation*}
$$

The second line of Eqs. (28)-(30) gives the asymptotic form of the corresponding expression; in each case, the series involved contains roughly $k R$ finite terms and the normal part of the cross section is of order $R$, as expected on a semiclassical basis when $k R>1$. As is easily shown, the normal part of the cross section vanishes in the limit $k R \rightarrow 0$. As a result, the total cross section diverges due to the anomalous part $\sigma_{a}$ [see Eq. (27)]. Henneberger ${ }^{8}$ appears to have been the first to mention this anomaly of the $A B$ cross section in his study of the zero-size core problem ( $k R \rightarrow 0$ ). Henneberger had surmised that the origin of the divergence was due to the presence of the wave function on the solenoid axis. As shown
here, however, the difficulty is deeper than this: the cross section still diverges for a finite core size.

The nonperiodic form of the scattering wave function is easily found to be

$$
\begin{equation*}
\Psi=e^{-i \alpha \phi} \Psi_{\alpha=0} \tag{37}
\end{equation*}
$$

where
$\Psi_{a=0}=\sum_{m} i^{|m|}\left[J_{|m|}(k \rho)-\frac{J_{|m|}(k R)}{H_{|m|}(k R)} H_{|m|}(k \rho)\right] e^{i m \phi}$
is the wave function with $\alpha=0$. This represents scattering of a plane wave by a scalar-potential hard core at $\rho=R$ only, in the absence of hidden flux. The total scattering cross section for the state represented by Eqs. (37) and (38) is equal to $\sigma_{11}+2 \sigma_{12}+2 \sigma_{13}$, with $\sigma_{i j}$ given by Eqs. (28)-(30) and $\alpha=0$. The anomalous contribution vanishes and so the physical properties are well behaved. Henneberger also studied ${ }^{9}$ some of the aspects associated with a noncyclic scattering wave function, for a core of zero size. Equations (37) and (38) represent the first generalization of his results for the case $R \neq 0$.

The scattering state of Eq. (37) is generally not single valued, as implied by its noncyclic character. Furthermore, the usual requirements that the full wave function $\Psi$ decay into the incident beam "outside" the range of the potential is not met. Indeed, as $\rho \rightarrow \infty, \Psi \sim e^{i \alpha \phi} e^{i k \rho \cos \phi}$. This problem can again be traced back to the infinite range of the vector potential used in discussions of $A B$ scattering.

## IV. CONCLUDING REMARKS

It appears extremely difficult to ascribe a physical meaning to the observables computed by assuming that the eigenstates or scattering states of an $A B$ system are periodic in the coordinate $\phi$, i.e., single valued. In such a case, the gauge invariance of the theory appears to be broken and the scattering cross section is divergent. The divergence of the cross section is not unique to $A B$ scattering, however, since this property also occurs in Coulomb scattering, due to the long-range nature of the interaction. What is really special here is the absence of a long-range force to cause the divergence. However, there is a long-range vector potential in $A B$ scattering and if we accept Aharonov and Bohm's original suggestion that it, by itself ( $R \rightarrow 0$ ), can scatter particles, then the finding that $\sigma$ (anomalous) diverges for an incident beam of infinite extent may not be all that surprising. The total cross section of Eq. (20), $\sigma$ (normal) $+\sigma$ (anomalous), represents the effects of scattering by the scalar and the vector potentials in our problem. The normal part of $\sigma$ is essentially due to scattering by the hard core, proper account being taken for the continuing interaction of those particles
with the vector potential as they move out to infinity. Conservation of the number of such particles is reflected by the $\rho$ independence and finite value of $\sigma$ (normal). The anomalous contribution, on the other hand, takes into account the scattering of all those particles of the incident beam which would normally not "collide" with the core because their impact parameter $(|m|$ - values $>k R)$ is too large. Because of the infinite range of the vector potential used in $A B$ scattering, scattering events "cumulate" up to infinity and the number of scattered particles eventually diverges for a beam of infinite extent. As we have seen, the difficulty may be removed by limiting the spatial extent of the incident beam, but the strong beam-size dependence of the resulting cross section is hardly acceptable as a definitive solution. Failure to incorporate the tailing-off of the vector potential as $\rho \rightarrow \infty$ (as would be the case for a realistic situation) seems to imply that the usual assumption of scattering theory that the total $\Psi$ eventually decays into the incident $\Psi_{0}$ is not met. This latter point is clearly shown by the nonperiodic solution of Eq. (37) and so both the present cyclic and noncyclic solutions are faced with serious difficulties. We believe that proper account of the tailing-off of the vector potential will lead to a correct physical solution of this question, even when an incident beam of infinite extent is used. Once this is done, the limit of the solenoid length going to infinity can be taken since then the boundary conditions on $\Psi$ at $\rho \rightarrow \infty$ will have been properly satisfied. Such a solution is not presently available, however.
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#### Abstract

The physical idea of a continual observation on a quantum system has been recently formalized by means of the concept of operation valued stochastic process (OVSP). In this article, it is shown how the formalism of quantum stochastic calculus of Hudson and Parthasarathy allows, in a simple way, for constructing a large class of OVSP's that in particular contains the quantum counting processes of Davies and Srinivas and continual "Gaussian" measurements. This result is obtained by means of a stochastic dilation of the OVSP's: at the level of the enlarged system probabilities turn out to be expressed in terms of projection valued measures associated with certain time-dependent, commuting, self-adjoint operators.


## I. INTRODUCTION

Continual measurements can be consistently introduced in quantum mechanics by using the general framework of measurement theory. In this setup, effect (or positive operator) valued measures generalize the concept of observables (usually associated with projection valued measures) and operations generalize the Von Neumann reduction postulate. ${ }^{1-4}$

Up to now, two classes of continual measurements have been independently introduced and studied: counting processes (analogous to classical Poisson processes), ${ }^{2,5-10}$ and the continual measurements of some observables with "Gaussian" instruments. ${ }^{11-20}$ In both cases the dynamics of the continually measured system is given by a quantum dynamical semigroup as for quantum open systems. In Ref. 12, operation valued stochastic processes (OVSP's) have been introduced as the mathematical objects that formalize the concept of continual measurements in quantum mechanics.

Meanwhile, the analysis of quantum open systems has led to the introduction of the concept of quantum stochastic process ${ }^{21-26}$ and the development of a quantum stochastic calculus, ${ }^{27-29}$ which enable one to construct unitary dilations of quantum dynamical semigroups ${ }^{27-29}$ and a wide class of quantum stochastic processes. ${ }^{26}$

In this paper we want to show how quantum stochastic calculus can be used for constructing a class of OVSP's which generalizes the results of Ref. 12 and includes and mixes the "Gaussian" and the "Poisson" cases. Moreover, in this way, we obtain a dilation of the irreversible dynamics to a reversible one and of the effect valued measure, describing the continual observation, to a projection valued one; at the level of the enlarged system the continually measured observables are associated with a set of self-adjoint operators commuting also at different times (in the Heisenberg picture).

The plan of the paper is as follows. In Sec. II we give the definition of OVSP and introduce the notion of characteristic operator of an OVSP. In Sec. III we sketch the formalism of quantum stochastic calculus, with emphasis on the structural properties which are needed in our work. In Sec. IV we construct a class of OVSP's by giving a dilation for them, in
some sense similar to stochastic dilations of quantum dynamical semigroups. In Sec. V we study the meaning of this dilation. For the global system the standard formulation of quantum mechanics appears to hold: commuting (at all times) self-adjoint operators are associated with the continually measured quantities, after the measurement the state of the system is given by the Von Neumann reduction postulate, etc. In Sec. VI we show how the class of continual measurements studied by Davies and Srinivas ${ }^{2,5-10}$ is included in the class of OVSP's found in Sec.IV.

## II. OPERATION VALUED STOCHASTIC PROCESSES

The most general setup for speaking of continually measured quantities is that of generalized stochastic processes (GSP). ${ }^{30,31}$ Let $\mathscr{D}$ be the nuclear space of the $n$-component, real $C^{\infty}$ functions $h(t) \equiv\left(h_{1}(t), \ldots, h_{n}(t)\right)$ on $\mathbb{R}$ with compact supports. The random variables are taken to be the elements of $\mathscr{D}^{\prime}$, the topological dual space of $\mathscr{D}$; thus, $\mathscr{D}$ ' is the "trajectory space" of the continually measured quantities. For $x \in \mathscr{D}^{\prime}$ and $h \in \mathscr{D}$, we denote by $x_{h}$ the distribution $x$ applied to the test function $h$. The subsets of $\mathscr{D}^{\prime}$ of the form $\left\{x \in \mathscr{D}^{\prime}:\left(x_{h^{(1)}}, \ldots, x_{h^{(s)}}\right) \in B\right\}$, where $B$ is a Borel subset of $\mathbf{R}^{s}$, are called cylinder sets. We equip $\mathscr{D}^{\prime}$ with the $\sigma$ algebra $\Sigma$ generated by the cylinder sets and denote by $\Sigma_{\left(t_{1}, t_{2}\right)}, t_{1}<t_{2}$, the sub- $\sigma$-algebra generated by the cylinder sets defined by test functions with supports contained in the time interval $\left(t_{1}, t_{2}\right)$.

Now, let $h$ be the Hilbert space of the measured system and denote by $T(h)$ the Banach space of the trace-class operators on $h$. An operation valued stochastic process (OVSP) is defined to be a set of linear maps $\mathscr{F}\left(t_{2}, t_{1} ; N\right), N \in \Sigma_{\left(t_{1}, t_{2}\right)}$, from $T(h)$ into itself with the following properties: (i) $\mathscr{F}\left(t_{2}, t_{1} ; N\right)$, $\forall N \in \Sigma_{\left(t_{1}, t_{2}\right)}$ is completely positive; (ii) $\mathscr{F}\left(t_{2}, t_{1} ; \cdot\right)$ is $\sigma$ additive on $\Sigma_{\left(t_{1}, t_{2}\right)}$ (convergence in the strong sense); (iii) $\mathscr{F}\left(t_{2}, t_{1} ; \mathscr{D}^{\prime}\right)$ is trace preserving (normalization); and (iv) the following Markov property holds:

$$
\begin{align*}
& \mathscr{F}\left(t_{3}, t_{2} ; M\right) \mathscr{F}\left(t_{2}, t_{1} ; N\right)=\mathscr{F}\left(t_{3}, t_{1} ; M \cap N\right), \\
& \quad \forall N \in \Sigma_{\left(t_{1}, t_{2}\right)}, \quad \forall M \in \Sigma_{\left(t_{2}, t_{3}\right)}, \quad t_{1}<t_{2}<t_{3} . \tag{2.1}
\end{align*}
$$

By properties (i)-(iii), $\mathscr{F}\left(t_{2}, t_{1} ; \cdot\right)$ is a normalized operation valued measure $(\mathrm{OVM})^{2}$ on $\sum_{\left(t_{1}, t_{2}\right)}$ for any time interval $\left(t_{1}, t_{2}\right)$ of measurement. The physical interpretation of these properties is the following: if $\rho$ is the statistical operator for the system at time $t_{1}$, then

$$
\begin{equation*}
P\left(N \mid \rho, t_{1}\right):=\operatorname{Tr}\left\{\mathscr{F}\left(t_{2}, t_{1} ; N\right)(\rho)\right\} \tag{2.2}
\end{equation*}
$$

is the probability of finding the result $x \in N\left(N \in \Sigma_{\left(t, t_{2}\right)}\right)$ and

$$
\begin{equation*}
\rho^{\prime}:=\mathscr{F}\left(t_{2}, t_{1} ; N\right)(\rho) / P\left(N \mid \rho, t_{1}\right) \tag{2.3}
\end{equation*}
$$

is the state at time $t_{2}$, conditioned upon the result $x \in N$. Property (i) is mathematically stronger than the simple positivity of quantities (2.2) and (2.3); for a physical motivation of this condition, see for instance Ref. 3.

Property (iv) ensures the consistency of the OVM's referring to different time intervals. First, by Eq. (2.1) and property (iii), we have

$$
\begin{align*}
P\left(N \mid \rho, t_{1}\right) & =\operatorname{Tr}\left\{\mathscr{F}\left(t_{2}, t_{1} ; N\right)(\rho)\right\} \\
& =\operatorname{Tr}\left\{\mathscr{F}\left(t_{3}, t_{1} ; N\right)(\rho)\right\}, \quad N \in \Sigma_{\left(t, t, t_{2}\right.}, \quad t_{1}<t_{2}<t_{3} ; \tag{2.4}
\end{align*}
$$

therefore probabilities do not depend on the future but only on the past. Then, if we introduce the conditional probability

$$
\begin{align*}
& P\left(M \mid N ; \rho, t_{1}\right):=P\left(M \cap N \mid \rho, t_{1}\right) / P\left(N \mid \rho, t_{1}\right) \\
&=\frac{\operatorname{Tr}\left\{\mathscr{F}\left(t_{3}, t_{1} ; M \cap N\right)(\rho)\right\}}{\operatorname{Tr}\left\{\mathscr{F}\left(t_{3}, t_{1} ; N\right)(\rho)\right\}}, \\
& N \in \Sigma_{\left(t_{1}, t_{2}\right)}, M \in \Sigma_{\left(t_{2}, r_{3}\right)}, t_{1}<t_{2}<t_{3}, \tag{2.5}
\end{align*}
$$

we have

$$
\begin{equation*}
P\left(M \mid N ; \rho, t_{1}\right)=P\left(M \mid \rho^{\prime}, t_{1}\right) \tag{2.6}
\end{equation*}
$$

where $\rho^{\prime}$ is given by Eq. (2.3); therefore, at any time, the whole information on the past can be represented by a statistical operator.

Note that the triple
$\left\{E^{\prime}, \Sigma_{\left(t_{1}, t_{2}\right)}, P\left(\cdot \mid \rho, t_{1}\right)\right\}, \quad$ for given $\rho, t_{1}, t_{2}$
is a GSP. ${ }^{30,31}$ Just as a GSP is uniquely determined by its characteristic functional, an OVSP is uniquely determined by its characteristic operator $\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)$ (Refs. 12 and 15$)$, defined as the mean value of $\exp \left(i x_{\varphi}\right), \varphi \in \mathscr{D}_{(t, t, t)}\left[\mathscr{D}_{(t, t, t)}\right.$ is the subspace of $\mathscr{D}$ of the functions with supports contained in $\left.\left(t_{1}, t_{2}\right)\right]$ with respect to the OVM $\mathscr{F}\left(t_{2}, t_{1} ; \cdots\right.$.

The characteristic operator $\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)$ of an OVSP has the following properties.
(a) It is a bounded linear operator from $T(\kappa)$ into itself.
(b) It is normalized, i.e.,

$$
\begin{equation*}
\operatorname{Tr}\left(\mathscr{G}\left(t_{2}, t_{1} ;[0]\right)(X)\right)=\operatorname{Tr}(X), \quad \forall X \in T(h) . \tag{2.7}
\end{equation*}
$$

(c) It is of completely positive type, i.e., the quantities

$$
\sum_{i, j=1}^{n} \alpha_{i}^{*} \mathscr{G}\left(t_{2}, t_{1} ;\left[\varphi_{i}-\varphi_{j}\right]\right) \alpha_{j}
$$

are completely positive for any choice of the integer $n$, of the complex numbers $\alpha_{i}$, and of the test functions $\boldsymbol{\varphi}_{i}(t)$.
(d) It is strongly continuous in $\varphi\left(\boldsymbol{\varphi} \in \mathscr{D}_{\left(\left\{_{1}, t_{2}\right)\right.}\right)$.
(e) It satisfies the following composition law:

$$
\begin{align*}
& \mathscr{G}\left(t_{3}, t_{2} ;\left[\varphi_{2}\right]\right) \mathscr{G}\left(t_{2}, t_{1} ;\left[\varphi_{1}\right]\right)=\mathscr{G}\left(t_{3}, t_{1} ;\left[\varphi_{1}+\varphi_{2}\right]\right) \text {, } \\
& \forall \varphi_{1} \in \mathscr{D}_{(t, t, 2)}, \quad \forall \varphi_{2} \in \mathscr{D}_{\left(t_{2}, t_{3}\right)}, \quad t_{3}>t_{2}>t_{1} . \tag{2.8}
\end{align*}
$$

Vice versa, given a set of operators $\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)$ with properties (a)-(e), there exists a unique OVSP whose characteristic operator is $\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)$. Note that, when $h=\mathbb{C}$, these properties define the characteristic functional of a classical GSP with independent values at every time. ${ }^{30}$

In this paper we shall consider only time-translation invariant OVSP's. This notion is formalized in Ref. 12; when the Schrödinger picture is chosen, for the characteristic operator time-translation invariance becomes the following.
(f) If we put $\varphi^{(\bar{t})}(t)=\varphi(t-\bar{t})$, then, $\forall \varphi \in \mathscr{D}_{(t, t, t)}$, we have

$$
\begin{equation*}
\mathscr{G}\left(t_{2}+\bar{t}, t_{1}+\bar{t} ;\left[\varphi^{(\bar{t}}\right]\right)=\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right) . \tag{2.9}
\end{equation*}
$$

By these properties, the family of operators

$$
\begin{equation*}
\mathscr{G}\left(t_{2}-t_{1}\right):=\mathscr{G}\left(t_{2}, t_{1} ;[0]\right) \equiv \mathscr{F}\left(t_{2}, t_{1} ; \mathscr{D}^{\prime}\right) \tag{2.10}
\end{equation*}
$$

is a quantum dynamical semigroup ${ }^{2}$ and gives the dynamics of the measured system [see Eq. (2.3) and Ref. 12].

Finally, let us recall that for any operator $\mathscr{A}$ in $T(K)$ it is possible to define its adjoint $\mathscr{A}^{\prime}$ in $B(h)$ (Banach space of bounded operators on $k$ ) using the duality relation between $T(k)$ and $B(k)$. In particular, in the following sections it will be useful to work with $\mathscr{G}^{\prime}\left(t_{2}, t_{1} ;[\varphi]\right)$. Moreover, using this notation, we can write the probabilities (2.2) as

$$
\begin{equation*}
P\left(N \mid \rho, t_{0}\right)=\operatorname{Tr}\left(F\left(t_{0} ; N\right) \rho\right), \quad N \in \Sigma_{\left(t_{0}, t_{j}\right)}, \tag{2.11}
\end{equation*}
$$

where, denoting by 1 the identity operator on $h$,

$$
\begin{equation*}
F\left(t_{0} ; N\right):=\mathscr{F}^{\prime}\left(t_{f}, t_{0} ; N\right)(\mathbb{1}) ; \tag{2.12}
\end{equation*}
$$

$F\left(t_{0} ; \cdot\right)$ turns out to be an effect (or positive operator) valued measure. ${ }^{1,2}$ If we consider cylinder sets and put

$$
\begin{equation*}
\widetilde{F}_{\left(h^{(1)}, \ldots, h^{(4)}\right)}\left(t_{0} ; B\right):=F\left(t_{0} ;\left(x_{h^{(1)}}, \ldots, x_{h^{(4)}}\right) \in B\right), \tag{2.13}
\end{equation*}
$$

we have that $\widetilde{F}_{(\ldots,)}\left(t_{0} ;\right)$ is an effect valued measure on the Borel $\sigma$ algebra of $\mathbb{R}^{s}$ and it can be formally obtained from the characteristic operator by taking the Fourier transform

$$
\begin{align*}
& \widetilde{F}_{\left(h^{(\prime \prime}, \ldots, h^{(s)}\right)}\left(t_{0} ; B\right) \\
&=\int_{B} d_{s} \mathbf{x} \frac{1}{(2 \pi)^{s}} \int d_{s} \mathbf{k} \exp (-i \mathbf{k} \cdot \mathbf{x}) \\
& \quad \times \mathscr{G}^{\prime}\left(t_{f}, t_{0} ;\left[\sum_{r=1}^{s} k_{r} \mathbf{h}^{(r)}(t)\right]\right)(\mathbf{1}) . \tag{2.14}
\end{align*}
$$

By similar formulas, the operations $\mathscr{F}(\cdots)$ can be reconstructed from the characteristic operator.

## III. QUANTUM STOCHASTIC CALCULUS

In this section we want to recall some results about quantum stochastic calculus and related topics, ${ }^{26-29}$ mainly for fixing notations.

Let $\mathscr{L}_{k}(-\infty,+\infty) \equiv \Gamma\left(L_{k}^{2}(-\infty,+\infty)\right)$ be the symmetric Fock space over the space of the square-integrable functions taking values in a complex separable Hilbert space $k$. We denote by $\psi(f), f \in L_{k}^{2}(-\infty,+\infty)$, the exponential vectors in the Fock space

$$
\begin{equation*}
\psi(f)=\left(1, f, \ldots,(n!)^{-1 / 2} f \otimes \cdots \otimes f, \ldots\right) ; \tag{3.1}
\end{equation*}
$$

we recall that $\left\{\psi(f) ; f \in L_{k}^{2}(-\infty,+\infty)\right\}$ is a total family in $\mathscr{L}_{k}(-\infty,+\infty)($ Ref. 32$),\left\{\left(\mathcal{F}_{i}\right) ; i=1, \ldots, n\right\}$ is a set of linearly independent vectors, if $f_{i} \neq f_{j}$ for $i \neq j$, and the following equality holds:

$$
\begin{equation*}
\langle\psi(g), \psi(f)\rangle_{\mathscr{\mathscr { L }}_{k}}=\exp \left[\langle g, f\rangle_{L_{k}^{2}}\right] \tag{3.2}
\end{equation*}
$$

In these notations the Fock vacuum is $\psi(0)$.
Similarly, one can introduce the space $\mathscr{L}_{k}(s, t) \equiv \Gamma\left(L_{k}^{2}(s, t)\right)$, for $s<t, s, t \in \mathbb{R}$. Then, there is the natural identification
$\mathscr{L}_{k}(-\infty,+\infty)=\mathscr{L}_{k}(-\infty, s) \otimes \mathscr{L}_{k}(s, t) \otimes \mathscr{L}_{k}(t,+\infty)$
in which, for $f_{1} \in L_{k}^{2}(-\infty, s), f_{2} \in L_{k}^{2}(s, t), f_{3} \in L_{k}^{2}(t,+\infty)$,

$$
\begin{equation*}
\psi\left(f_{1} \oplus f_{2} \oplus f_{3}\right)=\psi\left(f_{1}\right) \otimes \psi\left(f_{2}\right) \otimes \psi\left(f_{3}\right) \tag{3.4}
\end{equation*}
$$

Using the structure (3.3), we introduce the $W^{*}$ algebras
$\mathscr{C}(s, t):=1 \otimes B\left(\mathscr{L}_{k}(s, t)\right) \otimes 1$.
In the following we shall use the property

$$
\begin{gather*}
\left\langle\psi(0), \prod_{j=1}^{n} C_{j} \psi(0)\right\rangle=\prod_{j=1}^{n}\left\langle\psi(0), C_{j} \psi(0)\right\rangle, \\
\text { for } C_{j} \in \mathscr{C}\left(t_{j}, t_{j+1}\right), \quad t_{1}\left\langle t_{2}<\cdots\right. \tag{3.6}
\end{gather*}
$$

Now, we define the time-shift operators $S_{t}$ on $\mathscr{L}_{k}(-\infty,+\infty)$ by $^{26}$

$$
\begin{equation*}
S_{\tau} \psi(f)=\psi\left(f_{\tau}\right), \quad f_{\tau}(t)=f(t+\tau) \tag{3.7}
\end{equation*}
$$

$\left\{S_{t} ; t \in \mathbf{R}\right\}$ is a strongly continuous one-parameter group of unitary operators. Moreover, we have

$$
\begin{align*}
& S_{t} \psi(0)=\psi(0),  \tag{3.8}\\
& S_{\tau}+\mathscr{C}(s, t) S_{\tau}=\mathscr{C}(s+\tau, t+\tau) . \tag{3.9}
\end{align*}
$$

In a series of papers (see, for instance, Refs. 27-29) Hudson and Parthasarathy have developed a noncommutative stochastic calculus with respect to the basic operator processes $A_{t}, A_{t}^{+}$(quantum Brownian motion) and $\Lambda_{t}$ (gauge process). For simplicity, consider $\mathscr{L}(0,+\infty)$ $\equiv \Gamma\left(L_{\mathbf{c}}^{\mathbf{c}}(0,+\infty)\right)$; then the basic processes are defined as follows:
$A_{t}:=a\left(\chi_{[0, t]}\right), \quad A_{t}^{+}:=a^{+}\left(\chi_{[0, t]}\right), \quad t \geqslant 0$,
$\Lambda_{t} \psi(f):=-\left.i \frac{d}{d \epsilon} \psi\left(\exp \left[i \epsilon \chi_{[0, t]}\right] f\right)\right|_{\epsilon=0}, \quad t \geqslant 0$,
where $a(f)$ and $a^{+}(f)$ are the annihilation and creation operators in the Fock space defined by

$$
\begin{align*}
& a(f) \psi(g)=\langle f, g\rangle \psi(g)  \tag{3.12a}\\
& a^{+}(f) \psi(g)=\left.\frac{d}{d \epsilon} \psi(g+\epsilon f)\right|_{\epsilon=0} \tag{3.12b}
\end{align*}
$$

Note that, using the heuristic notation usually adopted in theoretical physics, we can write

$$
\begin{align*}
& A_{t}=\int_{0}^{t} d \tau a(\tau), \quad A_{t}^{+}=\int_{0}^{t} d \tau a^{+}(\tau)  \tag{3.13a}\\
& A_{t}=\int_{0}^{t} d \tau a^{+}(\tau) a(\tau) \tag{3.13b}
\end{align*}
$$

where we have introduced the boson field $a(t), a^{+}(t)$ satisfying the CCR's

$$
\begin{equation*}
\left[a(t), a^{+}\left(t^{\prime}\right)\right]=\delta\left(t-t^{\prime}\right), \quad\left[a(t), a\left(t^{\prime}\right)\right]=0 \tag{3.14}
\end{equation*}
$$

Consider now the space $h \otimes \mathscr{L}(0,+\infty)(h$ is the "initial" Hilbert space); we identify $A_{t}$ and $1 \otimes A_{t}$, etc. In this context, stochastic differentials ${ }^{28}$ are defined by

$$
\begin{equation*}
d M(t)=E(t) d \Lambda_{t}+F(t) d A_{t}+G(t) d A_{t}^{+}+H(t) d t, \tag{3.15}
\end{equation*}
$$

where $M(t), E(t), F(t), G(t), H(t)$ are adapted, which means $M(t) \in B(h) \otimes \mathscr{C}(0, t)$, etc. (or, if unbounded, they are affiliated to this algebra). The differential of a product can be evaluated by means of the quantum Ito's formula

$$
\begin{equation*}
d(M N)=(d M) N+M(d N)+(d M)(d N) \tag{3.16}
\end{equation*}
$$

and of the multiplication table

|  | $d \Lambda_{t}$ | $d A_{t}$ | $d A_{t}^{+}$ | $d t$ |
| :---: | :---: | :---: | :---: | :---: |
| $d \Lambda_{t}$ | $d \Lambda_{t}$ | 0 | $d A_{t}^{+}$ | 0 |
| $d A_{t}$ | $d A_{t}$ | 0 | $d t$ | 0. |
| $d A_{t}^{+}$ | 0 | 0 | 0 | 0 |
| $d t$ | 0 | 0 | 0 | 0 |

The following theorem allows for the construction of stochastic evolutions.

Theorem 3.1 (Hudson and Parthasarathy ${ }^{27,28}$ ): Let $R$, $W, H \in B(h), W$ unitary and $H$ self-adjoint. Then, there exists a unique strongly continuous adapted family of unitary operators on $h \otimes \mathscr{L}(0,+\infty)$ such that

$$
\begin{align*}
& d U(t)=\left\{(W-1) d \Lambda_{t}-R^{+} W d A_{t}+R d A_{t}^{+}\right. \\
&\left.-\left(\frac{1}{2} R^{+} R+i H\right) d t\right\} U(t),  \tag{3.18a}\\
& U(0)=1 \tag{3.18b}
\end{align*}
$$

The family $\{U(t), t \geqslant 0\}$ gives a unitary dilation of a quantum dynamical semigroup on $B(h)$. Indeed, let us define the operators $\mathscr{T}_{t}, t \geqslant 0$ on $B(h)$ by

$$
\begin{equation*}
\mathscr{T}_{t}(X)=E_{0}\left(U(t)^{+} X U(t)\right), \quad X \in B(h), \tag{3.19}
\end{equation*}
$$

where the vacuum conditional expectation map $E_{0}: B(h \otimes \mathscr{L}(0,+\infty)) \rightarrow B(h)$ is defined by

$$
\begin{align*}
& \left\langle u, E_{0}(J) v\right\rangle=\langle u \otimes \psi(0), J v \otimes \psi(0)\rangle, \\
& u, v \in h, \quad J \in B(h \otimes \mathscr{L}(0,+\infty)) . \tag{3.20}
\end{align*}
$$

Then, the following theorem holds.
Theorem 3.2 (Hudson and Parthasarathy ${ }^{28}$ ): $\left\{\mathscr{T}_{t}, t \geqslant 0\right\}$ is a uniformly continuous semigroup of completely positive maps on $B(h)$, whose infinitesimal generator $\mathscr{L}$ is given by

$$
\begin{align*}
\mathscr{L}(X) & =i[H, X]-\frac{1}{2}\left(R^{+} R X+X R^{+} R\right)+R^{+} X R, \\
X & \in B(h) . \tag{3.21}
\end{align*}
$$

In the following, the operators $S_{t}$ on $\mathscr{L}(-\infty,+\infty)$ defined by Eq. (3.7) and the operators $U(t)$ on $h \otimes \mathscr{L}(0,+\infty)$ defined by Eq. (3.18) will be identified with the operators $\mathbf{1}_{h} \otimes S_{t}$ and $1_{\mathscr{L}(-\infty, 0)} \otimes U(t)$, acting on $h \otimes \mathscr{L}(-\infty,+\infty)$, respectively. For $s \leqslant t \in \mathbb{R}$, we define a two-parameter family of unitary operators on $h \otimes \mathscr{L}(-\infty,+\infty)$ by

$$
\begin{equation*}
U(t, s)=S_{s}^{+} U(t-s) S_{s} \tag{3.22}
\end{equation*}
$$

In Ref. 26 it is shown that the following properties hold:

$$
\begin{align*}
& S_{\tau}^{+} U(t, s) S_{\tau}=U(t+\tau, s+\tau),  \tag{3.23a}\\
& U(t, s) \text { is strongly continuous in } s \text { and } t,  \tag{3.23b}\\
& U(t, s) \in B(h) \otimes \mathscr{C}(s, t),  \tag{3.23c}\\
& U(t, s) U(s, r)=U(t, r), \quad r \leqslant s \leqslant t . \tag{3.23d}
\end{align*}
$$

More generally, a two-parameter family of unitary operators $U(t, s)$ on $h \otimes \mathscr{L}_{k}(-\infty,+\infty)$ with the properties (3.23) is called a covariant adapted unitary evolution ${ }^{26}$ (see also Refs. 23 and 25). So, the results of Ref. 20 allow for constructing a large class of such evolutions when $k=\mathbb{C}$ or, with a trivial extension, when $k=\mathbb{C}^{N}$. The case of an infi-nite-dimensional $k$ could be treated along the lines of Ref. 29. We note also that in the general case the equation [cf. Eq. (3.19)]

$$
\begin{equation*}
\mathscr{T}_{t}(X)=E_{0}\left(U(t, 0)^{+} X U(t, 0)\right), \quad X \in B(h) \tag{3.24}
\end{equation*}
$$

defines a quantum dynamical semigroup. ${ }^{26}$

## IV. CONSTRUCTION OF OPERATION VALUED STOCHASTIC PROCESSES

Using the formalism of quantum stochastic calculus, OVSP's can be constructed. First, we establish the main result of this paper by exploiting only general structural properties. Then, we consider a particular case and obtain an explicit construction of a large class of OVSP's.

Let $\{V[\varphi] ; \varphi \in \mathscr{D}\}$ be a family of unitary operators on $\mathscr{L}_{k}(-\infty,+\infty)$ with the following properties:

$$
\begin{align*}
& V^{+}[\varphi]=V[-\varphi]  \tag{4.1a}\\
& V\left[\varphi_{1}+\varphi_{2}\right]=V\left[\varphi_{1}\right] V\left[\varphi_{2}\right] \tag{4.1b}
\end{align*}
$$

$V[\varphi] \in \mathscr{C}\left(t_{1}, t_{2}\right), \quad$ if $\operatorname{supp}(\varphi) \subset\left(t_{1}, t_{2}\right)$,
$V[\varphi]$ is strongly continuous in $\varphi$,

$$
\begin{equation*}
S_{\bar{i}} V\left[\varphi^{(\bar{z}}\right] S_{\bar{t}}^{+}=V[\varphi] \tag{4.1d}
\end{equation*}
$$

where $\operatorname{supp}(\varphi)=\cup_{s=1}^{n} \operatorname{supp}\left(\varphi_{s}\right) ;$ Equation (4.1a) and (4.1b) and unitarity imply

$$
\begin{equation*}
V[0]=1 \tag{4.2}
\end{equation*}
$$

Note that, by these properties and Eq. (3.6),

$$
\begin{equation*}
L[\varphi]:=\langle\psi(0), V[\varphi] \psi(0)\rangle \tag{4.3}
\end{equation*}
$$

is a normalized, continuous, positive definite functional on $\mathscr{D}$ with the further property

$$
\begin{align*}
& L\left[\varphi_{1}+\varphi_{2}\right]=L\left[\varphi_{1}\right] L\left[\varphi_{2}\right] \\
& \quad \text { for } \operatorname{supp}\left(\varphi_{1}\right) \operatorname{nsupp}\left(\varphi_{2}\right)=\phi \tag{4.4}
\end{align*}
$$

therefore, $L[\varphi]$ is the characteristic functional of a GSP with independent values at every time. ${ }^{30}$

Consider now the space $h \otimes \mathscr{L}_{k}(-\infty,+\infty)$ and identify $V[\varphi]$ with $1_{h} \otimes V[\varphi]$; we have the following result.

Theorem 4.1: Let $V[\varphi]$ be the family of unitary operators introduced above and $U(t, s)$ a covariant adapted evolution on $h \otimes \mathscr{L}_{k}(-\infty,+\infty)$. We define the operator $\mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)$, for $\operatorname{supp}(\varphi) \subset\left(t_{0}, t\right)$, from $B(h)$ into itself, by

$$
\begin{equation*}
\mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)(X)=E_{0}\left(U\left(t, t_{0}\right)^{+} X V[\varphi] U\left(t, t_{0}\right)\right) . \tag{4.5}
\end{equation*}
$$

Then, $\mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)$ is the adjoint of an operator $\mathscr{G}\left(t, t_{0} ;[\varphi]\right)$ on $T(h)$ with the properties (a)-(f) of Sec. II; therefore it defines a time-translation invariant OVSP.

Proof: Property (a): As we have

$$
\begin{aligned}
& \operatorname{Tr}_{h}\left\{\rho \mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)(X)\right\} \\
&= \operatorname{Tr}_{h \otimes \mathscr{L}}\left\{(\rho \otimes|\psi(0)\rangle\langle\psi(0)|) U\left(t, t_{0}\right)^{+}\right. \\
&\left.\times X V[\varphi] U\left(t, t_{0}\right)\right\},
\end{aligned}
$$

then $\mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)$ is a linear operator on $B(h)$, continuous in the ultraweak topology. ${ }^{2}$ This guarantees (see for instance Ref. 33) that a bounded linear operator $\mathscr{G}\left(t, t_{0} ;[\varphi]\right)$ exists from $T(h)$ into itself such that $\forall X \in B(h), \forall \rho \in T(h)$

$$
\operatorname{Tr}_{k}\left\{\rho \mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)(X)\right\}=\operatorname{Tr}_{k}\left\{X \mathscr{G}\left(t, t_{0} ;[\varphi]\right)(\rho)\right\}
$$

Property (b): From the definition (4.5) and Eq. (4.2), we have

$$
\mathscr{G}^{\prime}\left(t, t_{0} ;[0]\right)(1)=E_{0}\left(U\left(t, t_{0}\right)^{+} V[0] U\left(t, t_{0}\right)\right)=1,
$$

and, therefore, $\mathscr{G}\left(t, t_{0} ;[0]\right)$ is trace preserving.
Property (c): From Eqs. (4.1a) and (4.1b) and the fact that $V[\varphi]$ commutes with all $X \in B(h)$, we can write

$$
\begin{aligned}
\sum_{i, j=1}^{n} & \alpha_{i}^{*} \alpha_{j} \mathscr{G}^{\prime}\left(t_{2}, t_{1} ;\left[\varphi_{j}-\varphi_{i}\right]\right)(X) \\
= & E_{0}\left\{U\left(t, t_{0}\right)^{+}\left(\sum_{i=1}^{n} \alpha_{i}^{*} V\left[\varphi_{i}\right]^{+}\right)\right. \\
& \left.\times X\left(\sum_{j=1}^{n} \alpha_{j} V\left[\varphi_{j}\right]\right) U\left(t, t_{0}\right)\right\}
\end{aligned}
$$

By the fact that $E_{0}$ is a completely positive map, property (c) follows.

Property (d): Let $\left\{\varphi_{\alpha}\right\}_{\alpha \in I}$ be a net in $\mathscr{D}_{\left(t_{1}, t_{2}\right)}$ converging to $\varphi$; then $V\left[\varphi_{\alpha}\right]^{s} V[\varphi]$ by Eq. (4.1d). This implies that $\mathscr{G}\left(t_{2}, t_{1} ;\left[\varphi_{\alpha}\right] \stackrel{s}{\rightarrow} \mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right) ;\right.$ indeed, we have

$$
\begin{aligned}
&\left\|\mathscr{G}\left(t_{2}, t_{1} ;\left[\varphi_{\alpha}\right]\right)(\rho)-\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)(\rho)\right\|_{1} \\
&= \sup _{\substack{X \in B(k) \\
\|X\|=1}}\left|\operatorname{Tr}_{h}\left\{X\left(\mathscr{G}\left(t_{2}, t_{1} ;\left[\varphi_{\alpha}\right]\right)-\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)\right)(\rho)\right\}\right| \\
&= \sup _{\substack{X \in B(k) \\
\|X\|=1}} \mid \operatorname{Tr}_{h \otimes \mathscr{L}}\left\{X\left(V\left[\varphi_{\alpha}\right]-V[\varphi]\right) U\left(t_{2}, t_{1}\right)\right. \\
&\left.\times(\rho \otimes|\psi(0)\rangle\langle\psi(0)|) U\left(t_{2}, t_{1}\right)^{+}\right\} \mid ;
\end{aligned}
$$

the last quantity goes to zero because $V\left[\varphi_{\alpha}\right] Y \rightarrow V[\varphi] Y$ in the trace norm, $\forall Y \in T(\kappa \otimes \mathscr{L})$ (see for instance Ref. 2, p. 6).

Property (e): By using Eqs. (3.23d), (3.23c), (4.1c), and (3.6), we have

$$
\begin{aligned}
& \forall \varphi_{1} \in \mathscr{D}_{\left(t_{1}, t_{2}\right)}, \quad \forall \varphi_{2} \in \mathscr{D}_{\left(t_{2}, t_{3}\right)}, \quad t_{1}<t_{2}<t_{3}, \\
& \mathscr{G}^{\prime}\left(t_{3}, t_{1} ;\left[\varphi_{1}+\varphi_{2}\right]\right)(X) \\
& =E_{0}\left(U\left(t_{2}, t_{1}\right)^{+} U\left(t_{3}, t_{2}\right)^{+} X V\left[\varphi_{2}\right]\right. \\
& \left.\quad \times U\left(t_{3}, t_{2}\right) V\left[\varphi_{1}\right] U\left(t_{2}, t_{1}\right)\right) \\
& =E_{0}\left(U ( t _ { 2 } , t _ { 1 } ) ^ { + } E _ { 0 } \left(U\left(t_{3}, t_{2}\right)^{+} X V\left[\varphi_{2}\right]\right.\right. \\
& \left.\quad \times U\left(t_{3}, t_{2}\right) V\left[\varphi_{1}\right] U\left(t_{2}, t_{1}\right)\right) \\
& =\mathscr{G}^{\prime}\left(t_{2}, t_{1} ;\left[\varphi_{1}\right]\right) \mathscr{G}^{\prime}\left(t_{3}, t_{2} ;\left[\varphi_{2}\right]\right)(X)
\end{aligned}
$$

Therefore, $\mathscr{G}(\ldots)$ satisfies Eq. (2.8).
Property (f): Using Eqs. (3.23a) and (4.1e) and the invariance of the vacuum under time shift, we have

$$
\begin{aligned}
\mathscr{G}^{\prime}\left(t_{2}\right. & \left.+\bar{t}, t_{1}+\bar{t} ;\left[\varphi^{(\bar{i})}\right]\right)(X) \\
& =E_{0}\left(U\left(t_{2}+\bar{t}, t_{1}+\bar{t}\right)^{+} X V\left[\varphi^{(\bar{t})}\right] U\left(t_{2}+\bar{t}, t_{1}+\bar{t}\right)\right) \\
& =E_{0}\left(S_{\bar{t}}^{+} U\left(t_{2}, t_{1}\right)+X S_{t} V\left[\varphi^{(\bar{t})}\right] S_{\bar{t}}^{+} U\left(t_{2}, t_{1}\right) S_{\bar{t}}^{-}\right) \\
& =E_{0}\left(U\left(t_{2}, t_{1}\right)^{+} X V[\varphi] U\left(t_{2}, t_{1}\right)\right) \\
& =\mathscr{G}^{\prime}\left(t_{2}, t_{1} ;[\varphi]\right)(X),
\end{aligned}
$$

and, so, Eq. (2.9) holds.
Q.E.D.

Now, we consider an explicit case that allows for the construction of a large and very interesting class of OVSP's. Take $k=\mathbf{C}^{N}$, so that the Hilbert space is $h \otimes \mathscr{L}_{N}(-\infty$, $+\infty), \mathscr{L}_{N}(-\infty,+\infty) \equiv \Gamma\left(L_{\mathbf{c}^{v}}^{2}(-\infty,+\infty)\right), L_{\mathbf{c}^{N}}^{2}(-\infty$, $+\infty) \equiv \mathbf{C}^{N} \otimes L^{2}(\mathbf{R})$. In this space the basic differentials $d A_{t}^{(\lambda)}, d A_{t}^{(\lambda)}, d A_{t}^{(\lambda)}, d t(j=1, \ldots, N)$ are introduced; they can be defined for $t \geqslant 0$ as in Eqs. (3.10) and (3.11) and then shifted to all times by

$$
\begin{equation*}
S_{\tau}^{+} d \Lambda_{t}^{(j)} S_{\tau}=d \Lambda_{\tau+t}^{u}, \quad \text { etc. } \tag{4.6}
\end{equation*}
$$

Products of differentials with different indices vanish, while products of differentials with the same index are given by the multiplication table (3.17).

First, we introduce in $h \otimes \mathscr{L}_{N}(-\infty,+\infty)$ a stochastic evolution by

$$
\begin{align*}
d U\left(t, t_{0}\right)= & \left\{\sum _ { j = 1 } ^ { N } \left[\left(W_{j}-1\right) d \Lambda_{i}^{(n)}-R_{j}^{+} W_{j} d A_{i}^{(n)}\right.\right. \\
& \left.\left.+R_{j} d A_{i}^{(n)+}-\frac{1}{2} R_{j}^{+} R_{j} d t\right]-i H d t\right\} \\
& \times U\left(t, t_{0}\right),  \tag{4.7a}\\
U\left(t_{0}, t_{0}\right)= & 1 . \tag{4.7b}
\end{align*}
$$

By a trivial extension of Theorem 3.1, the operators $U\left(t, t_{0}\right)$ are unitary and enjoy properties (3.23); thus, $(U(t, s)$, $s<t \in \mathbf{R}\}$ is a covariant adapted unitary evolution.

Then, we introduce the operators $V[\varphi]$ by giving their action on the exponential vectors and extending them by linearity and closure to the whole Hilbert space

$$
\begin{align*}
V[\varphi] \psi(f)= & \exp \int_{-\infty}^{+\infty} d t\left\{\sum _ { j = 1 } ^ { N } \left[\frac{\beta_{j}}{\lambda_{j}}\left(\frac{\beta_{j}}{\lambda_{j}}+f_{j}(t)\right)\right.\right. \\
& \left.\times\left(e^{\left.i \varphi(t) \cdot \alpha^{\left(\lambda_{j}\right.}\right)}-1\right)-i \varphi(t) \cdot \alpha^{(f)} \frac{\beta_{j}^{2}}{\lambda_{j}}\right] \\
& +i \varphi(t) \cdot \mathbf{c}\} \psi\left(g^{(f)}\right), \tag{4.8}
\end{align*}
$$

where $\varphi$ is a $n$-component real integrable function and

$$
\begin{align*}
& \boldsymbol{\alpha}^{(\lambda)}, \mathbf{c} \in \mathbb{R}^{n}, \quad \lambda_{j}, \beta_{j} \in \mathbf{R},  \tag{4.9a}\\
& g_{j}^{(f)}(t)=f_{j}(t)+\left(f_{j}(t)+\frac{\beta_{j}}{\lambda_{j}}\right)\left(e^{i \varphi(t) \cdot \alpha\left(\mu_{j}\right.}-1\right) . \tag{4.9b}
\end{align*}
$$

Note that one can have $\lambda_{j}=0$ for some $j$; in this case the right-hand sides of Eqs. (4.8) and (4.9b) are defined as the limit for $\lambda_{j} \rightarrow 0$; the same convention is adopted in all the following formulas.

The operators defined by Eqs. (4.8) and (4.9) enjoy all the properties (4.1). This can be easily proved by exploiting the definition (4.8) and (4.9); moreover, operators of this kind are extensively studied in Ref. 28. Therefore, by Eq. (4.5), we can define the characteristic operator of an OVSP. Now, we want to see what the explicit structure of such a characteristic operator is.

Let us put

$$
\begin{equation*}
V\left(t, t_{0} ;[\varphi]\right):=V\left[\chi_{\left[t_{0}, t\right.} \varphi\right], \quad t \geqslant t_{0}, \quad \varphi \in \mathscr{D} . \tag{4.10}
\end{equation*}
$$

By computing $\left\langle\psi(g), V\left(t, t_{0} ;[\varphi]\right) \psi(f)\right\rangle$ from Eqs. (4.8) and (4.9) and by differentiating this quantity with respect to $t$, we obtain a differential equation for $\left\langle\psi(g), V\left(t, t_{0} ;[\varphi]\right) \psi(f)\right\rangle$. By comparing this result with the definition of quantum stochastic differential for an adapted process, ${ }^{28}$ we have that $V\left(t, t_{0} ;[\varphi]\right)$ satisfies the following stochastic differential equation:
$d V\left(t, t_{0} ;[\varphi]\right)$

$$
\begin{align*}
= & \left\{\sum _ { j = 1 } ^ { N } \left[( e ^ { i \varphi ( t ) \cdot \alpha ^ { ( \lambda _ { \lambda } } ) } - 1 ) \left(d \Lambda_{t}^{(n)}\right.\right.\right. \\
& \left.+\frac{\beta_{j}}{\lambda_{j}}\left(d A_{t}^{(n)}+d A_{i}^{(n+}\right)+\frac{\beta_{j}^{2}}{\lambda_{j}^{2}} d t\right) \\
& \left.-i \varphi(t) \cdot \alpha^{(\eta)} \frac{\beta_{j}^{2}}{\lambda_{j}} d t\right] \\
& +i \varphi(t) \cdot \mathbf{c} d t\} V\left(t, t_{0} ;[\varphi]\right) . \tag{4.11}
\end{align*}
$$

Vice versa, $V\left(t, t_{0} ;[\varphi]\right)$ is the unique solution of Eq. (4.11)(Ref. 28), with the initial condition

$$
\begin{equation*}
V\left(t_{0}, t_{0} ;[\varphi]\right)=\mathbf{1} . \tag{4.12}
\end{equation*}
$$

Now, we define

$$
\begin{align*}
& \mathscr{G}^{\prime}\left(t, t_{0} ;[\varphi]\right)(X) \\
& \quad=E_{0}\left(U\left(t, t_{0}\right)^{+} X V\left(t, t_{0} ;[\varphi]\right) U\left(t, t_{0}\right)\right), \quad \forall X \in B(h) . \tag{4.13}
\end{align*}
$$

By theorem 4.1, $\left\{\mathscr{G}^{\prime}\left(t_{2}, t_{1} ;[\varphi]\right), \varphi \in \mathscr{D}_{\left(t_{1}, t_{2}\right)}, t_{1}<t_{2} \in 1\right\}$ is the adjoint of the characteristic functional of an OVSP.

Using the quantum Itô's formula (3.16), the multiplication table (3.17), and the differential equations (4.7a) and (4.11), we obtain

$$
\begin{align*}
& d_{(t)}\left(U\left(t, t_{0}\right)^{+} X V\left(t, t_{0} ;[\varphi]\right) U\left(t, t_{0}\right)\right) \\
& =U\left(t, t_{0}\right)^{+}\left\{\sum _ { j = 1 } ^ { N } \left[\left(W_{j}^{+} X W_{j} e^{i \phi(t) \cdot \alpha^{\left(\Lambda \lambda_{j}\right.}}-X\right) d \Lambda_{t}^{(\Lambda}\right.\right. \\
& +\left(\left(R_{j}^{+}+\frac{\beta_{j}}{\lambda_{j}}\right) X e^{i q(t) \cdot \alpha^{\left(R_{\lambda_{j}}\right.}}-X\left(R_{j}^{+}+\frac{\beta_{j}}{\lambda_{j}}\right)\right) \\
& \times W_{j} d A_{i}^{(\lambda)}-W_{j}^{+}\left(\left(R_{j}+\frac{\beta_{j}}{\lambda_{j}}\right) X-X\left(R_{j}+\frac{\beta_{j}}{\lambda_{j}}\right)\right. \\
& \left.\times e^{\left.i \varphi(t) \cdot \alpha^{\left(\Lambda R_{j}\right.}\right)}\right) d A_{i}^{(n)+}+\left(R_{j}^{+} X R_{j}-\frac{1}{2}\left\{R_{j}^{+} R_{j}, X\right\}\right. \\
& +\left(R_{j}^{+}+\frac{\beta_{j}}{\lambda_{j}}\right) X\left(R_{j}+\frac{\beta_{j}}{\lambda_{j}}\right)\left(e^{i 甲(t) \cdot \mathrm{a}^{\left(1 \lambda_{j}\right.}}-1\right) \\
& \left.\left.-i \varphi(t) \cdot \alpha^{(j)} \frac{\beta_{j}^{2}}{\lambda_{j}} X\right) d t\right]+i([H, X] \\
& +\boldsymbol{\varphi}(t) \cdot \mathbf{c} X) d t\} V\left(t, t_{0} ;[\varphi]\right) U\left(t, t_{0}\right), \tag{4.14}
\end{align*}
$$

where $\{A, B\}$ is the anticommutator between $A$ and $B$. By taking the vacuum conditional expectation of Eq. (4.14) all terms containing $d \Lambda_{!}^{(\lambda)}, d A_{t}^{(\lambda)} d A_{i}^{(n)}$ vanish and a differential equation for $\mathscr{G}^{\prime}(\ldots)$ is found. For $\mathscr{G}(\ldots)$, this equation becomes

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathscr{G}\left(t, t_{0} ;[\varphi]\right)=\mathscr{K}(\varphi(t)) \mathscr{G}\left(t, t_{0} ;[\varphi]\right), \tag{4.15a}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{G}\left(t_{0}, t_{0} ;[\varphi]\right)=\mathbf{1}, \tag{4.15b}
\end{equation*}
$$

where, $\forall \rho \in T(h)$,

$$
\begin{align*}
& \mathscr{K}(\varphi)(\rho)= \mathscr{L}(\rho)+\sum_{j=1}^{N}\left[\left(R_{j}+\frac{\beta_{j}}{\lambda_{j}}\right) \rho\left(R_{j}^{+}+\frac{\beta_{j}}{\lambda_{j}}\right)\right. \\
&\left.\times\left(e^{i \varphi \cdot \alpha \omega_{\lambda_{j}}}-1\right)-i \varphi \cdot \alpha^{(j)} \frac{\beta_{j}^{2}}{\lambda_{j}} \rho\right] \\
&+i \varphi \cdot c \rho,  \tag{4.16}\\
& \mathscr{L}(\rho)=\sum_{j=1}^{N}\left(R_{j} \rho R_{j}^{+}-\frac{1}{2}\left\{R_{j}^{+} R_{j}, \rho\right\}\right)-i[H, \rho] . \tag{4.17}
\end{align*}
$$

Equation (4.17) gives the infinitesimal generator of the quantum dynamical semigroup (2.10) associated with the OVSP we have constructed.

If we take $\lambda_{j} \neq 0$, for $j=1, \ldots, M$ and $\lambda_{j}=0$, for $i=M+1, \ldots, N$, by making the replacements

$$
\begin{align*}
& \mathrm{c} \rightarrow \mathrm{c}+\sum_{j=1}^{M} \boldsymbol{\alpha}^{(\lambda)} \frac{\beta_{j}^{2}}{\lambda_{j}},  \tag{4.18a}\\
& \alpha^{(j)} \rightarrow \alpha^{(j)} / \lambda_{j}, \quad j=1, \ldots, M \\
& \alpha^{(j)} \rightarrow \alpha^{(j)} / \beta_{j}, \quad j=M+1, \ldots, N  \tag{4.18b}\\
& R_{j} \rightarrow R_{j}-\beta_{j} / \lambda_{j}, \quad j=1, \ldots, M  \tag{4.18c}\\
& H \rightarrow H+\frac{i}{2} \sum_{j=1}^{M} \frac{\beta_{j}}{\lambda_{j}}\left(R_{j}-R_{j}^{+}\right), \tag{4.18d}
\end{align*}
$$

we find that $\mathscr{K}(\varphi)$ can be written as

$$
\begin{align*}
\mathscr{K}(\varphi)(\rho)= & \mathscr{L}(\rho)+\sum_{j=1}^{M} R_{j} \rho R_{j}{ }^{+}\left(e^{i \varphi \cdot \alpha^{(\Lambda}}-1\right) \\
& +\sum_{j=M+1}^{N}\left[\left(R_{j} \rho+\rho R_{j}^{+}\right) i \varphi \cdot \alpha^{(\lambda)}\right. \\
& \left.-\frac{1}{2}\left(\varphi \cdot \alpha^{(\lambda)}\right)^{2} \rho\right]+i \varphi \cdot c \rho \tag{4.19}
\end{align*}
$$

whilst $\mathscr{L}$ does not change.
As the formal solution of Eqs. (4.15) is

$$
\begin{equation*}
\mathscr{G}\left(t_{2}, t_{1} ;[\varphi]\right)=T \exp \int_{t_{1}}^{t_{2}} d t \mathscr{K}(\varphi(t)) \tag{4.20}
\end{equation*}
$$

where $T$ means the time-ordered product, we can identify in Eq. (4.19) a Poisson and a Gaussian contribution; therefore, Eq. (4.19) generalizes the results of Ref. 12, where only the Gaussian part was found. It can be also shown (see Sec. VI) that the pure Poisson case corresponds to the class of continual measurements studied by Davies and Srinivas. ${ }^{2,5-10}$

In Ref. 12 it is shown how the moments of the continually measured quantities $\mathbf{x}(t)$ can be obtained by functional differentiation of the characteristic operator. In particular, by Eq. (4.19), for the mean values we have

$$
\begin{align*}
\left\langle x_{i}(t)\right\rangle_{\left(\rho, t_{0}\right)}= & \operatorname{Tr}\left\{\left[\sum_{j=1}^{M} \alpha_{i}^{(j)} R_{j}^{+} R_{j}\right.\right. \\
& \left.\left.+\sum_{j=M+1}^{N} \alpha_{i}^{(j)}\left(R_{j}^{+}+R_{j}\right)+c_{i}\right] \rho(t)\right\}, \tag{4.21}
\end{align*}
$$

where

$$
\begin{equation*}
\rho(t)=\exp \left[\left(t-t_{0}\right) \mathscr{L}\right](\rho) \tag{4.22}
\end{equation*}
$$

So, we can say that the continually measured quantity $x_{i}(t)$ is represented by the self-adjoint operator

$$
\begin{equation*}
C_{i}=\sum_{j=1}^{M} \alpha_{i}^{(j)} R_{j}^{+} R_{j}+\sum_{j=M+1}^{N} \alpha_{i}^{(j)}\left(R_{j}^{+}+R_{j}\right)+c_{i} \tag{4.23}
\end{equation*}
$$

## V. THE DILATION

In the previous section a certain class of OVSP's on $T(h)$ has been constructed starting from quantities defined in $h \otimes \Gamma\left(L_{\mathbf{C}^{v}}^{2}(\mathbf{R})\right)$; therefore we have also obtained a dilation of this class of OVSP's. In this section we want to show the main features of this dilation. For simplicity, we work only at a formal level, though rigorous statements could be given. By using the time-shift operators (3.7) we can define the operators

$$
T(t):=\left\{\begin{array}{l}
S_{t} U(t, 0), \quad \text { for } t \geqslant 0  \tag{5.1}\\
U(|t|, 0)^{+} S_{|t|}^{+}, \quad \text { for } t<0
\end{array}\right.
$$

$\{T(t), t \in \mathbf{R}\}$ is a strongly continuous one-parameter group of unitary operators on $h \otimes \Gamma\left(L_{\mathbf{c}^{N}}^{2}(\mathbb{R})\right)$ (Ref. 26), which gives the dynamics of the global system. We have also

$$
\begin{equation*}
S_{t} U\left(t, t_{0}\right) S_{t_{0}}^{+}=T\left(t-t_{0}\right) . \tag{5.2}
\end{equation*}
$$

Then, consider the formal solution of Eq. (4.11), with the initial condition (4.12), which is given by

$$
\begin{align*}
& V\left(t_{f}, t_{0} ;[\varphi]\right) \\
&= \exp \int_{t \in\left(t_{0}, t\right)} i \sum_{i=1}^{n} \varphi_{i}(t)\left\{\sum _ { j = 1 } ^ { N } \alpha _ { i } ^ { ( \eta ) } \left[\lambda_{j} d \Lambda_{t}^{(j)}\right.\right. \\
&\left.\left.+\beta_{j}\left(d A_{t}^{(j)}+d A_{i}^{(j)+}\right)\right]+c_{i} d t\right\} \tag{5.3}
\end{align*}
$$

no time ordering is needed because the operators $\lambda_{j} d \Lambda_{i}^{(n)}$ $+\beta_{j}\left(d A_{t}^{(\lambda)}+d A_{t}^{(\lambda)}+\right)$ commute, also at different times.

Using Eqs. (5.3), (3.8), and (4.13), we have that the effect valued measure (2.14) can be written as

$$
\begin{equation*}
\widetilde{F}_{\left(h^{(1)}, \ldots, h^{(s)}\right)}\left(t_{0} ; B\right)=E_{0}\left(P_{\left(h^{(1)}, \ldots, h^{(s)}\right)}\left(t_{0} ; B\right)\right) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{align*}
P_{\left(h^{(41)}, \ldots, h^{(r)}\right)}\left(t_{0} ; B\right):= & \int_{B} d_{s} \mathrm{x} \frac{1}{(2 \pi)^{s}} \int d_{s} \mathrm{k} \\
& \times \exp \left[i \sum_{r=1}^{s} k_{r}\left(O\left(\mathrm{~h}^{(r)} ; t_{0}\right)-x_{r}\right)\right] \tag{5.5}
\end{align*}
$$

is the projection valued measure associated with the commuting self-adjoint operators $O\left(h^{(r)} ; t_{0}\right)$ given by

$$
\begin{align*}
O\left(h^{(r)} ; t_{0}\right):= & S_{t_{0}} U\left(t_{f}, t_{0}\right)^{+} \int_{t \in\left(t_{0}, t_{j}\right)} \sum_{i=1}^{n} h_{i}^{(\gamma)}(t) \\
& \times\left\{\sum_{j=1}^{N}\left[\lambda_{j} d \Lambda_{t}^{(j)}+\beta_{j}\left(d A_{i}^{(j)}+d A_{i}^{(j)+}\right)\right]\right. \\
& \left.+c_{i} d t\right\} U\left(t_{f}, t_{0}\right) S_{t_{0}}^{+} \tag{5.6}
\end{align*}
$$

A more revealing expression can be given to the observables $O\left(\mathbf{h}^{(r)}, t_{0}\right)$. For $t_{0} \leqslant t<t_{f}$, we have

$$
\begin{align*}
& S_{t_{0}} U\left(t_{f}, t_{0}\right)^{+} d \Lambda_{t}^{(j)} U\left(t_{f}, t_{0}\right) S_{t_{0}}^{+} \\
&= S_{t_{0}} d_{(t)}\left(U\left(t_{f}, t_{0}\right)^{+} \Lambda_{t, t_{0}}^{(n} U\left(t_{f}, t_{0}\right)\right) S_{t_{0}}^{+} \\
&= S_{t_{0}} d_{(t)}\left(U\left(t, t_{0}\right)^{+} \Lambda_{t, t_{0}}^{(j)} U\left(t, t_{0}\right)\right) S_{t_{0}}^{+} \\
&= S_{t_{0}} U\left(t, t_{0}\right)^{+}\left(d \Lambda_{t}^{(\lambda)}+R_{j}^{+} W_{j} d A_{t}^{(n)}\right. \\
&\left.+W_{j}^{+} R_{j} d A_{t}^{(n)+}+R_{j}^{+} R_{j} d t\right) U\left(t, t_{0}\right) S_{t_{0}}^{+} \\
&= T\left(t-t_{0}\right)^{+} S_{-t}^{+}\left(d \Lambda_{t}^{(\lambda)}+R_{j}^{+} W_{j} d A_{t}^{(\lambda}\right. \\
&\left.+W_{j}^{+} R_{j} d A_{t}^{(n)+}+R_{j}^{+} R_{j} d t\right) S_{-t} T\left(t-t_{0}\right), \tag{5.7}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda_{t, t_{0}}^{(n)}=\int_{t^{\prime} \in\left(t_{0}, t\right)} d \Lambda_{t^{\prime}}^{(\eta)} \tag{5.8}
\end{equation*}
$$

In the third step of Eq. (5.7) we have used Eq. (3.23d) and the fact that $U\left(t_{f}, t\right) \in B(h) \otimes \mathscr{C}\left(t, t_{f}\right)$ and $\Lambda_{t, t_{0}}^{(\lambda)} \in 1 \otimes \mathscr{C}\left(t_{0}, t\right)$; in the fourth step we have used Eq. (4.7a) and the rules (3.16) and (3.17) of quantum stochastic calculus; in the fifth step Eq. (5.2) has been used. In an analogous way, we find

$$
\begin{align*}
& S_{t_{0}} U\left(t_{f}, t_{0}\right)^{+}\left(d A_{t}^{(j)}+d A_{t}^{(\rho)+}\right) U\left(t_{f}, t_{0}\right) S_{t_{0}}^{+} \\
& \quad=T\left(t-t_{0}\right)^{+} S_{-t}^{+}\left[W_{j} d A_{t}^{(j)}+W_{j}^{+} d A_{+}^{(j) t}\right. \\
& \left.\quad+\left(R_{j}+R_{j}^{+}\right) d t\right] S_{-t} T\left(t-t_{0}\right) \tag{5.9}
\end{align*}
$$

Moreover, by using Eq. (4.6), we write

$$
\begin{equation*}
S_{-t}^{+} d \Lambda{ }_{t}^{(j)} S_{-t}=d \Lambda{ }_{o}^{(j)}, \quad \text { etc. } \tag{5.10}
\end{equation*}
$$

where $d \Lambda_{o}^{()}$means the differential of the gauge process in the time interval ( $0, d t$ ). Therefore, for the observables $O\left(\mathbf{h}^{(r)} ; t_{0}\right)$ we have

$$
\begin{align*}
& O\left(\mathbf{h}^{(r)} ; t_{0}\right) \\
&= \sum_{i=1}^{n} \int_{t \in\left(t_{0}, t_{j)}\right.} h_{i}^{(n)}(t) T\left(t-t_{0}\right)^{+}\left\{\sum _ { j = 1 } ^ { N } \alpha _ { i } ^ { ( j ) } \left[\lambda_{j} d \Lambda_{o}^{(\lambda)}\right.\right. \\
&+\left(\lambda_{j} R_{j}^{+}+\beta_{j}\right) W_{j} d A_{0}^{(n)}+W_{j}^{+}\left(\lambda_{j} R_{j}+\beta_{j}\right) d A_{0}^{(n)+} \\
&\left.+\left(\lambda_{j} R_{j}^{+} R_{j}+\beta_{j} R_{j}+\beta_{j} R_{j}^{+}\right) d t\right] \\
&\left.+c_{i} d t\right\} T\left(t-t_{0}\right) \tag{5.11}
\end{align*}
$$

By Eqs. (5.4), (5.5), and (5.11) and the arbitrariness of the test functions $h^{(r)}(t)$, we can say that we have obtained a dilation of the effect valued measure associated with the considered OVSP to a projection valued measure, which is constructed along the lines of the standard formulation of quantum mechanics, starting from a set of self-adjoint operators; these operators, in the Heisenberg picture, commute also at different times.

The operation valued measure $\mathscr{F}\left(t_{f}, t_{0} ; N\right)$ (see Sec. II), defining the OVSP, can be obtained from the characteristic operator by the Fourier transform

$$
\begin{align*}
& \mathscr{F}\left(t_{f}, t_{0} ;\left(x_{\left.\left.h^{(1)}, \ldots, x_{h^{(s)}}\right) \in B\right)}\right.\right. \\
&= \int_{B} d_{s} \times \frac{1}{(2 \pi)^{s}} \int d_{s} \mathbf{k} e^{-i \mathbf{k} \cdot \mathbf{x}} \\
& \times \mathscr{G}\left(t_{f}, t_{0} ;\left[\sum_{r=1}^{s} k_{r} h^{(r)}(t)\right]\right) . \tag{5.12}
\end{align*}
$$

By using Eqs. (3.8), (4.1), (4.13), (5.3), and (5.6) we obtain for the adjoint of $\mathscr{F}(\cdots)$

$$
\begin{align*}
\prime & \left(t_{f}, t_{0} ;\left(x_{\left.\left.h^{(u 1)}, \ldots, x_{h^{(s)}}\right) \in B\right)(X)}^{=}\right.\right. \\
& \int_{B} d_{s} \times \frac{1}{(2 \pi)^{s}} \int d_{s} \mathbf{k} \exp (-i \mathbf{k} \cdot \mathbf{x}) E_{0}\left\{S_{t_{0}} U\left(t_{f}, t_{0}\right)^{+} V\left(t_{f}, t_{0} ;\left[\frac{1}{2} \sum_{r=1}^{s} k_{r} \mathbf{h}^{(r)}\right]\right)\right. \\
& \times X V\left(t_{f}, t_{0} ;\left[\frac{1}{2} \sum_{r=1}^{s} k_{r} \mathbf{h}^{(r)}\right]\right) U\left(t_{f}, t_{0} \mid S_{t_{0}}^{+}\right\} \\
= & \lim _{\epsilon \rightarrow 0^{+}} \int_{B} d_{s} \mathbf{x} \frac{1}{(2 \pi)^{s}} \int d_{s} \mathbf{k}\left(\frac{\epsilon}{4 \pi}\right)^{s / 2} \int d_{s} \eta \exp \left[-\frac{\epsilon}{4}\left(|\mathbf{k}|^{2}+|\eta|^{2}\right)-i \mathbf{k} \cdot \mathbf{x}\right] E_{0}\left\{S_{t_{0}} U\left(t_{f}, t_{0}\right)^{+}\right. \\
& \left.\times V\left(t_{f}, t_{0} ;\left[\frac{1}{2} \sum_{r=1}^{s}\left(k_{r}-\eta_{r}\right) h^{(r)}\right]\right) X V\left(t_{f}, t_{0} ;\left[\frac{1}{2} \sum_{r=1}^{s}\left(k_{r}+\eta_{r}\right) \mathbf{h}^{(r)}\right]\right) \times U\left(t_{f}, t_{0}\right) S_{t_{0}}^{+}\right\} \\
= & \lim _{\epsilon \rightarrow 0^{+}} \int_{B} d_{s} \mathbf{x} \frac{1}{(2 \pi)^{s}} \int d_{s} \mathbf{k}\left(\frac{\epsilon}{4 \pi}\right)^{s / 2} \int d_{s} \eta \exp \left[-\frac{\epsilon}{4}\left(|\mathbf{k}|^{2}+|\eta|^{2}\right)-i \mathbf{k} \cdot \mathbf{x}\right] \mathbf{E}_{0}\left\{\operatorname { e x p } \left[\frac{i}{2} \sum_{r=1}^{s}\left(k_{r}-\eta_{r}\right)\right.\right. \\
& \left.\left.\times O\left(\mathbf{h}^{(r)} ; t_{0}\right)\right] S_{t_{0}} U\left(t_{f}, t_{0}\right)^{+} S_{t_{f}}^{+} X S_{t f} U\left(t_{f}, t_{0}\right) S_{t_{0}}^{+} \exp \left[\frac{i}{2} \sum_{r=1}^{s}\left(k_{r}+\eta_{r}\right) O\left(\mathbf{h}^{(r)} ; t_{0}\right)\right]\right\} \\
= & \lim _{\epsilon \rightarrow 0^{+}} \int_{B} d_{s} \mathbf{x} \frac{1}{(2 \pi)^{s}} \int d_{s} \mathbf{k} \exp \left[-\frac{\epsilon}{4}|\mathbf{k}|^{2}-i \mathbf{k} \cdot \mathbf{x}\right] E_{0}\left\{\operatorname { e x p } \sum _ { r = 1 } ^ { s } \left(\frac{i}{2} k_{r}\left\{O\left(\mathbf{h}^{(r)} ; t_{0}\right), \cdot\right\}\right.\right. \\
& \left.\left.-\frac{1}{4 \epsilon}\left[O\left(\mathbf{h}^{(r)} ; t_{0}\right),\left[O\left(\mathbf{h}^{(r)} ; t_{0}\right) \cdot \cdot\right]\right]\right)\left(T\left(t_{f}-t_{0}\right)^{+} X T\left(t_{f}-t_{0}\right)\right)\right\} \\
= & \lim _{\epsilon \rightarrow 0^{+}}\left(\frac{1}{\pi \epsilon}\right)^{s / 2} \int_{B} d_{s} \times E_{0}\left\{\exp \left[-\frac{1}{2 \epsilon} \sum_{r=1}^{s}\left(x_{r}-O\left(\mathbf{h}^{(r)} ; t_{0}\right)\right)^{2}\right] T\left(t_{f}-t_{0}\right)^{+} X T\left(t_{f}-t_{0}\right)\right. \\
& \left.\times \exp \left[-\frac{1}{2 \epsilon} \sum_{r=1}^{s}\left(x_{r}-O\left(\mathbf{h}^{(r)} ; t_{0}\right)\right)^{2}\right]\right\} \tag{5.13}
\end{align*}
$$

Consider now the case in which all the operators $O\left(\mathbf{h}^{(r)} ; t_{0}\right)$ have purely discrete spectra. Let $P_{i}$ be the eigenprojectors and $\lambda_{r}^{(i)}$ the eigenvalues, i.e.,

$$
\begin{equation*}
O\left(\mathbf{h}^{(r)} ; t_{0}\right) P_{i}=\lambda_{r}^{(i)} P_{i}, \quad r=1, \ldots, s \tag{5.14}
\end{equation*}
$$

In this situation Eq. (5.13) gives

$$
\begin{align*}
& \mathscr{F}\left(t_{f}, t_{0} ;\left(x_{h}(1), \ldots, x_{h^{(\theta)}}\right) \in B\right)(\rho) \\
&= \sum_{i} \operatorname{Tr}_{\Gamma}\left\{T\left(t_{f}-t_{0}\right)\right. \\
&  \tag{5.15}\\
& \times P_{i} \in B \\
& P_{i}\left(\rho \otimes|\psi(0)\rangle\langle\psi(0)| \mid P_{i} T\left(t_{f}-t_{0}\right)^{+}\right\},
\end{align*}
$$

where $\mathrm{Tr}_{r}$ is the partial trace over the Fock space. Equation (5.15) can be interpreted by saying that for the global system the state after the continual measurement is given by the Von Neumann reduction postulate. In the case of not purely discrete spectra, Eq. (5.13) gives, in some sense, a formal generalization of the reduction postulate.

In conclusion, as far as the global system is concerned, we can say that continual measurements are obtained by applying the standard formulation of quantum mechanics: observables are associated with commuting self-adjoint operators, projection valued measures describe measurements, reduction postulate holds, etc. Obviously, these statements are very formal: the operators involved are "distribution valued operators" (only time smoothed operators have meaning), the spectra are not always purely discrete, etc.

## VI. THE PURE POISSON CASE

In this paper continual measurements are treated using the language of Refs. 11-18, where only the pure Gaussian case was studied; it is interesting to show explicitly how the formalism developed includes also the "quantum stochastic processes" (counting processes) of Davies and Srinivas. ${ }^{2,5-10}$

Let us consider the simplest Poisson case; take in Eq. (4.19) $M=N=1, n=1$, and $c=0$, so that the generator $\mathscr{K}(\varphi)$ can be written as
$\mathscr{H}(\varphi)(\rho)=R \rho R^{+} e^{i \alpha \varphi}-\frac{1}{2}\left\{R^{+} R, \rho\right\}-i[H, \rho]$.
Choose

$$
\begin{equation*}
\varphi\left(t^{\prime}\right)=(k / \alpha) \chi_{[t, t+\tau]}\left(t^{\prime}\right) \tag{6.2}
\end{equation*}
$$

and compute $\mathscr{G}(t+\tau, t ;[\varphi])$ from Eqs. (4.15); we obtain

$$
\begin{align*}
\mathscr{G}(t+ & \left.+\tau, t ;\left[(k / \alpha) \chi_{(r, t+\tau)}\right]\right) \\
= & \sum_{m=0}^{\infty} \int_{0}^{\tau} d \tau_{m} \int_{0}^{\tau_{m}} d \tau_{m-1} \cdots \int_{0}^{\tau_{2}} d \tau_{1} e^{i m k} \\
& \times \mathscr{U}_{\tau-\tau_{m}} J \mathscr{U}_{\tau_{m}-\tau_{m-1}} J \ldots \mathscr{U}_{\tau_{2}-\tau_{1}} J \mathscr{U}_{\tau_{1}} \tag{6.3}
\end{align*}
$$

where

$$
\begin{align*}
J(\rho)= & R \rho R^{+}  \tag{6.4a}\\
\mathscr{U}_{t}(\rho)= & \exp \left(-\frac{t}{2} R^{+} R-i t H\right) \rho \\
& \times \exp \left(-\frac{t}{2} R^{+} R+i t H\right) . \tag{6.4b}
\end{align*}
$$

Now, let us introduce the cylinder set

$$
\begin{equation*}
C_{B}=\left\{x \in \mathscr{D}^{\prime}: x_{\chi_{1, t+\pi} / \alpha} \in B\right\} ; \tag{6.5}
\end{equation*}
$$

for the operation valued measure introduced in Sec. II we obtain, using Eq. (6.3),

$$
\begin{align*}
\mathscr{F}(t+ & \left.\tau, t ; C_{B}\right) \\
= & \int_{B} d x \frac{1}{2 \pi} \int_{-\infty}^{+\infty} d k e^{-i k x} \mathscr{G}\left(t+\tau, t ;\left[\frac{k}{\alpha} \chi_{(t, t+\tau)}\right]\right) \\
= & \sum_{m=0}^{\infty} \int_{0}^{\tau} d \tau_{m} \int_{0}^{\tau_{m}} d \tau_{m-1} \cdots \int_{0}^{\tau_{2}} d \tau_{1} \mathscr{U}_{\tau-\tau_{m}} \\
& \times J \mathscr{U}_{\tau_{m}-\tau_{m-1}} J \ldots \mathscr{U}_{\tau_{2}-\tau_{1}} J \mathscr{U}_{\tau_{1}} \chi_{B}(m) \\
= & \sum_{m \in B} N_{\tau}(m), \tag{6.6}
\end{align*}
$$

where the operations $N_{\tau}(m)$ are defined by

$$
\begin{align*}
N_{\tau}(m):= & \int_{0}^{\tau} d \tau_{m} \int_{0}^{\tau_{m}} \tau_{m-1} \cdots \int_{0}^{\tau_{2}} d \tau_{1} \mathscr{U}_{\tau-\tau_{m}} J \mathscr{U}_{\tau_{m}-\tau_{m-1}} \\
& \times J \ldots \mathscr{U}_{\tau_{2}-\tau_{1}} J \mathscr{U}_{\tau_{1}}, \text { for } m \geqslant 1,  \tag{6.7a}\\
N_{\tau}(0):= & \mathscr{U}_{\tau} . \tag{6.7b}
\end{align*}
$$

The quantities $N_{\tau}(m)$ are the basic objects introduced by Davies and Srinivas [cf. Ref. 10, Eqs. (3.4)-(3.9), (3.14), (3.18), and (3.27)]; the meaning of these objects is given by the assumption that the probability of having $m$ counts in the time interval $[t, t+\tau)$, when the system is in the state $\rho(t)$ at time $t$, is given by

$$
\begin{equation*}
P(m ; \tau \mid \rho, t)=\operatorname{Tr}\left\{N_{\tau}(m)(\rho(t))\right\} \tag{6.8}
\end{equation*}
$$

Moreover, from the operations $N_{\tau}(m)$, more complicated joint probabilities can be obtained, coincidence experiments studied, etc. ${ }^{10}$

Therefore, from an OVSP of pure Poisson type we have obtained a counting process $\left\{N_{\tau}(m)\right\}$. Vice versa, given a counting process one can reconstruct an OVSP. Indeed, let $N_{\tau}(m)$ be defined by Eqs. (6.7); we can introduce the characteristic operator of this process by

$$
\begin{align*}
\mathscr{G}\left(t_{0}+\right. & \left.\tau, t_{0} ;[\varphi]\right) \\
= & \lim _{k \rightarrow+\infty} \sum_{\left\{m_{j}\right\}} \exp \left[i \sum_{j=1}^{k} m_{j} \varphi\left(t_{0}+j \frac{\tau}{k}\right)\right] \\
& \times N_{\tau / k}\left(m_{k}\right) \cdots N_{\tau / k}\left(m_{2}\right) N_{\tau / k}\left(m_{1}\right) \tag{6.9}
\end{align*}
$$

The generator of this characteristic operator is given by

$$
\begin{align*}
\mathscr{K}(\varphi(t))= & \lim _{k \rightarrow+\infty} \frac{k}{\tau}\left\{\sum_{m=0}^{\infty} e^{i m \varphi(t)} N_{\tau / k}(m)-1\right\} \\
= & \lim _{k \rightarrow+\infty} \frac{k}{\tau}\left\{\mathscr{U}_{\tau / k}+e^{i \varphi(t)}\right. \\
& \left.\times \int_{0}^{\tau / k} d \tau_{1} \mathscr{U}_{\tau / k-\tau_{1}} J \mathscr{U}_{\tau_{1}}-1\right\} \\
= & -\frac{1}{2}\left\{R^{+} R, \cdot\right\}-i[H, \cdot]+e^{i \varphi(t)} J . \tag{6.10}
\end{align*}
$$

Apart from the quantity $\alpha$, that can be reintroduced by rescaling the observables, the generators $(6.10)$ and (6.1) coincide; therefore, we have reobtained an OVSP. More generally, one can see that the OVSP's of pure Poisson type [Eq. (4.19) with $M=N$ ] coincide with the general counting processes introduced in Refs. 2 and 5-9.
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#### Abstract

The dyonium is solved exactly by path integration. The Green's function for the dyonium is separated into the monopole harmonics and the radial path integral, and the radial Green's function is found in closed form. The exact energy spectrum is also obtained. Dirac's charge quantization condition is seen to be essential for performing path integration.


## I. INTRODUCTION

For quantization of a charge-monopole system which involves the path-dependent integral of a vector potential, Feynman's path integral approach ${ }^{1}$ is generally considered ideal, but no explicit path integral calculation has yet been made available. Apparently the computational complexity has hindered its application to the monopole problem. In this paper, we report that under Dirac's charge quantization condition ${ }^{2}$ path integration can explicitly be carried out for the dyonium ${ }^{3}$ which includes the charge-monopole system as a limit. The calculation is of course not at all straightforward. The various tricks recently developed ${ }^{4-9}$ have to be effectively exploited. By presenting the path integral quantization of the dyonium, we shall achieve the following: (i) we provide a way to calculate a path integral involving the monopole potential; (ii) we separate for the first time the monopole harmonics and the radial path integral; (iii) we find the radial Green's function for the dyonium in a closed form; (iv) we derive the discrete energy spectrum of the dyonium; (v) we observe that Dirac's condition is essential for performing path integration; and (vi) we establish a unified path integral treatment of the dyonium, the hydrogen atom, and the charge-monopole system. Throughout this paper, we use units for which $\hbar=c=1$.

## II. PATH INTEGRAL FOR DYONIUM

We consider a dyonium whose Lagrangian is given by

$$
\begin{equation*}
L=\frac{1}{2} m \dot{\mathbf{r}}^{2}+q \mathbf{D} \cdot \dot{\mathbf{r}}+\alpha / r \tag{1}
\end{equation*}
$$

where $\alpha=-\left(e_{1} e_{2}+g_{1} g_{2}\right), q=e_{1} g_{2}-e_{2} g_{1}$, and

$$
\begin{equation*}
\mathrm{D}(\mathrm{r})=(x \mathrm{j}-y \mathrm{i})[ \pm 1-(z / r)] /\left(r^{2}-z^{2}\right), \tag{2}
\end{equation*}
$$

with $r^{2}=x^{2}+y^{2}+z^{2}$. Here, a light dyon mass $m$ having a dual charge ( $e_{1}, g_{1}$ ) is viewed as moving about a heavy dyon of $\left(e_{2}, g_{2}\right)$ fixed at the origin $r=0$. Evidently the hydrogen atom ( $e_{1}=-e_{2}=-e, g_{1}=g_{2}=0$ ) and the charge-monopole system ( $e_{1}=e, g_{2}=g, e_{2}=g_{1}=0$ ) are special cases. The vector potential (2) has Dirac's singularity which we choose to be in either the negative or the positive $z$ direction. The $\pm$ signs in (2) may as well correspond to the regions (a) and (b), respectively, of the $\mathrm{Wu}-\mathrm{Yang}$ potential. ${ }^{10}$

For the dyonium (1), we intend to evaluate by path integration the Green's function

$$
\begin{equation*}
G\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; E\right)=-i \int Q\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right) d \tau \tag{3}
\end{equation*}
$$

[^10]which is the Fourier transform of Feynman's propagator, ${ }^{1}$ $K\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)=\int \exp \left[i \int L d t\right] \operatorname{Dr}(t)$. Naturally the integrand of $(3)$ can be given as a path integral,
\[

$$
\begin{align*}
Q\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)= & \lim _{N \rightarrow \infty} \int_{j=1}^{N} \exp \left[i W\left(\Delta t_{j}\right)\right] \\
& \times \prod_{j=1}^{N}\left(\frac{m}{2 \pi i \Delta t_{j}}\right)^{3 / 2} \prod_{j=1}^{N-1} d \mathbf{r}_{j} \tag{4}
\end{align*}
$$
\]

having an effective short time action,

$$
\begin{equation*}
W\left(\Delta t_{j}\right)=\left(m / 2 \Delta t_{j}\right)\left(\Delta \mathbf{r}_{j}\right)^{2}+q \mathbf{D}_{j} \cdot \Delta \mathbf{r}_{j}+\left(E+\alpha / r_{j}\right) \Delta t_{j} \tag{5}
\end{equation*}
$$

where $\tau=t^{\prime \prime}-t^{\prime}, \quad t^{\prime \prime}=t_{N}, \quad t^{\prime}=t_{0}, \quad \Delta t_{j}=t_{j}-t_{j-1}$, $\mathbf{r}_{j}=\mathbf{r}\left(t_{j}\right)$, and $\Delta \mathbf{r}_{j}=\mathbf{r}_{j}-\mathbf{r}_{j-1}$. Since the action (5) involves the monopole potential as well as the Coulomb potential, the path integral (4) cannot be calculated by standard techniques. ${ }^{1}$ Fortunately we know the local time rescaling trick that has enabled us to treat the Coulomb problem, both nonrelativistic ${ }^{4,5}$ and relativistic. ${ }^{6}$ We also have a trick to handle the Aharonov-Bohm potential which depends on a single angular variable. ${ }^{7}$

## III. SEPARATIONS OF MONOPOLE HARMONICS

In order to utilize these tricks in our problem, we first transform Cartesian variables into parabolic variables $(\xi, \eta, \phi): x=\xi \eta \cos \phi, y=\xi \eta \sin \phi$, and $z=\frac{1}{2}\left(\xi^{2}-\eta^{2}\right)$. This set of variables, containing a single angular variable, is suitable for describing the vector potential term of (5) in a form similar to that of the Aharonov-Bohm case. ${ }^{7}$ Keeping in mind that $(\Delta q)^{2}$ of any generalized coordinate $q$ is of the order of $\Delta t$ in effect ${ }^{5,8}$ and that terms of $O\left[(\Delta t)^{2}\right]$ can be ignored in a short time action, ${ }^{1}$ we express ( 5 ) as

$$
\begin{align*}
W_{j}= & \frac{1}{2}(m / \Delta t)\left(\bar{\xi}^{2}+\bar{\eta}^{2}\right)\left[(\Delta \xi)^{2}+(\Delta \eta)^{2}\right] \\
& +(m / \Delta t)(\hat{\xi} \hat{\eta})^{2}[1-\cos (\Delta \phi)] \\
& +q \Delta \phi\left[ \pm 1-\left(\hat{\xi}^{2}-\hat{\eta}^{2}\right) /\left(\bar{\xi}^{2}+\bar{\eta}^{2}\right)\right] \\
& +2 \alpha \Delta t /\left(\bar{\xi}^{2}+\bar{\eta}^{2}\right)+E \Delta t \tag{6}
\end{align*}
$$

where $\bar{\xi}=\frac{1}{2}\left(\xi_{j}+\xi_{j-1}\right), \hat{\xi}=\left(\xi_{j} \xi_{j-1}\right)^{1 / 2}, \Delta \xi=\xi_{j}-\xi_{j-1}$, etc. For convenience, we have suppressed in (6) the subscript $j$ which identifies the $j$ th interval. Hereafter, we shall also employ the same convention as far as we can. By doing this, however, we do not mean that $\Delta t_{j}$ are the same for all $j$.

Next, we change the short time interval $\Delta t_{j}$ into a new interval $\Delta s_{j}$ by $\Delta t=2\left(\xi^{2}+\bar{\eta}^{2}\right) \Delta s$ as before, ${ }^{5,6}$ and put (6) into two parts, $W_{j}=-i\left(A_{j}+B_{j}\right)$, where
$A_{j}=(i m / 4 \Delta s)\left[(\Delta \xi)^{2}+(\Delta \eta)^{2}+(\hat{\xi} \hat{\eta} / \bar{\rho})^{2}\right]+4 i \Delta s\left(\alpha+E \bar{\rho}^{2}\right)$,
$B_{j}=(m / 4 i \Delta s)(\hat{\xi} \hat{\tilde{\eta}} / \bar{\rho})^{2}\left[\cos (\Delta \phi)+\delta_{ \pm} \Delta \phi\right]$,
with $\bar{\rho}^{2}=\frac{1}{2}\left(\bar{\xi}+\bar{\eta}^{2}\right) \quad$ and $\quad \delta_{ \pm}=(2 q \Delta s / m)\left[\hat{\xi}^{2}-\hat{\eta}^{2}\right.$ $\left.\mp\left(\bar{\xi}^{2}+\bar{\eta}^{2}\right)\right] /(\hat{\xi} \hat{\eta})^{2}$. As $\Delta s$ is kept small, so are $\delta_{ \pm}$. Hence we can use the relation, $\cos (\Delta \phi)+\delta \Delta \phi=\cos (\Delta \phi-\delta)+\frac{1}{2} \delta^{2}$, to change (8) into
$B_{j}=\frac{m}{4 i \Delta s}\left(\frac{\hat{\xi} \hat{\eta}}{\bar{\rho}}\right)^{2} \cos \left(\Delta \phi-\delta_{ \pm}\right)-\frac{\left(2 i q^{2} \Delta s / m\right)(\hat{\eta} / \hat{\xi})^{ \pm 2}}{\bar{\rho}^{2}}$.
Then, we use the asymptotic formula for large $|z|$, $\exp (x \cos \theta)=\Sigma \exp \left(i v \theta \widetilde{Y}_{v}(z)\right.$, where $\widetilde{I}_{v}(z)$ is the asymptotic form of the modified Bessel function $I_{v}(z)$, that is, ${ }^{9}$

$$
\begin{equation*}
\tilde{I}_{v}(z)=(2 \pi z)^{-1 / 2} \exp \left[z-\left(v^{2}-\frac{1}{4}\right) /(2 z)\right] . \tag{10}
\end{equation*}
$$

After rearranging terms, we get

$$
\begin{align*}
e^{i W_{J}}= & \left(2 \pi m \bar{\rho}^{2} / i \Delta s\right)^{1 / 2} \exp \left[(i m / 2 \Delta s)\left(\overline{\xi^{2}}+\overline{\eta^{2}}\right)\right. \\
& \left.+4 i \Delta s\left(\alpha+E \bar{\rho}^{2}\right)\right] \exp \left(2 i q^{2} \Delta s / m \bar{\rho}^{2}\right) f_{ \pm}(\xi, \eta, \phi), \tag{11}
\end{align*}
$$

where $\overline{\xi^{2}}=\frac{1}{2}\left(\xi_{j}^{2}+\xi_{j-1}^{2}\right)$, etc., and
$f_{ \pm}(\xi, \eta, \phi)=\sum_{v=-\infty}^{\infty} e^{i v \Delta \Phi} \tilde{I}_{v-q \mp q}\left(\frac{m \hat{\xi}^{2}}{2 i \Delta s}\right) \widetilde{I}_{\nu+q \mp q}\left(\frac{m \hat{\eta}^{2}}{2 i \Delta s}\right)$.

Use of Graf's addition formula ${ }^{11}$ applied to the modified Bessel functions in the asymptotic form reduces (12) into the form

$$
\begin{equation*}
f_{ \pm}(\xi, \eta, \phi)=e^{ \pm i q \Delta \phi}\left(\zeta_{+} / \zeta_{-}\right)^{2 q} \widetilde{I}_{\mp 2 q}\left(m \zeta_{+} \zeta_{-} / 2 i \Delta s\right), \tag{13}
\end{equation*}
$$

where $\zeta_{ \pm}^{2}=\hat{\xi}^{2} \exp (\mp i \Delta \phi)+\hat{\eta}^{2} \exp \left( \pm \frac{1}{2} i \Delta \phi\right)$. At this point, we must remark that Graf's formula is applicable to (12) provided that $\xi^{2} \gtrless \eta^{2}$ for $f_{ \pm}$, respectively. ${ }^{11}$ Such constraints jeopardize the chance of completing path integration. However, (13) is constraint-free in the exceptional case when $2 q=$ integer, ${ }^{11}$ i.e., when Dirac's quantization condition is satisfied. Thus, in order to proceed with our calculation, we have to adopt Dirac's condition.

Now we turn parabolic variables to polar variables $(r, \theta, \phi)$ with $r=\rho^{2}$ by $\xi=\sqrt{2} \rho \cos \left(\frac{1}{2} \theta\right), \eta=\sqrt{2} \rho \sin \left(\frac{1}{2} \theta\right)$, and $\phi=\phi$. As a result, (11) becomes

$$
\begin{align*}
e^{i W_{j}}= & \left(2 \pi m \bar{\rho}^{2} / i \Delta s\right)^{1 / 2} \exp (4 i \alpha \Delta s) \exp \left[(i m / \Delta s) \bar{\rho}^{2}\right. \\
& \left.+4 i q^{2} \Delta s /\left(2 m \bar{\rho}^{2}\right)+4 i E \bar{\rho}^{2} \Delta s\right] f_{ \pm}(\rho, \theta, \phi) \tag{14}
\end{align*}
$$

with

$$
\begin{align*}
f_{ \pm}(\rho, \theta, \phi)= & e^{ \pm i q \Delta \phi}\left(\xi_{+} / \xi_{-}\right)^{2 q} \\
& \times \widetilde{I}_{2 q}\left[(m / i \Delta s) \hat{\rho}^{2} \cos \left(\frac{1}{2} \theta\right)\right], \tag{15}
\end{align*}
$$

where $\cos \theta=\cos \theta_{j} \cos \theta_{j-1}+\sin \theta_{j} \sin \theta_{j-1} \cos (\Delta \phi)$. Note that $I_{2 q}(z)=I_{-2 q}(z)$ for $2 q=$ integer. The radial and angular variables in (15) can be separated with the aid of the expansion formula ${ }^{12}$ for large $|z|$,
$\widetilde{I}_{2 q}\left[i z \cos \left(\frac{1}{2} \theta\right)\right]=\frac{2}{i z} \sum_{l=1 q \mid}^{\infty}(2 l+1) d_{q}{ }_{q}{ }_{q}\left(\theta \widetilde{X}_{2 l+1}(i z)\right.$,
where $d_{q}{ }_{q}{ }_{q}(\theta)$ is the Wigner function having the property ${ }^{13}$

$$
\begin{equation*}
\left(\frac{\zeta_{+}}{\zeta_{-}}\right)^{2 q} d_{q}{ }_{q}(\theta)=\sum_{\mu=-l}^{l} e^{i \mu \Delta \phi} d_{\mu}{ }^{l}{ }_{-}\left(\theta_{j}\right) d_{\mu}{ }^{l}{ }_{-q}\left(\theta_{j-1}\right) \tag{17}
\end{equation*}
$$

Namely, we have

$$
\begin{align*}
& f_{ \pm}\left(\rho_{j}, \theta_{j}, \phi_{j}\right)=\frac{2 i \Delta s_{j}}{m \hat{\rho}_{j}^{2}} \sum_{l=|q|}^{\infty} \sum_{\mu=-l}^{l}\left(2 l+1 \widetilde{I}_{2 l+1}\left(\frac{m \hat{\rho}_{j}^{2}}{i \Delta s}\right)\right. \\
& \times d_{\mu}{ }^{l}{ }_{-q}\left(\theta_{j}\right) d_{\mu}{ }^{l}{ }_{-q}\left(\theta_{j-1}\right) e^{i(\mu \pm q) \Delta \phi_{j}} . \tag{18}
\end{align*}
$$

Substitution of (18) into (14) yields

$$
\begin{align*}
& e^{i W_{j}}=e^{4 i \alpha \Delta s_{j}} \frac{2 i \Delta s_{j}}{m \hat{\rho}_{j}^{2}} \sum_{T} \sum_{\mu}(2 l+1) e^{i S_{j}} \\
& \times d_{\mu}{ }^{\prime}{ }_{-q}\left(\theta_{j}\right) d_{\mu}{ }^{\prime}{ }_{-q}\left(\theta_{j-1}\right) e^{i(\mu \pm q) \Delta \phi_{j}}, \tag{19}
\end{align*}
$$

where
$S_{j}=(m / 2 \Delta s)(\Delta \rho)^{2}-\lambda(\lambda+1) \Delta s /\left(2 m \hat{\rho}^{2}\right)-\frac{1}{2} m \omega^{2} \hat{\rho}^{2} \Delta s$,
with $\lambda=\left[(2 l+1)^{2}-4 q^{2}\right]^{1 / 2}-\frac{1}{2}$ and $\omega^{2}=-8 E / m$.
Let us now perform the integration of (4) for (19) on the polar coordinate basis. With $r=\rho^{2}$, we have $d \mathbf{r}=2 \rho^{5} d \rho \sin \theta d \theta d \phi$. The angular integration can easily be done by using the orthogonality relations ${ }^{13}$

$$
\begin{align*}
& \iint \prod_{j=1}^{N} \frac{l_{j}+\frac{1}{2}}{2 \pi} d_{\mu}{ }^{l}{ }_{-q}\left(\theta_{j}\right) d_{\mu}{ }^{\prime}{ }_{-q}\left(\theta_{j-1}\right) \\
& \quad \times e^{i\left(\mu_{j} \pm q\right) \Delta \phi_{j}} \prod_{j=1}^{N-1} \sin \theta_{j} d \theta_{j} d \phi_{j} \\
& \quad=\left[\left(l^{\prime \prime}+\frac{1}{2}\right) /(2 \pi)\right] d_{\mu^{*}} l^{\prime \prime}{ }_{-q}\left(\theta^{\prime \prime}\right) d_{\mu^{\prime}} l^{\prime}{ }_{-q}\left(\theta^{\prime}\right) \\
& \quad \times e^{\left.i\left(\mu^{\prime} \pm q\right) \| \phi^{\prime \prime}-\phi^{\prime}\right)} \prod_{j=1}^{N-1} \delta\left(\mu_{j+1}, \mu_{j}\right) \delta\left(l_{j+1}, l_{j}\right) . \tag{21}
\end{align*}
$$

Consequently, we achieve the separation of three variables,

$$
\begin{align*}
Q\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)= & \sum_{t=|q|}^{\infty} Q_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right) \sum_{\mu=-l}^{l} \frac{2 l+1}{4 \pi} \\
& \times d_{\mu}{ }^{l}{ }_{-q}\left(\theta^{\prime}\right) d_{\mu}{ }^{l}{ }_{-q}\left(\theta^{\prime \prime} .\right) e^{\left.i(\mu \pm q) \phi^{\prime \prime}-\phi^{\prime}\right)} \tag{22}
\end{align*}
$$

Hence, from (3), we obtain

$$
\begin{align*}
G^{( \pm)}\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; E\right)= & \sum_{l=|q|}^{\infty} G_{l}\left(r^{\prime \prime}, r^{\prime} ; E\right) \sum_{\mu=-l}^{l} Y_{g \mid \mu}^{( \pm)^{*}}\left(\theta^{\prime}, \phi^{\prime}\right) \\
& \times Y_{q{ }^{\prime}}^{( \pm)}\left(\theta^{\prime \prime}, \phi^{\prime \prime}\right) \tag{23}
\end{align*}
$$

where $G_{l}\left(r^{\prime \prime}, r^{\prime} ; E\right)=-i \int Q_{I}\left(r^{\prime \prime}, r^{\prime} ; \tau\right) d \tau$ is the radial Green's function and $Y^{( \pm)}(\theta, \phi)=[(2 l+l) / 4 \pi]^{1 / 2} d(\theta) \exp [i(\mu$ $\pm q) \phi$ ] are the monopole harmonics. ${ }^{14}$ The $\pm$ signs in (23) correspond to the regions (a) and (b) of the Wu-Yang potential. ${ }^{10}$ Apparently, $G^{(+)}=G^{(-)} \exp \left[2 i q\left(\phi^{\prime \prime}-\phi^{\prime}\right)\right]$.

## IV. RADIAL PATH INTEGRATION

In (23), we have still to carry out the radial path integration in (22),

$$
\begin{equation*}
Q_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right)=\frac{1}{2}\left(\rho^{\prime} \rho^{\prime \prime}\right)^{-3 / 2} e^{4 i \alpha \sigma} K_{\lambda}\left(\rho^{\prime \prime}, \rho^{\prime} ; \sigma\right) \tag{24}
\end{equation*}
$$

where $r^{\prime}=\rho^{\prime 2}, r^{\prime \prime}=\rho^{\prime \prime 2}, \sigma=\tau /\left(4 \rho^{\prime} \rho^{\prime \prime}\right)$, and

$$
\begin{align*}
K_{\lambda}\left(\rho^{\prime \prime}, \rho^{\prime} ; \sigma\right)= & \left(\rho^{\prime} \rho^{\prime \prime}\right)^{-1} \lim _{N \rightarrow \infty} \int_{0}^{\infty} \prod_{j=1}^{N} \exp \left[i S_{j}\right] \\
& \times \prod_{j=1}^{N}\left(\frac{m}{2 \pi i \Delta s_{j}}\right)^{1 / 2 N-1} \prod_{j=1}^{1} d \rho_{j} \tag{25}
\end{align*}
$$

This path integral is identical in form with that for the radial propagator of the three-dimensional harmonic oscillator, which has been evaluated exactly. ${ }^{9}$ The radial Green's function in (23) has also been integrated for the hydrogen atom having $l$ in the place of $\gamma=\frac{1}{2}\left(\lambda-\frac{1}{2}\right)$. Thus, exploiting the result for the hydrogen atom ${ }^{5,6}$ and replacing $l$ by $\gamma$, we obtain the radial Green's function of the dyonium in closed form, expressed in terms of the Whittaker functions,

$$
\begin{align*}
G_{l}\left(r^{\prime \prime}, r^{\prime} ; E\right)= & \left(2 i k r^{\prime} r^{\prime \prime}\right)^{-1}[\Gamma(p+\gamma+1) / \Gamma(2 \gamma+2)] \\
& \times M_{-p, \gamma+1 / 2}\left(-2 i k r^{\prime}\right) W_{-p, \gamma+1 / 2}\left(-2 i k r^{\prime \prime}\right), \tag{26}
\end{align*}
$$

where $r^{\prime \prime}>r^{\prime}, \quad k=(2 m E)^{1 / 2}, \quad p=-i\left(m \alpha^{2} / 2 E\right)^{1 / 2}$, and $\gamma=\left[\left(l+\frac{1}{2}\right)^{1 / 2}-q^{2}\right]^{1 / 2}-\frac{1}{2}$. The poles of $\Gamma(p+\gamma+1)$ occur when $p+\gamma+1=-n_{r}\left(n_{r}=0,1,2, \ldots\right)$, giving rise to the discrete energy spectrum, $E_{n}=-m \alpha^{2} /\left(2 n^{2}\right)$, where $n=n_{r}+\frac{1}{2}+\left[\left(l+\frac{1}{2}\right)^{2}-q^{2}\right]^{1 / 2}$ and $2 q=0, \pm 1, \pm 2, \ldots$, $\pm 2 l$. This bound state energy formula is in agreement with that of Barut and Bornzin obtained by the algebraic method. ${ }^{15}$ Obviously, in the limit $\alpha=e^{2}$ and $q=0$, the radial Green's function and the energy spectrum coincide with those of the hydrogen atom. ${ }^{5.6}$ In the algebraic approach, the pure dyonium case ${ }^{15}(\alpha \neq 0)$ and the charge-monopole case ${ }^{16}$ ( $\alpha=0$ ) have been treated separately, whereas the present path integral scheme provides a framework in which the dyonium, the charge-monopole system, and the monopolium as well as the hydrogenlike atom are treated in a unified manner. The techniques used for the separation of the monopole harmonics can also be applied to such problems as the

## Pöschl-Teller and the Rosen-Morse oscillators. ${ }^{17}$

## ACKNOWLEDGMENTS

One of the authors (H.D.) wishes to thank Professor W. Gibson for his hospitality at SUNY-Albany and also gratefully acknowledges the support of the Deutscher Akademischer Austauschdienst.
${ }^{1}$ R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path Integrals (McGraw-Hill, New York, 1965).
${ }^{2}$ P. A. M. Dirac, Proc. R. Soc. London Ser. A 113, 60 (1931).
${ }^{3}$ J. Schwinger, Science 165, 757 (1969).
${ }^{4}$ I. H. Duru and H. Kleinert, Phys. Lett B 84, 184 (1979); R. Ho and A. Inomata, Phys. Rev. Lett. 48, 231 (1982).
${ }^{5}$ A. Inomata, Phys. Lett. A 101, 253 (1984).
${ }^{6}$ M. A. Kayed and A. Inomata, Phys. Rev. Lett. 53, 107 (1984).
${ }^{7}$ A. Inomata and V. A. Singh, J. Math. Phys. 19, 2318 (1978); C. Bernido and A. Inomata, ibid. 22, 715 (1981).
${ }^{8}$ D. W. McLaughlin and L. S. Schulman, J. Math. Phys. 12, 2520 (1971).
${ }^{9}$ D. Peak and A. Inomata, J. Math. Phys. 10, 1422 (1969); W. Langguth and A. Inomata, ibid. 20, 499 (1979).
${ }^{10}$ T. T. Wu and C. N. Yang, Phys. Rev. D 12, 3845 (1975).
${ }^{11}$ G. N. Watson, Theory of Bessel Functions (Cambridge U.P., London, 1966), 2nd ed., p. 359.
${ }^{12}$ Reference 11, p. 140.
${ }^{13}$ J. D. Talman, Special Functions (Benjamin, New York, 1968), p. 160.
${ }^{14}$ T. T. Wu and C. N. Yang, Nucl. Phys. B 107, 365 (1976); L. C. Biedenharn and J. D. Louck, Racah-Wigner Algebra in Quantum Theory (AddisonWesley, Reading, MA, 1981), p. 218.
${ }^{15}$ A. O. Barut and G. L. Bornzin, J. Math. Phys. 12, 841 (1971).
${ }^{16}$ R. Jackiw, Ann. Phys. (NY) 129, 183 (1980).
${ }^{17}$ A. Inomata and M. A. Kayed, Phys. Lett. A 108, 9(1985); A. Inomata and M. A. Kayed, J. Phys. A: Math. Gen. 18, L235 (1985)

# Clifford- and Grassmann-like algebras-Old and new 

A. K. Kwasniewski<br>Institute of Theoretical Physics, University of Wroclaw, Cybulskiego 36, 50-205 Wroclaw, Poland

(Received 15 March 1984; accepted for publication 15 February 1985)


#### Abstract

Algebra extensions of $\Gamma=Z_{k} \oplus \cdots \oplus Z_{k}$ ( $n$ summands) are considered as old Clifford-like algebras. Grassmann-like algebras closely related to them are introduced. New Clifford-like and another Grassmann-like algebras are defined and discussed, the generalization consisting in considering $k$-linear structures instead of only bilinear ones. Several applications are listed.


## I. INTRODUCTION

Generalizations of Clifford algebras were introduced quite independently by the authors of Refs. 1-4. In the present paper we derive, in a canonical way, an ultimate generalization of Clifford algebras so that the precedent $\mathscr{C}_{n}^{(k)}$ generalized Clifford algebras serve as an epimorphic image of the ones introduced by the author. These new $k-\mathscr{C}_{n}$ Cliffordlike algebras are naturally of primary importance for those algebraic problems of physics in which universality of the arising algebra is crucial.

In parallel, we introduce the corresponding Grass-mann-like algebras, which are expected to play a similar role with respect to Clifford-like algebras as the Grassmann ones with respect to the usual Clifford algebras.

First applications of generalized Clifford algebras date from the late 1960's, ${ }^{5,7}$ then followed by other ones in another branch of physics. ${ }^{8,9}$ The $\mathscr{C}_{n}^{(k)}$ algebras were also shown to play a decisive role in solving problems of general involutional transformations. ${ }^{10}$

Quite recently a remarkable application of these algebras was found while constructing and classifying the socalled $\epsilon$-Lie $\Gamma$-graded algebras, ${ }^{11,12}$ hence equivalently an application to modular quantization (see Ref. 13 and references therein).

It is already well known that algebra extensions (including $\mathscr{C}_{n}^{(k)}$ algebras) of finite groups as well as generalized Dirac groups form an excellent tool for deriving and classifying projective representations of finite groups; a subject of primary importance for the quantum theory of crystals. For that application see the review (Ref. 14) and Refs. 15 and 16.

Finally, let us mention some other applications. Namely, the generalized Pauli algebra and the corresponding Dirac groups were used in Ref. 17 to solve an inverse problem for harmonic vibrations of cyclic molecules not restricted to the closest neighbor approximation. It is also to be noted that generalized Clifford and Grassmann algebras are of potential importance for generalizations of the Ising model as the Onsager formula for the partition function can be transparently derived from the Clifford algebra algebraic properties only in the case of the Ising model. ${ }^{18}$

We close this incomplete list of existing or possible applications by noting that for reasons already implied by Ref. 1, the ultrageneralized complex analysis of Ref. 19 should make use of $k-\mathscr{C}_{k}$ algebras as these are the most general objects linearizing the equation that defines ultraanalyticity.

Out paper is organized as follows. In Sec. II we review generalized Clifford algebras ${ }^{2}$ in the language of group alge-
bras and algebra extensions, ${ }^{4}$ and then (in Sec. III) in the language of commutative $\delta$-Lie $\Gamma$-graded algebras. ${ }^{11,12}$ The latter enables us to introduce a class of new Grassmann-like algebras $G_{\rho}$ in Sec. III. An intermediate section (Sec. IV) serves to introduce some sort of algebras important for subsequent use in Sec. V. Finally, in Sec. V we introduce a new generalization of the usual $\mathscr{C}_{n}^{(2)}$ Clifford algebras and corresponding Grassmann-like ones. A class of their matrix representation is also given there.

The generalization of Sec. V consists in considering $k$ linear structures instead of only bilinear ones, and represents the main goal of the paper.

## II. PRELIMINARIES

Let $D_{n, k}$ be the group generated by its $\omega, \gamma_{1}, \ldots, \gamma_{n}$ elements satisfying

$$
\begin{aligned}
& \omega \gamma_{i}=\gamma_{i} \omega, \quad \gamma_{i}^{k}=\omega^{k}=1, \quad \gamma_{i} \gamma_{j}=\omega \gamma_{j} \gamma_{i} \\
& \quad i<j, \quad i, j=1, \ldots, n .
\end{aligned}
$$

$D_{n, k}$ is called the generalized Dirac group in the following. This is the meta-Abelian group of order $k^{n+1}$ and $D_{n, k}$ is a special central group extension of $Z_{k}$ by $\Gamma \equiv Z_{k} \oplus \cdots \oplus Z_{k}$ ( $n$ summands) because of an exact sequence

$$
1 \rightarrow Z_{k} \rightarrow D_{n, k} \rightarrow \Gamma \rightarrow 1,
$$

$Z_{k}$ being a subgroup of the center of $D_{n ; k}$ (we make no distinction between isomorphic structures). The matrix form of $\gamma_{1}, \ldots, \gamma_{n} \in D_{n ; k}$ may be found in Ref. 2, while $\omega$ is the primitive $k$ th root of unity. Here, $D_{n ; 2}$ is the well-known group of Dirac $\gamma$ matrices for Euclidean spaces. Generalization of the "pseudo-Euclidean" Dirac $\gamma$ matrices is also known. ${ }^{2}$ The group $D_{n ; k}$ belongs to the family of $k^{n(n+1 / 2}$ inequivalent central group extensions of $Z_{k}$ by $\Gamma$ as they are in one-to-one correspondence ${ }^{4(a)}$ with the elements of second cohomology groups $H^{(2)}\left(\Gamma, Z_{k}\right) \simeq Z_{k} \oplus \cdots \oplus Z_{k}[n(n+1) / 2$ summands].

The group algebra $\mathbb{C}\left[D_{n ; 2}\right]$ of $D_{n ; 2}$ over $\mathbb{C}$ contains the familiar Clifford algebra $\mathscr{C}_{n}^{(2)}$. Of course $\mathbb{C}\left[D_{n ; k}\right]$ is semisimple and $\mathscr{C}_{n}^{(k)}$, the generalized Clifford algebra generated over $\mathbb{C}$ by $\gamma_{1}, \ldots, \gamma_{n}$ (See Ref. 2), is a two-sided ideal of $\mathbb{C}\left[D_{n ; k}\right]$. Hence $\mathscr{C}_{n}^{(k)}$ is an irreducible (reducible) representation for $n=2 v(n=2 v+1)$ of the group algebra $\mathbb{C}\left[D_{n, k}\right]$. While the generalized Dirac group $D_{n ; k}$ is the special central group extension $1 \rightarrow Z_{k} \rightarrow G \rightarrow \Gamma \rightarrow 1$, the generalized Clifford algebra is a special case of algebra extension of $\Gamma$ over $\mathbb{C}$ where ${ }^{4(\mathrm{~b})}$ the following definition holds.

Definition: An algebra $\mathscr{C}$ is an algebra extension of $\Gamma$
over $\mathbb{C}$ iff
(1) $\mathscr{C}=\underset{\alpha \in \Gamma}{\oplus} \mathscr{C}_{\alpha}($ is $\Gamma$ graded $)$,
(2) $\operatorname{dim} \mathscr{C}_{\alpha}=1, \quad \mathscr{C}_{\alpha} \mathscr{C}_{\beta}=\mathscr{C}_{\alpha+\beta}, \quad \alpha, \beta \in \Gamma$.

It is known ${ }^{4(\mathrm{a})}$ that there exists a bijective correspondence between isomorphic classes of algebra extensions of $\Gamma$ over $\mathbb{C}$ and cohomology classes of $H^{(2)}(\Gamma, \mathrm{C}) \simeq P_{\text {as }}\left(\Gamma, \mathbb{C}^{*}\right)$, where $P_{\mathrm{as}}\left(\Gamma, \mathbb{C}^{*}\right)$ denotes the group of all antisymmetric pairings, i.e., mappings $\delta: \Gamma \times \Gamma \rightarrow \mathrm{C}^{*}$ which are (1) bimorphisms and (2) $\delta(\alpha, \alpha)=1, \alpha \in \Gamma . A s H^{2}\left(\Gamma, \mathbb{C}^{*}\right) \simeq Z_{k} \oplus \cdots \oplus Z_{k}[n(n-1) /$ 2 summands] we have $k^{n(n-1) / 2}$ different algebra extensions $\mathscr{C}_{\delta}\left[\delta \in P_{\text {as }}\left(\Gamma, \mathbb{C}^{*}\right)\right]$ of $\Gamma$ over $\mathbb{C}$. We can think of $\mathscr{C}_{\delta}$ as the algebra generated by generators $\gamma_{1}, \ldots, \gamma_{n}$ satisfying

$$
\gamma_{i} \gamma_{j}=\omega_{i j} \gamma_{j} \gamma_{i}, \quad \gamma_{i}^{k}=1, \quad i, j=1, \ldots, n
$$

where $\omega_{i j}=\delta\left(s_{i}, s_{j}\right)$, while $\left\{s_{i}\right\}_{i=1}^{n}$ are generators of $\Gamma$ and $\delta \in P_{\text {as }}(\Gamma, \mathbb{C})$. Because $\delta$ is an antisymmetric pairing, $\omega_{i j}$ $=\omega^{\alpha_{i j}}$, where $\alpha_{i j} \in \mathrm{Z}_{k}, \omega$ is the primitive $k$ th root of unity and this $\left(\alpha_{i j}\right)=(n \times n)$ matrix is antisymmetric in the sense of a $Z_{k}$ ring. Note that the additive group of these $\left(\alpha_{i j}\right)$ matrices is isomorphic to $H^{2}\left(\Gamma, \mathbb{C}^{*}\right)$.

For any $\delta \in P_{\text {as }}\left(\Gamma, \mathbb{C}^{*}\right)$, we then have

$$
\delta(\alpha, \beta)=\omega^{\langle\alpha \mid A \beta\rangle}, \quad \alpha, \beta \in \Gamma,
$$

where $A=\left(\alpha_{i j}\right)$ matrix and $\langle\alpha \mid \beta\rangle=\Sigma_{i=1}^{n} \alpha_{i} \beta_{i}, \alpha_{i}, \beta_{i} \in Z_{k}$. The special choice of $A$, namely $\alpha_{i j}=1$ for $i<j$ gives $\mathscr{C}_{n}^{(k)}$ generalized Clifford algebras.

Though these Clifford-like algebras $\mathscr{C}_{\delta}$ are different as algebra extensions some of them are isomorphic to each other as algebras. Which? The notion of annihilator $N_{\delta} \subset \Gamma$ is crucial to answer that question. The subgroup $N_{\delta}$, is defined as the set $N_{\delta}=\{\alpha \in \Gamma ; A \alpha=0\}$, i.e., the "kernel" of the $A$ matrix. It is trivial to note that if $N_{\delta}=\Gamma$ then $\mathscr{C}_{\delta}$ $=\mathbb{C} \oplus \cdots \oplus \mathbb{C}\left(k^{n}\right.$ summands). On the other hand, for $N_{\delta}=\{0\}$ (this holds iff $\operatorname{det} A$ is comprime with $k$ ) the algebra $\mathscr{C}_{\delta}$ is simple; therefore $\mathscr{C}_{\delta} \simeq M_{k^{\prime}}(\mathbb{C}) ; 2 v=n$ and $M_{d}(\mathrm{C})$ denotes the matrix algebra of all $(d \times d)$ complex matrices. In general, any algebra extension $\mathscr{C}_{\delta}$ of $\Gamma$ over $\mathbb{C}$ is of the form ${ }^{4(b),(c)}$

$$
\mathscr{C}_{\delta} \simeq M_{d} \oplus \cdots \oplus M_{d} \quad(\mu \text { summands })
$$

where $k^{n}=\mu d^{2}$ and $\mu=$ order of $N_{\delta}$. This condition follows from the fact that $\mathscr{C}_{\delta}$ exists iff $\Gamma / N_{\delta}$ is of symmetric type. Of course for any $\delta \in P_{\text {as }}\left(\Gamma, \mathrm{C}^{*}\right): \operatorname{dim} \mathscr{C}_{\delta}=k^{n}$ and the center $Z\left(C_{\delta}\right)$ of the Clifford-like algebra $C_{\delta}$ is determined by $N_{\delta}$. Namely,

$$
Z\left(C_{\delta}\right)=\underset{x \in N_{\delta}}{\oplus} \mathbb{C}_{x}, \quad \mathbb{C}_{x} \simeq \mathbb{C}
$$

Finally, we give an example.
Example 1: Consider for illustration the case $\Gamma$ $=Z_{3} \oplus Z_{3} \oplus Z_{3}$. We then have 27 different algebra extensions. However, we obtain that way only two nonisomorphic algebras; $\mathscr{C}_{1} \simeq \mathrm{C} \oplus \cdots \oplus \mathbb{C}$ (27 summands) and $\mathscr{C}_{\delta} \simeq \mathscr{C}_{3}^{(3)}$ $\simeq M_{3} \oplus M_{3} \oplus M_{3}$ for $\delta \neq 1$. It is easy to see that for all $28 \delta$ 's different from $1, N_{\delta} \simeq Z_{3}$.

These $\mathscr{C}_{\delta}$ Clifford-like algebras were applied to construct and classify ${ }^{11,12} \epsilon$-Lie $\Gamma$-graded algebras of potential importance for physics, as defined below.

## III. GRASSMANN-LIKE ALGEBRAS $G_{\rho}$

$\mathscr{C}_{\delta}$ Clifford-like algebras provide an example of $\delta$-Lie $\Gamma$-graded commutative algebras ${ }^{11,12}$ and this point of view enables one to introduce Grassmann-like algebras along the same lines. For completeness we start with the necessary definitions.

Definition: $\epsilon: \Gamma \times \Gamma \rightarrow \mathbb{C}^{*}$ is said to be a commutation factor iff (1) $\epsilon$ is a biomorphism, and (2) $\epsilon(\alpha, \beta) \epsilon(\beta, \alpha)=1$, $\boldsymbol{\alpha}, \boldsymbol{\beta} \in \Gamma$.

In the case of $\Gamma$ admitting a $\Gamma_{0}$ subgroup of index 2 one comes up with the following definition.

Definition: Let $\Gamma=\Gamma_{0} \cup \Gamma_{1}, \epsilon_{0}$ is said to be the Grassmann commutation factor iff

$$
\epsilon_{0}: \Gamma \times \Gamma \rightarrow \mathbb{C}^{*}, \quad \epsilon_{0}(\alpha, \beta)=\left\{\begin{array}{cc}
-1, & \alpha, \beta \in \Gamma_{1} \\
1, & \text { otherwise }
\end{array}\right.
$$

The group of commutation factors is given by either $P_{\mathrm{as}}\left(\Gamma, \mathrm{C}^{*}\right) \cup \epsilon_{0} P_{\mathrm{as}}\left(\Gamma, \mathrm{C}^{*}\right)$ or $P_{\mathrm{as}}\left(\Gamma, \mathrm{C}^{*}\right)$ depending on whether $\Gamma$ admits the $\Gamma_{0}$ subgroup of index 2 or not. ${ }^{11,12}$

The $\epsilon$-Lie $\Gamma$-graded algebra is then defined as follows.
Definition: Let $L$ be a $\Gamma$-graded vector space equipped with bilinear mapping $\langle\rangle:, L \times L \rightarrow L$. Let $x_{\alpha}, y_{\beta}, z_{0} \in L$, $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma} \in \Gamma$, denote homogeneous elements. We then say $L$ is a $\epsilon$-Lie $\Gamma$-graded algebra iff it is a $\Gamma$-graded algebra under (, ) multiplication and
(1) $\alpha, \beta \in \Gamma, \quad\left\langle x_{\alpha}, y_{\beta}\right\rangle=-\epsilon(\alpha, \beta)\left\langle y_{\beta}, x_{\alpha}\right\rangle$
( $\epsilon$ skew symmetric),

$$
\begin{align*}
\alpha, \beta, \gamma \in \Gamma, \quad\left\langle x_{\alpha},\left\langle y_{\beta}, z_{\gamma}\right\rangle\right\rangle= & \left\langle\left\langle x_{\alpha}, y_{\beta}\right\rangle, z_{\gamma}\right\rangle  \tag{2}\\
& +\epsilon(\alpha, \beta)\left\langle y_{\beta},\left\langle x_{\alpha}, z_{\gamma}\right\rangle\right\rangle \\
& (\epsilon \text { Jacobi identity }),
\end{align*}
$$

where $\epsilon$ is a commutation factor.
Still one more definition is necessary.
Definition: Let $U$ be an associative $\Gamma$ graded algebra. Then ass $U$ is said to be an $\epsilon$-Lie $\Gamma$-graded algebra associated to $U$ iff (1) ass $U=U$ as $\Gamma$-graded vector spaces and (2) 〈, >: ass $U \times$ ass $U \rightarrow$ ass $U$ is defined via

$$
\left\langle x_{\alpha}, y_{\beta}\right\rangle=x_{\alpha} y_{\beta}-\epsilon(\alpha, \beta) y_{\beta} x_{\alpha}
$$

One sees now that ass $\mathscr{C}_{\delta}$ is a commutative $\delta$-Lie $\Gamma$ graded algebra, hence $\mathscr{C}_{\delta}$ is an epimorphic image of the universal enveloping algebra of a commutative $\delta$-Lie $\Gamma$ graded algebra (see Ref. 20, p. 26). This is seen in the following way.

Let $V$ be a maximally $\Gamma$-graded vector space, i.e., $V=\oplus_{\gamma \in \Gamma} V_{\gamma}$, div $V_{\gamma}=1$. Let $S_{\delta}=T / I_{\delta}$ be the $\delta$ symmetric algebra of $V$, where $T$ is the tensor algebra of $V$ while $I_{\delta}$ is an ideal of $T$ generated by the elements

$$
x_{\alpha} \otimes y_{\beta}-y_{\beta} \otimes x_{\alpha} \delta(\alpha, \beta), \quad \alpha, \beta \in \Gamma .
$$

Of course the vector space $V$ can be considered as a commutative $\delta$-Lie $\Gamma$-graded algebra, where, by definition, $\left\langle x_{\alpha}, y_{\beta}\right\rangle=0, \alpha, \beta \in \Gamma$. Then $S_{\delta}$ is the universal enveloping algebra of this $\delta$-commutative $\delta$-Lie $\Gamma$-graded algebra $V$, and $S_{\delta}$ may be identified with the algebra of all polynomials in the basis elements $\left\{x_{\alpha}\right\}_{\alpha \in \Gamma}$ of $V$, which satisfy relations

$$
x_{\alpha} x_{\beta}=\delta(\alpha, \beta) x_{\beta} x_{\alpha}
$$

Of course, $\left(x_{\alpha}\right)^{k} \in Z\left[S_{\delta}\right]$ as $\delta(0, \beta)=\delta(\beta, 0)=1, \beta \in \Gamma$. Also, $S_{\delta}$ is naturally $\Gamma$-graded with the grading by that of $V$, i.e.,

$$
\begin{aligned}
& x_{\alpha_{1}} \cdots x_{\alpha_{r}} \in\left(S_{\delta}\right)_{\gamma} \\
& \quad \text { iff } \sum_{i=1}^{r} \alpha_{i}=\gamma, \quad \alpha_{i}, \gamma \in \Gamma, \quad S_{\delta}=\underset{\gamma \in \Gamma}{\oplus}\left(S_{\delta}\right)_{\gamma} .
\end{aligned}
$$

The center $Z\left[S_{\delta}\right]$ is not trivial as it contains the subalgebra $W\left[\left\{Z_{\alpha}\right\}\right]$ of all polynomials in variables $\left\{Z_{\alpha}\right\}_{\alpha \in \Gamma} Z_{\alpha}$ $\equiv\left(x_{\alpha}\right)^{k}$, independently of the $\delta$ chosen.

Because of the commutative diagram

where $\pi_{0}$ is the trivial isomorphism ass $S_{\delta} \rightarrow$ ass $S_{\delta}, \pi$ is the epimorphism ass $S_{\delta} \rightarrow$ ass $\mathscr{C}_{\delta}$, and $\tau$ is the epimorphism of the $\Gamma$-graded associative algebras, $\mathscr{C}_{\delta}$ is a $\tau$ epimorphic image of $S_{\delta}$, epimorphism $\tau$ being that sending $\left(x_{\alpha}\right)^{k} \alpha \in \Gamma$ into $\mathbf{1} \in \mathscr{C}_{\delta}$.

With the $\Gamma$-graded vector space $V$ given, this commutative diagram provides a definition of $\mathscr{C}_{\delta}$ with $\tau$ being that above, i.e.,

## $\mathscr{C}_{\delta} \simeq S_{\delta} /$ ker $\tau$.

This seemingly affected presentation of $\mathscr{C}_{\delta}$ Cliffordlike algebras opens the way to introduce Grassmann-like algebras $\mathscr{G}_{\rho}$ along the same lines. Namely, consider now $S_{\rho}=T / I_{\rho}$ with $\rho=\epsilon_{0} \delta ; \delta \in P_{\text {as }}\left(\Gamma, \mathbb{C}^{*}\right)$, where $\Gamma$ admits a $T_{0}$ subgroup of index 2. Again we have the commutative diagram

where this time the epimorphism $\rho$ of $\Gamma$ graded algebras ( $S_{\delta}$ onto $\left.\mathscr{G}_{\rho}\right)$ sends all $\left(x_{\alpha}\right)^{k}, \alpha \in \Gamma$ into zero. Hence
$\mathscr{G}_{\rho} \sim S_{\rho} / \operatorname{ker} \rho$.
We shall consider now some examples of these new Grassmann-like algebras.

Example 2: Consider $\Gamma=Z_{2} \oplus Z_{2} \oplus Z_{2}, \Gamma=\Gamma_{0} \cup \Gamma_{1}$, where $\quad \Gamma_{0}=\{(1,1,0),(1,0,1),(0,1,1),(0,0,0)\} \quad$ and $\Gamma_{1}=\{(1,0,0),(0,1,0),(0,0,1),(1,1,1)\}$. Define $\quad \theta_{i}=x_{s_{i}}$, $i=1,2,3$ with $s_{i}$ generators of $\Gamma, \theta_{i} \in \mathscr{G}_{\rho}$.
(1) Take $\delta \equiv 1$, then $\left\{\theta_{i}, \theta_{j}\right\}=0 i, j=1,2,3$ and $\mathscr{G}_{\epsilon_{0}}$ is the usual Grassmann algebra generated by 1 and $\left\{\theta_{i}\right\}_{i=1}^{3}$.
(2) Take $\delta \neq 1, \delta \leftrightarrow A=\left(\alpha_{i j}\right), \alpha_{i j} \in Z_{2}, A \neq 0$. Then $\left(\rho=\delta \epsilon_{0}\right)_{\rho}$ is the algebra generated by 1 and $\left\{\theta_{i}\right\}_{i=1}^{3}$, which satisfy this time
$\theta_{i} \theta_{j}+(-1)^{\alpha_{i j}} \theta_{j} \theta_{i}=0, \quad i \neq j, \quad \theta_{i}^{2}=0, \quad i, j=1,2,3$.
It is now clear how to construct $\mathscr{G}_{\rho}$ Grassmann-like algebras for any $\Gamma$ admitting a $\Gamma_{0}$ subgroup of index 2 . For a given $\Gamma$ some Grassmann-like $\mathscr{G}_{\rho}$ algebras are isomorphic as algebras, the problem being similar to the one considered for $\mathscr{C}_{\delta}$ algebras.

Note: For any $\Gamma$ of even order there exists a subgroup $\Gamma_{0}$ of index. 2.

Note: Any usual Grassmann algebra can be obtained as in Example 2 for $\Gamma=Z_{2} \oplus \cdots \oplus Z_{2}$ (in summands) with $\Gamma_{0}$ and $\Gamma_{1}$ chosen according to the same rule as

$$
\sum_{i=0}^{[n / 2]}\binom{n}{2 i+1}=2^{n-1}=\text { order of } \Gamma_{0}=\frac{1}{2} \text { order of } \Gamma .
$$

To end these considerations we find it interesting to give one more simple example.

Example 3: Let $\Gamma=Z_{2 l} ; \quad \Gamma_{0}=\{2 i ; i=0, \ldots, l-1\}$, $\Gamma_{l}=\{2 i+1 ; i=0, \ldots, l-1\}$. Since $H^{2}\left(Z_{k}, \mathbb{C}^{*}\right) \simeq\{0\}$, we have only one $\delta$ and $\delta \equiv 1$. Therefore, we end up with only one Grassmann-like algebra $\mathscr{G}_{\epsilon_{0}}(l)$. Note that the $\epsilon_{0}$ commutation factor now can be written as

$$
\epsilon_{0}(\alpha, \beta)=(-1)^{\alpha \beta}, \quad \alpha, \beta \in Z_{2 l} .
$$

$\mathscr{G}_{\epsilon_{0}}(l)$ is the algebra generated by 1 and $\theta, \theta^{l}=0$. However, note that $\mathscr{G}_{\epsilon_{0}}(1)=\mathscr{G}_{\epsilon_{0}}(2)$ for $l \geqslant 2$ because for $l \geqslant 2$ $\theta^{4}=0$.

## IV. THE ALGEBRAS $\mathscr{C}\left({ }_{\left[\beta_{1}, \ldots, \beta_{n}\right]}^{(k)}\right.$

We consider now, for completeness, the dimodule algebra construction of $\mathscr{C}_{n}^{(k)}$ algebras. ${ }^{21}$ The $\mathscr{C}_{\left\{\beta_{1}, \ldots, \beta_{n}\right\}}^{(k)}$ algebra, defined below, is important for the forthcoming application. Consider the generalized Pauli algebra $\mathscr{C}_{2}^{(k)}$. This is a special case of (central simple) generalized quaternion algebra $A_{\omega}(a, b), a, b \in \mathbb{C}^{*}$ (discussed in Ref. 22, Sec. 15), i.e., $\mathscr{C}_{2}^{(k)}$ $=A_{\omega}(1,1)$.

In Ref. 21, it was observed that $A_{\omega}(a, b)$ $=\mathscr{C}_{a}^{(k)} \# \mathscr{C}_{(b)}^{(k)}$, where $\mathscr{C}_{(a)}^{(k)}$ is the $Z_{k}$ dimodule algebra generated by $\lambda$ subjected to the relation $\lambda^{k}=a \mathbf{1}, a \in \mathbb{C}^{*}$, and \# denotes the smash product of dimodule algebras. ${ }^{21}$ The $Z_{k}$ group action on $\mathscr{C}_{(a)}^{(k)}$ is defined via $\lambda \rightarrow \omega \lambda$. A similar generalization of $\mathscr{C}_{n}^{(k)}$ is an algebra $\#_{i=1}^{n} \mathscr{C}^{(k)}\left(a_{i}\right), a_{i} \in \mathbb{C}^{*}$, the generators $\gamma_{1}, \ldots, \gamma_{n}$ of which satisfy relations $\gamma_{i}^{k}=1 a_{i}, \gamma_{i} \gamma_{j}$ $=\omega \gamma_{j} \gamma_{i}, i<j, i, j=1, \ldots, n$.

With the help of the smash product of $Z_{k}$-graded dimodule algebras one can obtain, besides $\mathscr{C}_{n}^{(k)}$-algebra extension of $\Gamma$, some other algebra extensions. Here they are as follows: let $\mathscr{C}_{B}^{(k)}$ be the $k$-dimensional algebra over $\mathbb{C}$ with the basis $1, \lambda, \ldots, \lambda^{k-1}$, where $\lambda^{k}=1$. Take the grade of $\lambda$ to be $\beta \in Z_{k}$ and let $\beta$ be comprime with $k$. Define the $Z_{k}$ action on $\mathscr{C}_{\beta}^{(k)}$ via $\kappa \in Z_{k},{ }^{\kappa} \lambda=\omega^{\beta} \lambda$. Then $\mathscr{C}_{\beta}^{(k)}$ becomes a dimodule algebra. Consider now the smash product

$$
\mathscr{C}_{\beta_{1}}^{(k)} \# \mathscr{C}_{\beta_{2}}^{(k)} \# \cdots \# \mathscr{C}_{\beta_{n}}^{(k)} \equiv \mathscr{C}_{\left\{\beta_{1}, \ldots, \beta_{n}\right\}}^{(k)} .
$$

Its generators,

$$
\begin{aligned}
& \gamma_{1}=\lambda_{1} \# 1 \# \cdots \# 1, \\
& \gamma_{2}=1 \# \lambda_{2} \# 1 \cdots \# 1, \\
& \cdot \\
& \cdot \\
& \cdot \\
& \gamma_{n}=1 \# \cdots \# 1 \# \lambda_{n}
\end{aligned}
$$

then satisfy

$$
\begin{aligned}
& \gamma_{i} \gamma_{j}=\omega^{\beta_{j}} \gamma_{j} \gamma_{i}, \quad i>j, \\
& \gamma_{i}^{k}=\mathbf{1}, \quad i, j=1, \ldots, n
\end{aligned}
$$

For any choice of $\beta_{1}, \ldots, \beta_{n} \in Z_{k}(\beta$ 's comprime with $k)$ we obtain "several" algebra extensions $\mathscr{C}_{\left.\left(\alpha \beta_{1}\right), \ldots, \sigma\left(\beta_{n}\right)\right]}^{(k)}, \sigma \in S_{n}$. (The $S_{n}$ group of permutations $\equiv$ symmetric group.) All these extensions are isomorphic as algebras.

## V. THE UNIVERSAL $k-\mathscr{C}_{n}$ CLIFFORD ALGEBRAS

Up to now we have presented Clifford-like albegras which generalized $\mathscr{C}_{n}^{2}$ algebras due to the observation that $\mathscr{C}_{n}^{(2)}$ is an algebra extension of $\Gamma=Z_{2} \oplus \cdots \oplus Z_{2}$ ( $n$ summands). In this section we introduce new Clifford-like algebras, denoted by $k-\mathscr{C}_{n}$, which are universal in the sense of the following commutative diagram:

where $\sigma$ is an $n$-dimensional vector space, $k-\mathscr{C}_{n}$ and $A$ are associative algebras, and $\alpha_{0}, \alpha$ are corresponding monomorphisms with the property

$$
\left[\alpha_{0}(x)\right]^{k}=Q_{k}(x) \mathbf{1}, \quad[\alpha(x)]^{k}=Q_{k}(x) \mathbf{1}
$$

while $\sigma \in \operatorname{Hom}\left(k-\mathscr{C}_{n}, A\right)$.
For $k=2, Q_{2}$ is a quadratic form and $2-\mathscr{C}_{n} \equiv \mathscr{C}_{n}^{(2)}$. For $k=3, Q_{3}: \hookrightarrow C$ becomes a cubic form, etc.

We also introduce in this section new Grassmann-like algebras.

The $k-\mathscr{C}_{n}$ algebras are defined by the commutative diagram (5.1) up to isomorphism and it is clear that

$$
k-\mathscr{C}_{n} \simeq T(\alpha) / I\left(Q_{k}\right)
$$

where $T(c)$ is the tensor albegra of $\iota$ and $I\left(Q_{k}\right)$ is the ideal of $T$ generated by the elements

$$
\left\{x \otimes \underset{k}{\ldots \otimes} x-Q_{k}(x) \mathbf{1}\right\}_{x \in_{0}}
$$

The mapping $Q_{k}$ (" $k$-ubic" form) is defined as follows.
Definition: For $Q_{k}: \longleftrightarrow \longrightarrow \mathbb{C}$, we have the following:
(1) $\quad Q_{k}(\lambda \mathbf{x})=\lambda^{k} Q_{k}(\mathbf{x}), \quad \mathbf{x} \in \vartheta, \quad \lambda \in \mathbb{C} ;$
and (2) the mapping $B_{k}: a \times \underset{k}{\cdots} \times a \longrightarrow \mathrm{C}$,

$$
\begin{aligned}
& k!B_{k}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right) \\
& \quad=\sum_{l=1}^{k}(-1)^{k-l} \sum_{\left(i_{1}, \ldots, i_{j} \in S\binom{k}{l}\right.} Q_{k}\left(\mathbf{x}_{i_{1}}+\cdots+\mathbf{x}_{i_{l}}\right)
\end{aligned}
$$

is $k$-linear. Here $S\binom{k}{l}$ denotes the family of subsets of $\{1, \ldots, k\}$ that count $l$ elements.

This generalized motion of quadratic and cubic (see Ref. 23, p. 114) forms is achieved by the process of polarization typical for multilinear structures. Clearly we have the identity

$$
k!B_{k}(x, \ldots, x) \equiv Q_{k}(x)
$$

The Clifford-like algebra $k-\mathscr{C}_{n}$ has $n$ generators. Namely,
let $\left\{\hat{\gamma}_{i}\right\}_{i=1}^{n}$ be the " $k$-orthonormal" basis of $थ$, i.e.,

$$
B\left(\hat{\gamma}_{i_{1}}, \ldots, \hat{\gamma}_{i_{k}}\right)=\delta\left(i_{1}, \ldots, i_{k}\right), \quad i_{1}, \ldots, i_{k}=1, \ldots, n
$$

where

$$
\delta\left(i_{1}, \ldots, i_{k}\right)= \begin{cases}1, & i_{1}=\cdots=i_{k} \\ 0, & \text { otherwise }\end{cases}
$$

Let $\rho$ be a canonical epimorphism $\rho: T \rightarrow T / I\left(Q_{k}\right)$; then $[\rho(x)]^{k}=Q_{k}(x) 1, x \in \sigma$. [In the following we shall not distinguish $x \in \omega$ from its monomorphic image $\rho(x) \in k-\mathscr{C}_{n}$.] It is easy to see now that

$$
\begin{equation*}
(1 / k!)\left\{\hat{\gamma}_{i_{1}}, \ldots, \hat{\gamma}_{i_{k}}\right\}=\delta\left(i_{1}, \ldots, i_{k}\right), \quad \forall \hat{\gamma} \in k-\mathscr{C}_{n}, \tag{5.2}
\end{equation*}
$$

where

$$
\left\{x_{1}, \ldots, x_{k}\right\} \equiv \sum_{\sigma \in S_{k}} x_{\sigma(1)} x_{\sigma(2)} \cdots x_{\sigma(k)}
$$

Here, the $k-\mathscr{C}_{n}$ Clifford-like algebra is generated by $\left\{\hat{\gamma}_{i}\right\}_{i=1}^{n}$ satisfying (5.2). Clearly all this is due to the identity

$$
k!B\left(x_{1}, \ldots, x_{k}\right) \equiv\left\{x_{1}, . ., x_{k}\right\}, \quad x_{1}, \ldots, x_{k} \in \cdots \sim p(\cdots) .
$$

We present now a class of matrix representations of $k-\mathscr{C}_{n}$ Clifford-like algebras. It is obvious and characteristic that (i) $\mathscr{C}_{n}^{(2)}$ is the faithful representation of $2-\mathscr{C}_{n}$, and (ii) $\mathscr{C}_{n}^{(2)}$ is the only algebra extension of $Z_{2} \oplus \cdots \oplus Z_{2}$ ( $n$ summands) out of $2^{n(n-1) / 2}$ possible, that has this property.

For $k>3, \mathscr{C}_{n}^{(k)}$ is also a representation of $k-\mathscr{C}_{n}$ but not faithful and neither is it the only algebra extension of $\Gamma \equiv Z_{k} \oplus \cdots \oplus Z_{k} \quad\left(n>1\right.$ summands) representing $k-\mathscr{C}_{n}$. (Though it can be shown, for example, that all six algebra extensions of $Z_{3} \oplus Z_{3} \oplus Z_{3}, \mathscr{C}_{3}^{(3)}$ among them, representing 3$\mathscr{C}_{3}$, are isomorphic as algebras.)

Let us prove what is stated above. Consider the diagram (5.1), $k>3$. The $\hat{\gamma}, \ldots, \hat{\gamma}_{n}$ satisfying (5.2) are $\left.\alpha_{0} \equiv \rho\right|_{c}$ images of a $k$-orthonormal basis in $\sigma$. Denote by $\gamma_{1}, \ldots, \gamma_{n}$ the $\alpha_{0}$ image of this basis in an algebra $A$. If $A$ is chosen to be an algebra extension of $\Gamma$ for which $\gamma_{1}, \ldots, \gamma_{n}$ satisfy (5.2) then

$$
0 \neq \hat{\gamma}_{1} \hat{\gamma}_{2}^{2}-\omega^{2 \alpha_{12}} \hat{\gamma}_{2}^{2} \hat{\gamma}_{1} \stackrel{\sigma}{\rightarrow} 0
$$

which shows that this very algebra $A$ is not a faithful representation of $k-\mathscr{C}_{n}$. Now we have Lemma V.1.

Lemma V.1: Generators $\gamma_{1}, \ldots, \gamma_{n}$ of $\mathscr{C}_{n}^{(k)}$ satisfy (5.2).
Proof: The case $i_{1}=\cdots=i_{k}$ in (5.2) is trivial, hence we assume otherwise. Let us consider first the case when $i_{1}=1$, $i_{l} \neq 1, l=2, \ldots, k$. Then

$$
\left\{\gamma_{1}, \gamma_{i_{2}}, \ldots, \gamma_{i_{k}}\right\} \sim \sum_{l=0}^{k-1} \omega^{l} \sum_{\sigma \in S_{k-1}} \gamma_{\sigma\left(i_{2}\right)} \cdots \gamma_{\sigma\left(i_{k}\right)} \gamma_{1}=0
$$

Similarly for $i_{l} \neq 1, l=3, \ldots k$, we have
$\left\{\gamma_{1}, \gamma_{1}, \gamma_{i_{3}}, \ldots, \gamma_{i_{k}}\right\}$

$$
\sim \sum_{0<i<j<k-1} \omega^{i+j}\left\{\gamma_{i_{3}}, \ldots, \gamma_{i_{k}}\right\} \gamma_{1} \gamma_{1}=0
$$

and so on. The choice of $i_{1}=1$ (and so on) is replaced by the choice of other smallest number out of $\left\{i_{1}, \ldots, i_{k}\right\}$ in the case $1 \notin\left\{i_{1}, \ldots, i_{k}\right\}$. The lemma is thus proved due to the famous zero

In the same manner one proves a more general lemma.
Lemma V.2: The $\gamma_{1}, \ldots, \gamma_{n}$ generators of the $\mathscr{C}_{\left\{\beta_{1}, \ldots, \beta_{n} \mid\right.}^{(k)}$-algebra extension of $\Gamma$ (see Sec. IV) satisfy (5.2).

Analogously to the $2-\mathscr{C}_{n}$ case one can define Grass-mann-like ( $k$ - $\mathscr{G}_{n}$ ) algebras via $k-\mathscr{C}_{n}$ Clifford-like algebras.

Definition: $k-\mathscr{G}_{v}$ is the algebra generated by $1, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{v}$, where

$$
\begin{equation*}
\left\{\theta_{i_{1}}, \ldots, \theta_{i_{k}}\right\}=0, \quad i_{1}, \ldots, i_{k}=1,2, \ldots, v \tag{5.3}
\end{equation*}
$$

One immediately gets the representation (denoted by $\left.\mathscr{G}_{v}^{(k)}\right)$ of $k-\mathscr{G}_{v}$ via $\mathscr{C}_{2 v}^{(k)}$. Namely, let $\mathbb{C} \ni \kappa, \kappa^{k}=-1$, then define

$$
\theta_{i} \equiv \gamma_{i}+\kappa \gamma_{v+i}, \quad i=1, \ldots, v
$$

where the $\gamma$ 's are generators of $\mathscr{C}_{2 v}^{(k)}$. Clearly these $\theta$ 's do satisfy (5.3).

It is also obvious that for the $\theta^{(l)} \mathrm{s}, l=0, \ldots, k-1$,

$$
\theta_{i}^{(l)}=\gamma_{i}+\omega^{l} \kappa \gamma_{v+i}, \quad i=1, \ldots, v,
$$

where the $\gamma$ 's are generators of $\mathscr{C}_{2 v}^{(k)}$, represent generators $k-\mathscr{G}_{v}$.

It is then easy to show that

$$
\left\{\theta_{i_{1}}^{\left(l_{1}\right)}, \ldots, \theta_{i_{k}}^{\left(l_{k}\right)}\right\}=\left(1-\omega^{l_{1}+\cdots+l_{k}} \delta \delta\left(i_{1}, \ldots, i_{k}\right),\right.
$$

and also we have a kind of " $Z_{k}$-Witt decomposition":

$$
\gamma_{i}=\frac{1}{k} \sum_{l=0}^{k-1} \theta_{i}^{(l)}, \quad \gamma_{v+i}=\frac{1}{k} \sum_{l=0}^{k-1} \omega^{k-l} \theta_{i}^{(l)}
$$

## VI. FINAL REMARKS

A natural question arises how far one can pursue the investigation of $2-\mathscr{C}_{n}=\mathscr{C}_{n}^{(2)}$ algebras, ${ }^{24}$ but now for $k-\mathscr{C}_{n}$ Clifford-like algebras. Related question is to find out whether $k-\mathscr{G}_{n}$ is relevant to the same kind of projective geometry as $\mathscr{G}_{n}^{(2)}$ is via Plücker coordinates. These questions and other similar expectations (analogous to the case $k=2$ geometrical facts) are, however, naive as the group of linear transformations leaving invariant the " $k$-ubic" ( $k>2$ ) form $Q_{k}(\mathbf{x})=\sum_{i=1}^{n} x_{i}^{k}$ is finite—of order $k^{n} n!$. This linear group is given ${ }^{1}$ by transformations

$$
i=1, \ldots, n, \quad x_{i} \rightarrow \omega^{\alpha_{i}} x_{\sigma(\Lambda}, \quad \alpha_{i} \in Z_{k}, \quad \sigma \in S_{n}
$$

The generators of $k-\mathscr{C}_{n}$ algebra, satisfying (5.2) linear-


$$
\begin{equation*}
\mathbf{1} \sum_{i=1}^{n} x_{i}^{k}=\left(\sum_{i=1}^{n} x_{i} \hat{\gamma}_{i}\right)^{k} \tag{6.1}
\end{equation*}
$$

This property of $\left\{\hat{\gamma}_{i}\right\}_{i=1}^{n}$ is due to the obvious identity valid
in any associative algebra $A$,

$$
k!\left(\sum_{i=1}^{n} a_{i}\right)^{k} \equiv \sum_{i_{1}, \ldots, i_{k}=1}^{n}\left\{a_{i_{1}}, \ldots, a_{i_{k}}\right\}, \quad a_{i} \in A .
$$

As for the linearization of (6.1), any representation of (5.2) relations will do, of course- $\mathscr{C}_{n}^{(k)}$ algebra generators included.

Due to the property (6.1), algebras $k-\mathscr{C}_{n}$ can be applied to ultrageneralized complex analysis as in Ref. 19.
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#### Abstract

The coherent-state representation of quantum-mechanical propagators as well-defined phasespace path integrals involving Wiener measure on continuous phase-space paths in the limit that the diffusion constant diverges is formulated and proved. This construction covers a wide class of self-adjoint Hamiltonians, including all those which are polynomials in the Heisenberg operators; in fact, this method also applies to maximal symmetric Hamiltonians that do not possess a selfadjoint extension. This construction also leads to a natural covariance of the path integral under canonical transformations. An entirely parallel discussion for spin variables leads to the representation of the propagator for an arbitrary spin-operator Hamiltonian as well-defined path integrals involving Wiener measure on the unit sphere, again in the limit that the diffusion constant diverges.


## I. INTRODUCTION

For quantum systems the problem of providing a welldefined meaning for the heuristic and formal path-integral expressions for the propagator has attracted the attention of a number of workers. ${ }^{1}$ The most commonly used prescription involves the continuum limit of a time-slicing formulation which, although perfectly correct, ${ }^{2}$ is sometimes criticized as being far removed from the idealized desired goal of an integration over a space of paths defined for a continuoustime parameter. Unfortunately, in such quantum formulations, and unlike the Feynman-Kac formula, the orders of integration and the continuum limit cannot be interchanged to yield a formulation on continuous-time path spaces. Not only does this procedure fail for configuration-space path integrals, but seemingly even more so for the far more widely applicable phase-space path integrals. ${ }^{3}$

In this paper we propose an alternative to the time-slicing and continuum-limit procedure to define path integrals that leads to the quantum-mechanical propagator being given by well-defined path integrals involving Wiener measure on continuous phase-space paths in the limit that the diffusion constant diverges. ${ }^{4}$ We are able to prove the existence of this formulation for a wide class of quantum Hamiltonians (described below) which includes all those that are polynomials in (Cartesian) $P$ 's and $Q$ 's. Indeed, our construction leads to a natural definition for the propagator even in cases where the Hamiltonian operator is maximal symmetric and admits no self-adjoint extension. Moreover, a formulation in terms of continuous phase-space paths permits one to make a transformation of integration variables, such as that involved in canonical transformations, with much greater care than usual (see the end of this section). We feel this possibility is just one of several advantages offered by our approach.

## A. Motivation, summary of principal results, and outline of the paper

We begin by giving a heuristic overview of our formulation of quantum-mechanical phase-space path integrals. In

[^11]terms of the canonical coherent states, defined in Dirac notation for all $(p, q) \in \mathbb{R}^{2}$ as
$$
|p, q\rangle \equiv e^{i(p Q-q P)}|0\rangle
$$
where $|0\rangle$ is the normalized ground state of $\left(P^{2}+Q^{2}\right) / 2$, one can write the following formal expression for the coherent state matrix elements of $\exp (-i T H)$ (see Ref. 5):
\[

$$
\begin{align*}
\left\langle p^{\prime \prime}, q^{\prime \prime}\right| e^{-i T H}\left|p^{\prime}, q^{\prime}\right\rangle= & \mathscr{N}^{-1} \int \exp \left[i \frac{1}{2} \int(p \dot{q}-q \dot{p}) d t\right. \\
& \left.-i \int H(p, q) d t\right] \prod_{t} d p(t) d q(t) \tag{1.1}
\end{align*}
$$
\]

This is only a formal expression because there is no welldefined measure underlying this "integral"; $\mathscr{N}$ stands for a formal (actually infinite) "normalization constant." The function $H(p, q)$ was defined in Ref. 5 as the diagonal coherent state matrix element of $H$

$$
H(p, q)=\langle p, q| H|p, q\rangle
$$

which, in the terminology of pseudodifferential operators, is equivalent with the "ordered symbol" corresponding to the operator $H$.

It is possible to give meaning to the formal expression (1.1) by inserting an extra factor

$$
\begin{equation*}
\exp \left[-\frac{1}{2 v} \int\left(\dot{p}^{2}+\dot{q}^{2}\right) d t\right] \tag{1.2}
\end{equation*}
$$

into the integrand, and redefining $\mathscr{N}$ in such a way that

$$
\mathscr{N}^{-1} \exp \left[-\frac{1}{2 v} \int\left(\dot{p}^{2}+\dot{q}^{2}\right) d t\right] \prod_{t} d p(t) d q(t)
$$

can be interpreted as a Wiener measure with diffusion constant $\nu$. The measure is pinned at $p^{\prime}, q^{\prime}$ at the initial time and at $p^{\prime \prime}, q^{\prime \prime}$ at the final time, a conditioning made possible by the use of the overcomplete coherent states. Since $\int(p d q-q d p)$ is a well-defined stochastic integral for this Wiener measure (and in fact the Itô and Stratonovich rules give the same result), then the function

$$
\exp \left[i \frac{1}{2} \int(p d q-q d p)-i \int H(p, q) d t\right]
$$

is integrable with respect to the Wiener measure, and the resulting expression is a well-defined path integral.

In the limit $v \rightarrow \infty$ the extra regularizing factor (1.2) formally tends to unity and the $v$-dependent path integrals revert to the original formal expression. This entirely formal argument suggests that the coherent state matrix element $\left\langle p^{\prime \prime}, q^{\prime \prime}\right| \exp (-i T H)\left|p^{\prime}, q^{\prime}\right\rangle$ might be considered as the limit, as the diffusion constant $v$ tends to $\infty$, of well-defined phasespace path integrals with Wiener measure.

Our main result is that this heuristic argument indeed contains some truth. More precisely, we will show that

$$
\begin{align*}
\left\langle p^{\prime \prime}, q^{\prime \prime}\right. & \left.|\exp (-i T H)| p^{\prime}, q^{\prime}\right\rangle \\
= & \lim _{v \rightarrow \infty} 2 \pi e^{\nu T / 2} \int \exp \left[i \frac{1}{2} \int(p d q-q d p)\right. \\
& \left.-i \int h(p, q) d t\right] d \mu_{W}^{v}(p, q) \tag{1.3}
\end{align*}
$$

where $\mu_{W}^{v}$ is the product of two independent Wiener measures (one in $p$, one in $q$ ) with diffusion constant $\nu$, pinned at $p^{\prime}, q^{\prime}$ for $t=0$, and at $p^{\prime \prime}, q^{\prime \prime}$ for $t=T$. The normalization of the measure is given by

$$
\begin{align*}
& \int d \mu_{W}^{\nu}(p, q) \\
& \quad=[2 \pi v T]^{-1} \exp \left\{-\frac{\left(p^{\prime \prime}-p^{\prime}\right)^{2}+\left(q^{\prime \prime}-q^{\prime}\right)^{2}}{2 v T}\right\} . \tag{1.4}
\end{align*}
$$

Its connected covariance is $(x$ is either $p$ or $q)\left(t_{1} \leqslant t_{2}\right)$

$$
\begin{align*}
\left\langle x\left(t_{1}\right) x\left(t_{2}\right)\right\rangle^{c} & =\left\langle x\left(t_{1}\right) x\left(t_{2}\right)\right\rangle-\left\langle x\left(t_{1}\right)\right\rangle\left\langle x\left(t_{2}\right)\right\rangle \\
& =v t_{1}\left(1-t_{2} / T\right) \tag{1.5}
\end{align*}
$$

where $\langle(\cdot)\rangle \equiv \delta(\cdot) d \mu_{W}^{\nu} / \int d \mu_{W}^{\nu}$. The formula is valid for all self-adjoint Hamiltonians for which the finite linear span $D_{c}$ of the harmonic oscillator eigenstates is a core, and which can be written as

$$
\begin{equation*}
H=\int \frac{d p d q}{2 \pi} h(p, q)|p, q\rangle\langle p, q| \tag{1.6}
\end{equation*}
$$

The function $h(p, q)$ must satisfy, for all $\alpha>0$, the bound

$$
\int d p d q|h(p, q)|^{2} \exp \left[-\alpha\left(p^{2}+q^{2}\right)\right]<\infty
$$

The class of Hamiltonians satisyfing these conditions contains all Hamiltonians polynomial in $P$ and $Q$.

The function $h(p, q)$ used in the integrand in (1.3) is defined by (1.6). The relation between $h(p, q)$ and the diagonal matrix element $H(p, q)$ is given by

$$
\begin{equation*}
h(p, q)=\exp \left[-\frac{1}{2}\left(\partial_{p}^{2}+\partial_{q}^{2}\right)\right] H(p, q) \tag{1.7}
\end{equation*}
$$

From (1.7) one sees that generally $h(p, q) \neq H(p, q)$; equality only holds when $H(p, q)$ is linear in $p$ and $q$. In pseudodifferential operator terminology, $h(p, q)$ is equivalent to the "antiordered" symbol. From the difference between $h$ and $H$ one sees that (1.3) is more than just a "regularization" of (1.1) by (1.2). We shall return later (at the end of Sec. II) to the role played by $h(p, q)$.

As a matter of fact, our approach can also handle symmetric operators which are not self-adjoint. Formula (1.3) still holds if the closure of $\left.H\right|_{D_{c}}$ is maximal symmetric, where we then have to write either $\exp (-i H T)$ or $\exp \left(-i H^{*} T\right)$ in the matrix element on the left-hand side, according to which deficiency index of $\left.H\right|_{D_{c}}$ is zero (see Theorem 2.4 in Sec. II C). Here $H$ is again defined by (1.6), and the growth restriction on $h$ ensures that $H$ is well defined on $D_{c}$.

Note also that the regularization procedure which consists of inserting terms of type (1.2) into (1.1) in order to obtain (1.3) cannot work for the ordinary configurationspace path integral (whereas we assert here that it does work for the coherent-state, phase-space path integral). The reason for this is that the configuration-space path integral contains (formally) factors of the type $\exp \left(i_{2} \int \dot{q}^{2} d t\right)$ in the integrand. This cannot be regularized by inserting an extra factor $\exp \left(-\frac{1}{2} v^{-1} s \dot{q}^{2} d t\right)$; an old argument ${ }^{6}$ shows that it is impossible to define the Brownian measure with a nonreal diffusion constant [or, alternatively, $\exp \left(i \frac{1}{2} \int \dot{q}^{2} d t\right)$ is not a measurable function with respect to a Wiener measure]. One could imagine inserting $\exp \left(-\frac{1}{2} \nu^{-1} s \ddot{q}^{2} d t\right)$; however, the additional data needed at the initial and final times are outside the scope of the configuration-space approach (it is more nearly like the coherent-state approach; compare, however, Itô, Ref. 1).

For the proof of (1.3) we shall first show that the path integral in the right-hand side of (1.3) can be considered, for finite $v$, as the integral kernel of a contraction operator on $L^{2}\left(\mathbb{R}^{2}\right)$, the set of square-integrable functions on phase space. This will be done in Sec. II B, after we have defined all the necessary machinery in Sec. II A. In Sec. II C we take the limit $v \rightarrow \infty$, and prove (1.3) (Theorem 2.4). For reasons of simplicity we will restrict ourselves to the case of one degree of freedom, i.e., to a two-dimensional phase space. Everything we do can be trivially extended to any finite number of degrees of freedom.

In Sec. III we discuss path integrals for Hamiltonians containing spin operators. Again we consider path-integral expressions for coherent-state matrix elements of the evolution operators corresponding to these Hamiltonians. The coherent states used here are associated with SU(2) rather than with the Heisenberg group, and are labeled by elements of $S^{2}$ rather than of $\mathbb{R}^{2}$. In our construction we shall be able to treat an arbitrary Hamiltonian written, analogously to (1.6), as a superposition of diagonal dyadic operators in the spin coherent states (this representation has been studied and used before; its first use in the construction of path integrals for spin systems was by $\mathrm{Lieb}^{7}$ ). Once the appropriate definitions are formulated (Sec. III A), the analysis of Sec. II carries over to the spin case without any problem, and we therefore shall only state the result, without detailed proofs (Secs. III B and III C).

We have already announced our principal results in Ref. 4, in a slightly weaker version. The proofs outlined in Ref. 4 are, however, different from the ones we give here, though there is some connection. In the Appendix we compare the two versions, and show how our previous approach fits into the present framework.

## B. Canonical transformations

As an illustration of our path-integral formalism we conclude this Introduction with a few remarks about how time-independent canonical transformations appear in our approach. For this purpose it is useful to interpret all stochastic integrals and stochastic differential equations in the sense of Stratonovich, ${ }^{8}$ and this we shall do in this subsection. We introduce new canonical coordinates $\bar{p}=\bar{p}(p, q)$ and $\bar{q}=\bar{q}(p, q)$, which are classically connected, for example, by the relation

$$
p d q-q d p=\bar{p} d \bar{q}-\bar{q} d \bar{p}+2 d F(\bar{p}, \bar{q} ; p, q)
$$

The stochastic variables $\bar{p}$ and $\bar{q}$ satisfy the stochastic differential equations given by

$$
d \bar{p}=\frac{\partial \bar{p}}{\partial p} d p+\frac{\partial \bar{p}}{\partial q} d q, \quad d \bar{q}=\frac{\partial \bar{q}}{\partial p} d p+\frac{\partial \bar{q}}{\partial q} d q
$$

and their solution determines a new, generally non-Gaussian measure $\bar{\mu}^{\nu}(\bar{p}, \bar{q})$ according to $d \bar{\mu}^{\nu}(\bar{p}, \bar{q})=d \mu_{W}^{\nu}(p, q)$. In the new canonical coordinates (1.3) becomes
$\left\langle\bar{p}^{\prime \prime}, \bar{q}^{\prime \prime}\right| e^{-i T H}\left|\bar{p}^{\prime}, \bar{q}^{\prime}\right\rangle$

$$
\begin{align*}
= & \lim _{\nu \rightarrow \infty} 2 \pi e^{\nu T / 2} \int \exp \left[i \frac{1}{2} \int(\bar{p} d \bar{q}-\bar{q} d \bar{p})\right] \\
& \left.-i \int \bar{h}(\bar{p}, \bar{q}) d t\right] d \bar{\mu}^{\nu}(\bar{p}, \bar{q}), \tag{1.8}
\end{align*}
$$

where $\bar{h}(\bar{p}, \bar{q}) \equiv h(p(\bar{p}, \bar{q}), q(\bar{p}, \bar{q}))$, and where we have incorporated the effects of $F$ by defining the states

$$
|\bar{p}, \bar{q}\rangle \equiv \exp [i F(\bar{p}, \bar{q} ; p(\bar{p}, \bar{q}), q(\bar{p}, \bar{q}))]|p(\bar{p}, \bar{q}), q(\bar{p}, \bar{q})\rangle
$$

With this phase convection, (1.8) is canonically equivalent to (1.3); the phase is still given by the classical action for stochastic phase-space paths; what is different is the weighting of those paths by the integration measure. Note that the measures $\bar{\mu}^{v}$ and $\mu_{W}^{v}$ are typically mutually singular, as is already the case if $\bar{p}=a p, \bar{q}=q / a$, for $a>0, a \neq 1$.

It is straightforward to extend the foregoing discussion to time-dependent canonical transformations.

## II. THE CANONICAL CASE

## A. Definitions and basic properties

We start by a review of the definition and some of the properties of the canonical coherent states. Let $\mathscr{H}$ be a separable complex Hilbert space carrying an irreducible, strongly continuous unitary representation $W(p, q)$ of the Weyl commutation relations

$$
\begin{aligned}
& W\left(p^{\prime}, q^{\prime}\right) W\left(p^{\prime \prime}, q^{\prime \prime}\right) \\
& \quad=\exp \left[i_{2}^{\prime}\left(p^{\prime} q^{\prime \prime}-p^{\prime \prime} q^{\prime}\right)\right] W\left(p^{\prime}+p^{\prime \prime}, q^{\prime}+q^{\prime \prime}\right)
\end{aligned}
$$

The position operator $Q$ and the momentum operator $P$ are the infinitesimal generators of the strongly continuous unitary groups $W(p, 0), W(0,-q)$, respectively; one has

$$
\begin{align*}
W(p, q) & =\exp [i(p Q-q P)] \\
& =\exp \left(-i \frac{1}{2} p q\right) \exp (i p Q) \exp (-i q P) . \tag{2.1}
\end{align*}
$$

We define $\omega \in \mathscr{H}$ to be the normalized ground state of the harmonic oscillator Hamiltonian

$$
\frac{1}{2}\left(P^{2}+Q^{2}-1\right) \omega=0
$$

The canonical coherent states (cs) are defined as

$$
\omega^{p, q}=W(p, q) \omega .
$$

They form an overcomplete set of vectors in $\mathscr{H}$ with "overlap function"

$$
\begin{align*}
\left\langle\omega^{p^{\prime \prime}, q^{\prime \prime}}, \omega^{p^{\prime}, q^{\prime}}\right\rangle= & \exp \left[i \frac{1}{2}\left(p^{\prime} q^{\prime \prime}-p^{\prime \prime} q^{\prime}\right)\right. \\
& \left.-\frac{1}{4}\left(p^{\prime \prime}-p^{\prime}\right)^{2}-\frac{1}{4}\left(q^{\prime \prime}-q^{\prime}\right)^{2}\right] . \tag{2.2}
\end{align*}
$$

They also give rise to the following "resolution of unity":

$$
\begin{equation*}
\int \frac{d p d q}{2 \pi}\left\langle\psi, \omega^{p, q}\right\rangle\left\langle\omega^{p, q}, \phi\right\rangle=\langle\psi, \phi\rangle \tag{2.3}
\end{equation*}
$$

This can be viewed as a special case of

$$
\begin{align*}
& \int \frac{d p d q}{2 \pi}\left\langle\psi_{1}, W(p, q) \psi_{2}\right\rangle\left\langle W(p, q) \phi_{1}, \phi_{2}\right\rangle \\
& =\left\langle\psi_{1}, \phi_{2}\right\rangle\left\langle\phi_{1}, \psi_{2}\right\rangle \tag{2.4}
\end{align*}
$$

Note: In the usual Schrödinger representation, one has $\mathscr{H}=L^{2}(\mathbf{R})$. The $W(p, q)$ act then as follows:

$$
[W(p, q) f](x)=\exp \left(-i_{2} p q+i p x\right) f(x-q)
$$

The vector $\omega^{p, q}$ is given by the familiar functions

$$
\omega^{p, q}(x)=\pi^{-1 / 4} \exp \left[-i \frac{1}{2} p q+i p x-\frac{1}{2}(x-q)^{2}\right]
$$

Setting $p=q=0$ gives $\omega(x)$.
We shall also use the harmonic oscillator excited states $\omega_{k}$, defined by

$$
\begin{equation*}
\frac{1}{2}\left(P^{2}+Q^{2}-1\right) \omega_{k}=k \omega_{k} \tag{2.5}
\end{equation*}
$$

In analogy with the definition of the cs we define

$$
\omega_{k}^{p, q}=W(p, q) \omega_{k} .
$$

In order to alleviate many of the expressions in what follows, we shall often make use of Dirac's bra-ket notation in scalar products, matrix elements, and dyadic operators involving the coherent states. We shall write, e.g.,

$$
\begin{aligned}
& \langle p, q \mid \phi\rangle \equiv\left\langle\omega^{p, q}, \phi\right\rangle \quad(\phi \in \mathscr{H}) \\
& \langle k \mid \phi\rangle \equiv\left\langle\omega_{k}, \phi\right\rangle \\
& \langle p, q ; k \mid \phi\rangle \equiv\left\langle\omega_{k}^{p, q}, \phi\right\rangle \\
& \left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle \equiv\left\langle\omega^{p^{\prime}, q^{\prime}}, \omega^{p^{\prime}, q^{\prime}}\right\rangle \\
& |p, q\rangle\langle p, q| \equiv \omega^{p, q}\left\langle\omega^{p, q}, \cdot\right\rangle \\
& |p, q ; k\rangle\langle p, q ; l| \equiv \omega_{k}^{p^{, q}}\left\langle\omega^{p, q}, \cdot\right\rangle
\end{aligned}
$$

In these notations (2.3), e.g., can be written as

$$
\begin{equation*}
\int \frac{d p d q}{2 \pi}|p, q\rangle\langle p, q|=\mathbf{1}_{\mathscr{X}} \tag{2.6}
\end{equation*}
$$

where the integral converges weakly, according to (2.3). As a matter of fact, (2.6) also converges strongly; see, e.g., the remark following Lemma 2.3 in Sec. II C. Equation (2.4) implies

$$
\begin{equation*}
\int \frac{d p d q}{2 \pi}|p, q ; k\rangle\langle p, q ; l|=\delta_{k l} \mathbf{1}_{\mathscr{H}} \tag{2.7}
\end{equation*}
$$

For matrix elements $\left\langle\omega^{p^{*}, q^{*}}, A \omega^{p^{\prime}, q^{\prime}}\right\rangle$ we shall use the notation $\left\langle p^{\prime \prime}, q^{\prime \prime} \mid A p^{\prime}, q^{\prime}\right\rangle$ rather than the more common bra-ket notation $\left\langle p^{\prime \prime}, q^{\prime \prime}\right| A\left|p^{\prime}, q^{\prime}\right\rangle$ (i.e., we use a space instead of the second vertical bar) in order to avoid confusion in case $A$ is not symmetric.

In the next section we shall interpret the right-hand side of (1.3) as the integral kernel of an operator on $L^{2}\left(\mathbb{R}^{2}\right)$; this operator can be constructed explicitly, and its limit for $v \rightarrow \infty$ can then be taken later. In order to do all this, we shall need the following definitions and constructions.

We shall use the notation $L^{2}(V)$ for the Hilbert space $L^{2}\left(\mathbf{R}^{2}\right)$ with the normalization

$$
\|f\|^{2}=\int \frac{d p d q}{2 \pi}|f(p, q)|^{2}
$$

For $\psi \in \mathscr{H}$, we shall denote by $f_{\psi}$ the function

$$
f_{\psi}(p, q)=\langle p, q \mid \psi\rangle
$$

It follows from (2.3) that the map $\psi \rightarrow f_{\psi}$ is isometric from $\mathscr{H}$ into $L^{2}(V)$; the image of $\mathscr{H}$ under this map is a closed subspace $\mathscr{H}_{o}$ of $L^{2}(V)$. The properties of $\mathscr{H}_{o}$ are well known ${ }^{9}$; its elements are products of analytic functions in $p+i q$ with the Gaussian $\exp \left[-\frac{1}{4}\left(p^{2}+q^{2}\right)\right]$. We shall denote the isomorphism between $\mathscr{H}$ and $\mathscr{H}_{o}$ by $U$

$$
\begin{equation*}
U: \mathscr{H} \rightarrow \mathscr{H}_{o}, \quad(U \psi)(p, q)=\langle p, q \mid \psi\rangle \tag{2.8}
\end{equation*}
$$

We shall also make use of the operator $\hat{U}: \mathscr{H} \rightarrow L^{2}(V)$, which is defined as $\widehat{U}=I \circ U$, where $I$ is the natural embedding of $\mathscr{H}_{o}$ into $L^{2}(V)$. The orthogonal projection operator in $L^{2}(V)$, onto $\mathscr{H}_{o}$, will be denoted by $P_{o}$.

## Define also

$$
\begin{equation*}
h_{k l}(p, q) \equiv\left\langle W(p, q) \omega_{k}, \omega_{l}\right\rangle=\langle p, q ; k \mid l\rangle \tag{2.9}
\end{equation*}
$$

These functions can be explicitly calculated; they are related to the generalized Laguerre functions, and can all be written as the product of a polynomial in $p, q$ with $\exp \left[-\left(p^{2}\right.\right.$ $\left.\left.+q^{2}\right) / 4\right]$. One easily sees from (2.4) that the $h_{k l}$ are orthonormal in $L^{2}(V)$; as a matter of fact, they form a complete orthonormal basis for $L^{2}(V)$ (see Ref. 10). From (2.8) one then sees that the $h_{o l}$ are a complete orthonormal basis for $\mathscr{H}_{0}$. We shall use the notation $D$ for the set of finite linear combinations of the $h_{k l}$. Note that for any $\psi \in \mathscr{H}$

$$
\begin{aligned}
\left\langle h_{k l}, \widehat{U} \psi\right\rangle & =\int \frac{d p d q}{2 \pi}\langle l \mid p, q ; k\rangle\langle p, q ; 0 \mid \psi\rangle \\
& =\delta_{k o}\langle l \mid \psi\rangle
\end{aligned}
$$

Suppose that $R$ is a (bounded) operator on $\mathscr{H}$. The unitary map $U$ transports this operator to $U R U^{-1}$ on $\mathscr{H}_{o}$. A simple way to extend $U R U^{-1}$ to all of $L^{2}(V)$ is to "fill in zeros," i.e., we define $\widehat{R}$ on $L^{2}(V)$ such that

$$
\begin{align*}
& \widehat{R} f=0, \quad \text { if } f \perp \mathscr{H}_{0} \\
& \hat{R} f=\widehat{U} R U^{-1} f, \quad \text { if } f \in \mathscr{H}_{0} \tag{2.10}
\end{align*}
$$

It turns out that $\hat{R}$ is an integral operator on $L^{2}(V)$

$$
\begin{aligned}
& \left\langle h_{k l}, \widehat{R} h_{r s}\right\rangle \\
& \quad=\delta_{o k} \delta_{o r}\left\langle h_{o l}, \hat{R} h_{o s}\right\rangle \\
& = \\
& =\delta_{o k} \delta_{o r}\left\langle\omega_{l}, R \omega_{s}\right\rangle \\
& = \\
& =\delta_{o k} \delta_{o r} \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \\
& \quad \times\left\langle l \mid p^{\prime \prime}, q^{\prime \prime}\right\rangle\left\langle p^{\prime \prime}, q^{\prime \prime} \mid R p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime} \mid s\right\rangle
\end{aligned}
$$

$$
\begin{align*}
= & \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \\
& \times\left\langle l \mid p^{\prime \prime}, q^{\prime \prime} ; k\right\rangle\left\langle p^{\prime \prime}, q^{\prime \prime} ; 0 \mid \boldsymbol{R} p^{\prime}, q^{\prime}, 0\right\rangle\left\langle p^{\prime}, q^{\prime} ; r \mid s\right\rangle \\
= & \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \\
& \times \frac{h_{k l}\left(p^{\prime \prime}, q^{\prime \prime}\right)}{2 \pi}\left\langle p^{\prime \prime}, q^{\prime \prime} \mid R \quad p^{\prime}, q^{\prime}\right\rangle h_{r s}\left(p^{\prime}, q^{\prime}\right) . \tag{2.11}
\end{align*}
$$

Hence $\hat{R}$ has integral kernel $\left\langle p^{\prime \prime}, q^{\prime \prime} \mid R p^{\prime}, q^{\prime}\right\rangle$; note that this integral kernel (since it is a cs matrix element in $\mathscr{H}$ ) is a smooth function of $p^{\prime \prime}, q^{\prime \prime}, p^{\prime}, q^{\prime}$.

For $H$ a (possibly unbounded) self-adjoint operator on $\mathscr{H}$, we have

$$
\begin{equation*}
\left(e^{i t H} \hat{)}=P_{o} e^{i t \hat{H}} P_{o}\right. \tag{2.12}
\end{equation*}
$$

(here we have extended our construction of $\hat{H}$ to unbounded operators; for the Hamiltonians we shall consider, however, this is not a problem). It is necessary to introduce $P_{o}$ in (2.12) because $\hat{H}\left(1-P_{o}\right)=0$, hence $[\exp (-i t \hat{H})]\left(1-P_{o}\right)$ $=1-P_{o}$, whereas $[\exp (-i t H)]\left(1-P_{o}\right)=0[\sec (2.10)]$.

For the special class of operators $R$ and $H$, which can be written as

$$
R=\int \frac{d p d q}{2 \pi} r(p, q)|p, q\rangle\langle p, q|
$$

another natural extension, different from $\hat{R}$, is possible. Define the multiplication operator
$R_{V}: L^{2}(V) \rightarrow L^{2}(V), \quad\left(R_{V} f\right)(p, q)=r(p, q) f(p, q)$.
Then

$$
\begin{aligned}
\left\langle h_{o l}, R_{V} h_{o s}\right\rangle & =\int \frac{d p d q}{2 \pi}\langle l \mid p, q\rangle r(p, q)\langle p, q \mid s\rangle \\
& =\langle l \mid R s\rangle
\end{aligned}
$$

which shows that $\left.P_{o} R_{V} P_{o}\right|_{\mathscr{H}}=U R U^{-1}$, hence

$$
\begin{equation*}
P_{o} R_{V} P_{o}=\hat{R} \tag{2.14}
\end{equation*}
$$

We are now ready to tackle our path integral. In the next subsection we shall see that, for finite $v$, the path integral in the right-hand side of (1.3) can be interpreted as the integral kernel of an operator on $L^{2}(V)$, which we can construct explicitly.

## B. Interpretation of the path integral (for finite $v$ ) as an integral kernel on $L^{2}(V)$

Let us introduce the symbol $\mathscr{P}_{v}(h)$ for the expression in the right-hand side of (1.3)

$$
\begin{align*}
& \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right) \\
& = \\
& =2 \pi e^{\varkappa t^{\prime \prime}-t^{\prime} / / 2} \int \exp \left[i \frac{1}{2} \int(p d q-q d p)\right.  \tag{2.15}\\
& \left.\quad-i \int h(p, q) d t\right] d \mu_{W}^{v}(p, q)
\end{align*}
$$

where again the measure $\mu_{W}^{v}$ is the product of two independent Wiener measures with diffusion constant $v$, and pinned at $p^{\prime}, q^{\prime}$ for $t=t^{\prime}$ and at $p^{\prime \prime}, q^{\prime \prime}$ for $t=t^{\prime \prime}$, respectively ( $t^{\prime \prime}>t^{\prime}$ ).

If we put $h=0, \mathscr{P}_{v}$ can be calculated explicitly; the result is (for the case $v=1$, this calculation was carried out in Ref. 11)

$$
\begin{align*}
\mathscr{P}_{\nu}(h & \left.=0 ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime}, p^{\prime}, q^{\prime}, t^{\prime}\right) \\
= & \frac{e^{\left.\gamma t^{\prime \prime}-t^{\prime}\right) / 2}}{2 \sinh \left[\nu\left(t^{\prime \prime}-t^{\prime}\right) / 2\right]} \exp \left\{\frac{i}{2}\left(p^{\prime} q^{\prime \prime}-p^{\prime \prime} q^{\prime}\right)\right. \\
& \left.-\frac{1}{4} \operatorname{coth} \frac{\nu\left(t^{\prime \prime}-t^{\prime}\right)}{2} \times\left[\left(p^{\prime \prime}-p^{\prime}\right)^{2}+\left(q^{\prime \prime}-q^{\prime}\right)^{2}\right]\right\} . \tag{2.16}
\end{align*}
$$

By their definition, these $\mathscr{P}_{\nu}(h=0)$ have a semigroup property, as can also be checked by explicit calculation

$$
\begin{gather*}
\int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right) \\
\times \mathscr{P}_{\nu}\left(h=0 ; p^{\prime}, q^{\prime}, t^{\prime} ; p, q, t\right) \\
=\mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime}, p, q, t\right) . \tag{2.17}
\end{gather*}
$$

From (2.16) one sees that

$$
\begin{align*}
\mid \mathscr{P}_{v}(h= & \left.0 ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right) \mid \\
& <e^{\left.k t^{\prime \prime}-t^{\prime}\right) / 2}\left[v\left(t^{\prime \prime}-t^{\prime}\right)\right]^{-1} \\
& \quad \times \exp \left\{-\left[\left(p^{\prime \prime}-p^{\prime}\right)^{2}+\left(q^{\prime \prime}-q^{\prime}\right)^{2}\right] /\left[2 v\left(t^{\prime \prime}-t^{\prime}\right)\right]\right\} . \tag{2.18}
\end{align*}
$$

Since for all $\alpha>0$ the function $\rho_{\alpha}(p, q)=\exp \left[-\alpha\left(p^{2}+q^{2}\right)\right]$ is in $L^{1}\left(\mathbf{R}^{2}\right)$, the upper bound (2.18) implies that for $t^{\prime \prime} \neq t^{\prime}$, $\mathscr{P}_{\nu}(h=0)$ is the integral kernel of a bounded operator $E^{0}\left(v ; t^{\prime \prime}, t^{\prime}\right)$ on $L^{2}(V)$

$$
\begin{align*}
& \mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right) \\
&=\left[E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right)\right]\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right) . \tag{2.19}
\end{align*}
$$

The bound (2.18) implies $\left\|E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right)\right\|<e^{\left.n t^{*}-t^{\prime}\right)}$. From the semigroup relation (2.17) we see that

$$
\begin{equation*}
E^{o}\left(v ; t^{\prime \prime}, t\right) E^{o}\left(v ; t, t^{\prime}\right)=E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right) \tag{2.20}
\end{equation*}
$$

It is also easy to check from (2.16) that

$$
\begin{equation*}
\left[E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right)\right]^{*}=E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right) . \tag{2.21}
\end{equation*}
$$

As $t^{\prime \prime}$ tends to $t^{\prime}\left(t^{\prime \prime} \rightarrow t^{\prime}\right)$, it is clear from (2.16) that $\mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right)$ tends to $2 \pi \delta\left(p^{\prime \prime}-p^{\prime}\right) \delta\left(q^{\prime \prime}-q^{\prime}\right)$ in the sense of distributions. Using (2.20), (2.21), and $\left\|E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right)\right\| \leqslant e^{2\left(t^{*}-t^{\prime}\right)}$, this implies $\operatorname{sim}_{t \rightarrow t^{\prime}} E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right)$ $=\mathbf{1}$ on $L^{2}(V)$. Moreover, one sees from the explicit expression (2.16) that the $\mathscr{P}_{v}(h=0)$ depend on the initial and final times $t^{\prime}, t^{\prime \prime}$ only through the difference ( $\left.v t^{\prime \prime}-v t^{\prime}\right)$. Putting all this together, we conclude that, for fixed $v$, the $E^{o}(v, t)$ $\equiv E^{o}(v ; t, 0)$ form a strongly continuous semigroup (in $t$ ) of bounded operators. Hence

$$
\begin{equation*}
E^{o}\left(v ; t^{\prime \prime}, t^{\prime}\right)=E^{o}\left(v, t^{\prime \prime}-t^{\prime}\right)=\exp \left[-v A\left(t^{\prime \prime}-t^{\prime}\right)\right] \tag{2.22}
\end{equation*}
$$

where $A$ is a self-adjoint operator on $L^{2}(V)$. The bound $\left\|E^{o}(v, t)\right\| \leqslant e^{v t}$ implies $A \geqslant-1$. The operator $A$ can be calculated explicitly from (2.16). One finds

$$
\begin{align*}
A & =\frac{1}{2}\left[-\left(\partial_{p}^{2}+\partial_{q}^{2}\right)+i\left(p \partial_{q}-q \partial_{p}\right)+\frac{1}{4}\left(p^{2}+q^{2}\right)-1\right] \\
& =\frac{1}{2}\left[\left(-i \partial_{p}+q / 2\right)^{2}+\left(-i \partial_{q}-p / 2\right)^{2}-1\right] . \tag{2.23}
\end{align*}
$$

It is particularly interesting to note, if $A$ is interpreted as a Hamiltonian on $L^{2}\left(\mathbf{R}^{2}\right)$, that it describes a two-dimensional particle in the presence of a constant magnetic field orthogonal to the plane of motion. Indeed, exactly such a Hamiltonian arises in the two-dimensional quantized Hall effect, and
good use has been made of coherent state techniques in the study of this problem. ${ }^{12}$ Because of this magnetic field analogy, we know immediately that $A$ has a purely discrete spectrum (the Landau levels for the corresponding magnetic field). As a matter of fact, we already have an expression for a set of eigenvalues and eigenvectors for $A$. Recalling the definition (2.9) of the $h_{k l}$, and using the definitions (2.5) and (2.1) of the $\omega_{k}$ and $W(p, q)$, respectively, one finds

$$
\begin{equation*}
A h_{k l}=k h_{k l} \tag{2.24}
\end{equation*}
$$

This will be useful for our analysis of the $v \rightarrow \infty$ limit below. It follows immediately from (2.24) that $D$, the set of finite linear combinations of the $h_{k l}$, is a core for $A$. Note that (2.24) also implies $A>0$. We have therefore $\left\|E^{\circ}(v, t)\right\|$ $=\|\exp (-v A t)\|<1$, which means that the $E^{o}(v, t)$ are a strongly continuous contraction semigroup.

Let us now look at the case where $h$ is not identically zero. We shall consider functions $h$ satisfying, for all $\alpha>0$, the condition

$$
\begin{equation*}
\int d p d q|h(p, q)|^{2} \exp \left[-\alpha\left(p^{2}+q^{2}\right)\right]<\infty \tag{2.25}
\end{equation*}
$$

This is automatically fulfilled if, e.g.,

$$
\int d p d q|h(p, q)|^{2} \exp \left[-\beta\left(p^{2}+q^{2}\right)^{r}\right]<\infty
$$

for some $\beta>0$ and $0<\gamma<1$.
Condition (2.25) ensures that the path integral (2.15) is well defined. To see this, we only need to check that $\left|\int_{0}^{T} h(p(t), q(t)) d t\right|$ is finite for almost all paths $(p(t), q(t))$ in the support of $\mu_{w}^{\nu}$. This is certainly true if

$$
\int\left\{\int_{0}^{T}|h(p(t), q(t))| d t\right\} d \mu_{W}^{\nu}(p, q)<\infty
$$

Using the definition of $\mu_{W}^{\nu}$, we can rewrite this condition as

$$
\begin{align*}
& \int_{0}^{T} d t \int d p d q \mid h(p, q)\left((2 \pi v t)^{-1}\right. \\
& \quad \times \exp \left\{-\frac{\left(p-p^{\prime}\right)^{2}+\left(q-q^{\prime}\right)^{2}}{2 v t}\right\} \\
& \quad \times[2 \pi v(T-t)]^{-1} \exp \left\{-\left[\left(p-p^{\prime \prime}\right)^{2}\right.\right. \\
& \left.\left.\quad+\left(q-q^{\prime \prime}\right)^{2}\right] /[2 v(T-t)]\right\}<\infty . \tag{2.26}
\end{align*}
$$

For $h$ satisfying condition (2.25), we can use the CauchySchwarz inequality to bound the left-hand side of (2.26) by

$$
\begin{align*}
& C \int_{0}^{T} t^{-1}(T-t)^{-1} \int d p d q \exp \left\{-\frac{\left(p-p^{\prime}\right)^{2}+\left(q-q^{\prime}\right)^{2}}{v t}\right. \\
& \left.\quad-\frac{\left(p-p^{\prime \prime}\right)^{2}+\left(q-q^{\prime \prime}\right)^{2}}{v(T-t)}+\frac{\left(p^{2}+q^{2}\right)}{v T}\right\} \\
& < \\
& \quad C \int_{0}^{T} d t v T\left[T^{2}-t(T-t)\right]^{-1}  \tag{2.27}\\
& \quad \times \exp \left\{\frac{2 T\left(\left|p^{\prime} \| p^{\prime \prime}\right|+\left|q^{\prime}\right|\left|q^{\prime \prime}\right|\right)}{v\left[T^{2}-t(T-t)\right]}\right\} .
\end{align*}
$$

Since, for $t \in[0, T], T^{2}-t(T-t) \geqslant 3 T^{2} / 4$, one immediately sees that expression (2.27) is finite, and hence that $\mathscr{P}_{\nu}(h)$ is well defined for all $p^{\prime}, q^{\prime}, p^{\prime \prime}, q^{\prime \prime}$. From (2.15) we see then that, for all $h$ satisfying (2.25),
$\left|\mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right)\right|$

$$
\begin{align*}
& \leqslant 2 \pi e^{v t^{\prime \prime}-t^{\prime} / 2} \int d \mu_{W}^{v}(p, q) \\
& \leqslant \frac{e^{v^{\prime \prime}-t^{\prime} / / 2}}{v\left(t^{\prime \prime}-t^{\prime}\right)} \exp \left\{-\frac{\left(p^{\prime \prime}-p^{\prime}\right)^{2}+\left(q^{\prime \prime}-q^{\prime}\right)^{2}}{2 v\left(t^{\prime \prime}-t^{\prime}\right)}\right\} . \tag{2.28}
\end{align*}
$$

Since $h$ is time independent, $\mathscr{P}_{\nu}(h)$ will depend on $t^{\prime \prime}, t$ ' only through the difference $t^{\prime \prime}-t^{\prime}$. Together with (2.28) this implies that $\mathscr{P}_{\nu}(h)$ is the integral kernel of a bounded operator $E\left(v, h ; t^{\prime \prime}-t^{\prime}\right)$ on $L^{2}(V)$
$\mathscr{P}_{v}\left(h ; p^{\prime \prime}, q^{\prime \prime}, t^{\prime \prime} ; p^{\prime}, q^{\prime}, t^{\prime}\right)=\left[E\left(v, h ; t^{\prime \prime}-t^{\prime}\right)\right]\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right)$,
with

$$
\begin{equation*}
\|E(v, h ; t)\|<e^{v / 2} \tag{2.29}
\end{equation*}
$$

From the path integral definition (2.15) one immediately sees that the semigroup property (2.17) for the $\mathscr{P}_{\nu}(h)$ also holds for $h \neq 0$. This implies $\left[t_{1}, t_{2}>0 ; E(v, h ; 0) \equiv 1\right]$

$$
\begin{equation*}
E\left(v, h ; t_{1}\right) E\left(v, h ; t_{2}\right)=E\left(v, h ; t_{1}+t_{2}\right), \tag{2.31}
\end{equation*}
$$

i.e., the $E(v, h ; t)$ form a semigroup.

We want to show that the $E(v, h ; t)$ actually form a strongly continuous semigroup of contractions on $L^{2}(V)$ [which means we have to do better than (2.30)!]. In order to do this, we shall proceed in several steps. We shall first consider $h$ in $C_{0}^{\infty}$, the $C^{\infty}$ functions vanishing at $\infty$. Then we shall extend our results to bounded $h$, and in a third step we generalize to all $h$ satisfying condition (2.25).

For any $h$ satisfying (2.25), we define $H_{V}$ to be [as in (2.13)] the multiplication operator by $h(p, q)$

$$
\begin{equation*}
\left(H_{V} f\right)(p, q)=h(p, q) f(p, q) . \tag{2.32}
\end{equation*}
$$

We shall always assume that $h$ is a real function, which implies that $H_{V}$ is self-adjoint. If $h$ is not bounded, the domain $D\left(H_{V}\right)$ of $H_{V}$ consists of all $f \in L^{2}(V)$ for which $h f$ is still square integrable. Because of the special form of the $h_{k l}$ we have

$$
\left|h_{k l}(p, q)\right| \leqslant C\left(1+p^{2}+q^{2}\right)^{n} \exp \left[-\left(p^{2}+q^{2}\right) / 4\right]
$$

( $C$ and $n$ depend on $k$ and $l$ ); together with (2.25) this implies that $h_{k l} \in D\left(H_{V}\right)$ for all $k, l$.

Let us now consider $h \in C_{0}^{\infty}$. Then $H_{V}$ is a bounded operator. On the domain $D(A)$ of $A$ we can define $v A+i H_{V}$. This is a closed operator, which is the generator of a strongly continuous contraction semigroup (both $v A$ and $i H_{V}$ are generators, and $H_{V}$ is $A$ bounded with relative bound zero; see, e.g., Kato's book, ${ }^{13}$ p. 499). The integral kernel of $\exp \left[-\left(v A+i H_{V}\right) T\right]$ is given by the Trotter product formula

$$
\begin{aligned}
\{\exp [ & \left.\left.-\left(v A+i H_{V}\right) T\right]\right\}\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right) \\
= & \lim _{N \rightarrow \infty} \int \cdots \int \prod_{j=0}^{N}\left\{[\exp (-v A \epsilon)]\left(p_{j+1}, q_{j+1} ; p_{j}, q_{j}\right)\right. \\
& \left.\times \exp \left[-i h\left(p_{j}, q_{j}\right) \epsilon\right]\right\} \prod_{j=1}^{N}\left(\frac{d p_{j} d q_{j}}{2 \pi}\right) \\
= & \lim _{N \rightarrow \infty} 2 \pi \int \cdots \int \prod_{j=0}^{N}\left(\frac{\exp (v \epsilon / 2)}{4 \pi \sinh (v \epsilon / 2)}\right. \\
\quad & \times \exp \left\{(i / 2)\left(p_{j} q_{j+1}-p_{j+1} q_{j}\right)\right. \\
& -\frac{1}{4} \operatorname{coth}(v \epsilon / 2)\left[\left(p_{j+1}-p_{j}\right)^{2}+\left(q_{j+1}-q_{j}\right)^{2}\right\}
\end{aligned}
$$

$$
\left.\times \exp \left[-i h\left(p_{j}, q_{j}\right) \epsilon\right]\right) \prod_{j=1}^{N}\left(d p_{j} d q_{j}\right)
$$

[use (2.16) and (2.17)].
Here we have used the notations $p_{o}=p^{\prime}, q_{o}=q^{\prime}, p_{N+1}$ $=p^{\prime \prime}, q_{N+1}=q^{\prime \prime}$, and $\epsilon \equiv T /(N+1)$. In the limit for $N \rightarrow \infty$, we can replace $[\sinh (v \epsilon / 2)]^{-1}$ and $\operatorname{coth}(v \epsilon / 2)$ by their first-order approximation $2 / \epsilon \nu$ (higher-order terms do not contribute in the limit). This leads to

$$
\begin{align*}
\{\exp & {\left.\left[-\left(v A+i H_{V}\right) T\right]\right\}\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right) } \\
= & 2 \pi e^{\nu T / 2} \lim _{N \rightarrow \infty} \int \cdots \int \prod_{j=0}^{N}\left(\exp \left\{\frac{1}{2} i\left[p_{j}\left(q_{j+1}-q_{j}\right)-q_{j}\left(p_{j+1}-p_{j}\right)\right]\right\} \exp \left[-i h\left(p_{j}, q_{j}\right) \epsilon\right]\right) \\
& \times \prod_{j=0}^{N}\left([2 \pi v \epsilon]^{-1} \exp \left\{-\frac{\left(q_{j+1}-q_{j}\right)^{2}+\left(p_{j+1}-p_{j}\right)^{2}}{2 v \epsilon}\right\}\right) \prod_{j=1}^{N}\left(d p_{j} d q_{j}\right) \\
= & 2 \pi e^{\nu T / 2} \int \exp \left[i \frac{1}{2} \int(p d q-q d p)-i \int h(p, q) d t\right] d \mu_{W}^{v}(p, q) \\
= & \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) . \tag{2.33}
\end{align*}
$$

Here we have used the continuity of $h$ in the limit so that as $N \rightarrow \infty$,

$$
\exp \left[-i \sum_{j=0}^{N} h\left(p_{j}, q_{j}\right) \epsilon\right] \rightarrow \exp \left[-i \int h(p, q) d t\right]
$$

Comparing (2.33) with (2.29) we see that for $h \in C_{o}^{\infty}$,

$$
\begin{equation*}
E(v, h ; t)=\exp \left[-\left(v A+i H_{V}\right) t\right] . \tag{2.34}
\end{equation*}
$$

This implies that for $h$ in $C_{o}^{\infty}$ we have achieved our goal: the
$E(v, h ; t)$ form a strongly continuous contraction semigroup.
For $h$ in $L^{\infty}$, the operator $H_{V}$ defined by (2.32) is still bounded. The operator $v A+i H_{V}$, defined on $D(A)$, is therefore still a generator of a strongly continuous contraction semigroup. We can find functions $h_{n}$ in $C_{0}^{\infty}$ such that $\left|h_{n}(p, q)\right| \leqslant\|h\|_{\infty}$ for all $p, q$ and $h_{n}(p, q) \rightarrow h(p, q)$ almost everywhere (a.e.). By the dominated convergence theorem, one sees immediately from (2.15) that this implies $\mathscr{P}_{v}\left(h_{n}\right)$
$\rightarrow_{n \rightarrow \infty} \mathscr{P}_{\nu}(h)$ pointwise. On the other hand, $\left(v A+i H_{V, n}\right) f$ $\rightarrow\left(\nu A+i H_{V} \mid f\right.$ for all $f \in D(A)$, and therefore $v A+i H_{V, n}$ converges to $v A+i H_{V}$ in the strong resolvent sense (see Ref. 13, Theorem VIII 1.5), where we have used the notation $H_{V, n}$ for the multiplication operator by $h_{n}$ on $L^{2}(V)$. Hence

Using (2.28) [note that this upper bound on $\mathscr{P}_{v}(h)$ is independent of $h$ !] one can therefore apply the dominated convergence theorem to see that $\left[f, g \in L^{2}(V)\right]$
$\left\langle f, \exp \left[-\left(v A+i H_{V}\right) t\right] g\right\rangle$

$$
\begin{aligned}
= & \lim _{n \rightarrow \infty}\left\langle f, \exp \left[-\left(v A+i H_{V, n}\right) t\right] g\right\rangle \\
= & \lim _{n \rightarrow \infty} \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \overline{f\left(p^{\prime \prime}, q^{\prime \prime}\right)} \\
& \times \mathscr{P}_{v}\left(h_{n} ; p^{\prime \prime}, q^{\prime \prime}, t ; p^{\prime}, q^{\prime}, 0\right) g\left(p^{\prime}, q^{\prime}\right) \\
= & \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \overline{f\left(p^{\prime \prime}, q^{\prime \prime}\right)} \\
& \times \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, t ; p^{\prime}, q^{\prime}, 0\right) g\left(p^{\prime}, q^{\prime}\right) \\
= & \langle f, E(v, h ; t) g\rangle .
\end{aligned}
$$

Hence $E(v, h ; t)=\exp \left[-\left(v A+i H_{V}\right) t\right]$ for $h \in L^{\infty}$, which implies again that the $E(v, h ; t)$ form a strongly continuous contraction semigroup, now for all $h \in L^{\infty}$.

Finally, let us take a general function $h$ satisfying (2.25). Let $h_{n}(p, q)$ be defined as

$$
\begin{align*}
& h_{n}(p, q)=h(p, q), \quad \text { if }|h(p, q)| \leqslant n, \\
& h_{n}(p, q)=0, \quad \text { otherwise } \tag{2.35}
\end{align*}
$$

Clearly $\lim _{n \rightarrow \infty} h_{n}(p, q)=h(p, q)\left(h_{n}\right.$ converges pointwise to $h$, a.e.), while $\left|h_{n}(p, q)\right| \leqslant|h(p, q)|$ for all $p, q$. By the dominated convergence theorem we have therefore, for every path [ $p(t), q(t)$ ] for which $\int_{0}^{T}|h(p, q)| d t$ is finite, that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{T} h_{n}(p, q) d t=\int_{0}^{T} h(p, q) d t . \tag{2.36}
\end{equation*}
$$

Since $\int_{0}^{T}|h(p, q)| d t$ is finite a.e. with respect to $\mu_{W}^{\nu}$ (see above), (2.36) implies, again by the dominated convergence theorem, that for all $p^{\prime}, q^{\prime}, p^{\prime \prime}, q^{\prime \prime}$

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \mathscr{P}_{v}\left(h_{n} ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& =\mathscr{P}_{v}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) . \tag{2.37}
\end{align*}
$$

Take now any $f \in L^{2}(V)$. We have then

$$
\begin{aligned}
& \left\|\left[E(v, h ; t)-E\left(v, h_{n} ; t\right)\right] f\right\|^{2} \\
& \quad=\int \frac{d p d q}{2 \pi} \int \frac{d p_{1} d q_{1}}{2 \pi} \int \frac{d p_{2} d q_{2}}{2 \pi} \overline{f\left(p_{1}, q_{1}\right)} \\
& \quad \times \overline{\left.\mathscr{P}_{v}\left(h ; p, q, t ; p_{1}, q_{1}, 0\right)-\mathscr{P}_{\nu}\left(h_{n} ; p, q, t ; p_{1}, q_{1}, 0\right)\right]} \\
& \quad \times\left[\mathscr{P}_{v}\left(h ; p, q, t ; p_{2}, q_{2}, 0\right)-\mathscr{P}_{\nu}\left(h_{n} ; p, q, t ; p_{2}, q_{2}, 0\right)\right] \\
& \quad \times f\left(p_{2}, q_{2}\right) .
\end{aligned}
$$

Using the pointwise convergence (2.37) and the upper bound (2.28) one sees that this integral converges to zero for $n \rightarrow \infty$, by the dominated convergence theorem. Hence

$$
\begin{equation*}
\mathrm{s}-\lim _{n \rightarrow \infty} E\left(v, h_{n} ; t\right)=E(v, h ; t) . \tag{2.38}
\end{equation*}
$$

Since $h_{n} \in L^{\infty}$ for all $n$, the $E\left(v, h_{n} ; t\right)$ are contraction operators. Hence the strong convergence (2.38) implies

$$
\begin{equation*}
\|E(v, h ; t)\| \leqslant 1 . \tag{2.39}
\end{equation*}
$$

Taking (2.31) into account, we therefore only need to prove still that

$$
\begin{equation*}
\underset{t \rightarrow 0}{s-\lim _{t \rightarrow 0}} E(v, h ; t)=1 \tag{2.40}
\end{equation*}
$$

in order to conclude that the $E(v, h ; t)$ form a strongly continuous contraction semigroup. Since the $E(v, h ; t)$ are uniformly bounded, and since $D$, the set of finite linear combinations of the $h_{k l}$, is dense, it is sufficient to prove, for all $k, l$,

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|E(v, h ; t) h_{k l}-h_{k l}\right\|=0 \tag{2.41}
\end{equation*}
$$

To prove (2.41) we shall again use the $L^{\infty}$ functions $h_{n}$ defined by (2.35). Since $h_{n} \in L^{\infty}$, we know that $E\left(v, h_{n} ; t\right)$ $=\exp \left[-\left(v A+i H_{V, n}\right) t\right]$. Fix $k, l$. Since $h_{k l} \in D(A)$ $=D\left(v A+i H_{V, n}\right), G_{n}(t) \equiv E\left(v, h_{n} ; t\right) h_{k l}$ is differentiable, and

$$
\begin{align*}
\left\|\frac{d}{d t} G_{n}(t)\right\| & =\left\|E\left(v, h_{n} ; t\right)\left[v A+i H_{V, n}\right] h_{k l}\right\| \\
& \leqslant v k+\left\|\left|h_{n}\right| h_{k l}\right\| \leqslant v k+\left\||h| h_{k l}\right\| \tag{2.42}
\end{align*}
$$

where we have used $\left\|E\left(v, h_{n} ; t\right)\right\| \leqslant 1, A h_{k l}=k h_{k l}$, and $\left|h_{n}(p, q)\right| \leqslant|h(p, q)|$. The fact that the upper bound (2.42) on $\left\|(d / d t) G_{n}(t)\right\|$ is independent of $n$ implies that the $G_{n}$ form an equicontinuous family of vector-valued functions of $t$. Since $G_{n}(t)$ converges to $E(v, h ; t) h_{k l}$ for every $t$, the equicontinuity of the $G_{n}$ implies that $E(v, h ; t) h_{k l}$ is continuous in $t$. We have thus proved (2.41), and hence (2.40).

We have now achieved our goal, i.e., we have shown that for all functions $h$ satisfying (2.25), $\mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, t ; p^{\prime}, q^{\prime}, 0\right)$ is the integral kernel for a strongly continuous contraction semigroup $E(v, h ; t)$. This contraction semigroup can be considered as a "perturbation" of the semigroup $E^{0}(v, T)$ $=\exp (-v A t)$. If $h$ is a bounded function, the multiplication operator $H_{v}$ is bounded, and one sees from (2.34) that $E(v, h ; t)$ satisfies the integral equation

$$
\begin{equation*}
E(v, h ; T)=E^{o}(v, T)-i \int_{0}^{T} d s E(v, h ; T-s) H_{V} E^{o}(v, s) \tag{2.43}
\end{equation*}
$$

For a general unbounded $h$, (2.43) cannot be written as an operator equation, because of domain problems. However, we shall see that (2.43) is still true in a "weak" sense for functions $h$ satisfying (2.25).

Take any (real) function $h$ satisfying (2.25). Let [ $p(t), q(t)]$ be a path in the support of $\mu_{w}^{v}$ for which $\int_{0}^{T}|h(p, q)| d t$ is finite. Then $F(s)=\exp \left[-i \int_{s}^{T} h(p, q) d t\right]$ is a function of bounded variation on the interval $[0, T]$. Hence, $F$ is differentiable a.e. and by the fundamental theorem of calculus

$$
F^{\prime}(s)=i h(p(s), q(s)) F(s), \quad \text { a.e. }
$$

Hence

$$
F(T)=F(0)+i \int_{0}^{T} d s h(p(s), q(s)) F(s)
$$

or

$$
\begin{aligned}
& \exp \left[-i \int_{0}^{T} h(p, q) d t\right] \\
& \quad=1-i \int_{0}^{T} d s h(p(s), q(s)) \exp \left[-i \int_{s}^{T} h(p, q) d t\right]
\end{aligned}
$$

Since for $h$ satisfying (2.25), $\int_{0}^{T}|h(p, q)| d t$ is finite a.e. with respect to $\mu_{W}^{\nu}$, we can insert the above expression into the definition (2.15) of $\mathscr{P}_{\nu}(h)$, which gives

$$
\begin{align*}
& \mathscr{P}_{v}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& =\mathscr{P}_{v}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)-i 2 \pi e^{\nu T / 2} \\
& \quad \times \int\left\{\int_{0}^{T} d s h(p(s), q(s)) \exp \left[i \frac{1}{2} \int(p d q-q d p)\right]\right. \\
&  \tag{2.44}\\
& \left.\quad \times \exp \left[-i \int_{s}^{T} h(p, q) d t\right]\right\} d \mu_{W_{i}, p^{\prime}, q^{\prime}, 0}^{v, p^{\prime \prime}, q^{\prime}}(p, q)
\end{align*}
$$

In order to avoid confusion we have, for this computation only, explicitly labeled the Brownian bridge measure $\mu_{W}^{\nu}$ by its initial and final times, together with the pinned values of $p, q$ at these times. For every $s$ in $(0, T)$ we can write

We insert this into (2.44). The multiple integral we thus obtain is absolutely convergent if $h$ satisfies (2.25) [see (2.26)]. We are therefore allowed to change the order of the integrations, which yields

$$
\begin{align*}
& \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& \quad=\mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& \quad-i \int_{0}^{T} d s \int \frac{d p d q}{2 \pi} \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p, q, s\right) \\
& \quad \times h(p, q) \mathscr{P}_{\nu}\left(h=0 ; p, q, s ; p^{\prime}, q^{\prime}, 0\right) \tag{2.45}
\end{align*}
$$

For $f_{1}, f_{2} \in D$, we multiply this expression by $\overline{f_{1}\left(p^{\prime \prime}, q^{\prime \prime}\right)} f_{2}\left(p^{\prime}, q^{\prime}\right)$, and integrate over $p^{\prime \prime}, q^{\prime \prime}, p^{\prime}, q^{\prime}$. We can use the fact that for some $C, n,\left|f_{j}(p, q)\right|$ $<C\left(1+p^{2}+q^{2}\right)^{n} \exp \left[-\left(p^{2}+q^{2}\right) / 4\right](j=1,2)$ to show that the multiple integral converges absolutely; we may therefore again change the order of the integrations, which leads, for all $f_{1}, f_{2} \in D$, to

$$
\begin{align*}
\left\langle f_{1}, E(v, h ; T) f_{2}\right\rangle= & \left\langle f_{1}, E^{o}(v, T) f_{2}\right\rangle \\
& -i \int_{0}^{T} d s\left\langle f_{1}, E(v, h ; T-s) H_{V} E^{o}(v, s) f_{2}\right\rangle . \tag{2.46}
\end{align*}
$$

Formula (2.46) holds for all functions $h$ satisfying (2.25). Note that $E^{o}(v, t)$ leaves $D$ invariant; since $D \subset D\left(H_{V}\right)$, all the terms in ( 2.46 ) are well defined.

Putting together all the preceding results, we see that we have proved the following proposition.

Proposition 2.1: Let $h$ be a real function satisfying, for all $\alpha>0$,

$$
\int d p d q|h(p, q)|^{2} \exp \left[-\alpha\left(p^{2}+q^{2}\right)\right]<\infty
$$

Then

$$
\begin{aligned}
& \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& = \\
& =2 \pi e^{\nu T / 2} \int \exp \left[i \frac{1}{2} \int(p d q-q d p)\right. \\
& \left.\quad-i \int h(p, q) d t\right] d \mu_{W}^{v}
\end{aligned}
$$

is well defined. Here $\mu_{W}^{\nu}$ is a Gaussian measure completely determined by its normalization (1.4) and its connected covariance (1.5). Moreover, there exists a strongly continuous contraction semigroup $E(v, h ; t)$ on $L^{2}(V)$ such that we have the following.
(1) $E(v, h ; t)$ is an integral operator, with kernel
$[E(v, h ; t)]\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right)=\mathscr{P}_{v}\left(h ; p^{\prime \prime}, q^{\prime \prime}, t ; p^{\prime}, q^{\prime}, 0\right)$.
(2) For all $f, g \in D$,

$$
\begin{aligned}
\langle f, E(v, h ; T) g\rangle= & \left\langle f, E^{o}(v, T|g\rangle\right. \\
& -i \int_{0}^{T} d t\left\langle f, E(v, h ; T-t) H_{V} E^{o}(v, t) g\right\rangle
\end{aligned}
$$

This proposition will enable us, in the next section, to study the limit for $v \rightarrow \infty$.

From the path integral definition (2.15) for $\mathscr{P}_{\nu}(h)$ one can easily check that

$$
\begin{equation*}
\mathscr{P}_{\nu}\left(-h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)=\overline{\mathscr{P}_{\nu}\left(h ; p^{\prime}, q^{\prime}, T ; p^{\prime \prime}, q^{\prime \prime}, 0\right)} \tag{2.47a}
\end{equation*}
$$

This implies

$$
\begin{equation*}
E(v,-h ; t)=E(v, h ; t)^{*} \tag{2.47b}
\end{equation*}
$$

## C. Taking the limit $\boldsymbol{v} \rightarrow \infty$

Let us again first consider the case $h=0$. Since the $h_{o l}$ span the subspace $\mathscr{H}_{o}$, we see from (2.24) that $e^{-\nu T A} \rightarrow P_{o}$ as $\nu \rightarrow \infty$. Hence, as $\nu \rightarrow \infty$,

$$
\begin{align*}
& \mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& \quad=[\exp (-v A T)]\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right) \rightarrow P_{o}\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right) \tag{2.48}
\end{align*}
$$

Since $P_{o}=\left(\mathbf{1}_{\mathscr{H}}\right) \hat{}$ [using the definition (2.10) of $\hat{R}$ for $R \in \mathscr{B}(\mathscr{H})$ ], its integral kernel is given by [use (2.11)]

$$
\begin{equation*}
P_{o}\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right)=\left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle \tag{2.49}
\end{equation*}
$$

Putting (2.48) and (2.49) together yields, as $v \rightarrow \infty$,

$$
\mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \rightarrow\left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle
$$

This is exactly statement (1.3), specialized to the case $h \equiv 0$.

For $h \neq 0$, the same will happen. If $h$ is bounded, $\mathscr{P}_{\nu}(h)$ is the integral kernel of $\exp \left[-\left(v A+i H_{V}\right) T\right]$. Since $A\left(1-P_{o}\right) \geqslant 1-P_{o}$, the effect of the $-v T A$ term in the exponent, in the limit $v \rightarrow \infty$, is that everything happening outside $\mathscr{H}_{0}=P_{o} L^{2}(V)$ gets damped out. An analogous phenomenon takes place for unbounded $h$. This is the content of the following proposition.

Proposition 2.2: Let $h$ be a real function on $\mathbf{R}^{2}$ satisfying (2.25). Let $H_{V}$ be the operator on $L^{2}(V)$ defined by

$$
\left(H_{V} f\right)(p, q)=h(p, q) f(p, q) .
$$

Let $E(v, h ; t)$ be the contraction semigroup given by Proposition 2.1. Define the operator $P_{o} H_{V} P_{o}$ on the domain $\left\{f ; P_{o} f \in D\left(H_{V}\right)\right\}$. Obviously $D \subset D\left(P_{o} H_{V} P_{o}\right)$. Assume that $P_{o} H_{V} P_{o}$ is essentially self-adjoint on $D$. Then, for all $T>0$,
where, with a slight abuse of notation, we write $\exp \left(-i P_{o} H_{V} P_{o} T\right)$ for $\exp \left(-i \overline{P_{o} H_{V} P_{o}} T\right)$.

Remark: Note that the condition that $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}$ be self-adjoint is an extra condition on $h$, which is not fulfilled by all $h$ satisfying (2.25), not even if $H_{V}$ is essentially selfadjoint on $D$, and $P_{o} D \subset D$ notwithstanding. It may happen that $\left.P_{o} H_{V} P_{o}\right|_{D}$ has more than one self-adjoint extension [e.g., $h(p, q)=p^{2}+(1-3 \lambda) q^{2}-\lambda q^{4}, \lambda>0$ ] or none at all [e.g., $\left.h(p, q)=p q^{3}+\frac{3}{2} p q\right]$. The condition that $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}$ be self-adjoint ensures that $\exp \left[-i \overline{\left.P_{o} H_{V} P_{o}\right|_{D}} T\right]$ is well defined and unitary. This is needed in point (7) of the proof (see below). The condition on $\left.P_{o} H_{V} P_{o}\right|_{D}$ may be weakened, however (see the remark following the proof of Proposition 2.1); it is sufficient to require that $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}$ be maximal symmetric. In that case a slightly weaker conclusion than (2.50) holds: in some cases one has to substitute "weak limit" for "strong limit." Note that if $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}$ is maximal symmetric (this includes the self-adjoint case), we automatically have $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}=\overline{P_{o} H_{V} P_{o}}$.

Before starting on the proof of Proposition 2.2, we state the following lemma which we shall need. Since it is easy to prove, we omit the proof here (see also Ref. 13, Lemma V 1.2).

Lemma 2.3: Let $\mathscr{H}$ be any separable complex Hilbert space. Let $B_{n}$ be a sequence of bounded operators on $\mathscr{H}$, with $\mathrm{w}-\lim _{n \rightarrow \infty} B_{n}=B$. suppose that

$$
\begin{aligned}
& \left\|B_{n}\right\| \leqslant 1, \quad \text { all } n \\
& \|\mathrm{~B} \psi\|=\|\psi\|, \quad \text { all } \psi \in \mathscr{H} .
\end{aligned}
$$

Then the $B_{n}$ converge strongly to $B$.
Remark: A corollary to this lemma is that the integral in (2.6) actually converges in the strong sense; that is, for any increasing sequence of compact sets $K_{n}$ ("increasing" means $K_{n} \subset K_{n+1}$ for all $n$ ) such that $\cup_{n} K_{n}=\mathbb{R}^{2}$, one has

$$
\underset{n \rightarrow \infty}{\mathrm{~s}-\lim } \int_{K_{n}} \frac{d p d q}{2 \pi}|p, q\rangle\langle p, q|=\mathbf{1}
$$

[take $B_{n}=\int_{K_{n}}(d p d q / 2 \pi)|p, q\rangle\langle p, q|, B=1$. Since $\left\|B_{n}\right\| \leqslant 1$, all the conditions for the lemma are fulfilled, and the above statement follows].

We now proceed to prove proposition 2.2.
Proof of Proposition 2.2: (1) Since we shall work with one fixed $h$, we shall drop this label in our notation for $E(v, h ; t)$ :
$E(v, t)=E(v, h ; t), \quad E^{o}(v, t)=E(v, 0 ; t)=\exp (-v t A)$.
Since the $E(v, t)$ are contractions, $\|E(v, t)\| \leqslant 1$, it suffices to prove the strong convergence on $D$. For $f, g \in D$, we have [see (2.46)], for all $t \geqslant 0$,
$\langle f, E(v, t) g\rangle$

$$
\begin{equation*}
=\left\langle f, E^{o}(v, t) g\right\rangle-i \int_{0}^{t} d s\left\langle f, E(v, t-s) H_{V} E^{o}(v, s) g\right\rangle \tag{2.51}
\end{equation*}
$$

Hence, for $k>0$,

$$
\begin{aligned}
&\left|\left\langle f, E(v, t) h_{k l}\right\rangle\right| \leqslant \mid\left\langle f, E^{o}(v, t) h_{k l}\right\rangle \mid \\
&+\int_{0}^{t} d s\left|\left\langle f, E(v, t-s) H_{V} E^{o}(v, s) h_{k l}\right\rangle\right| \\
& \leqslant e^{-v k t}\|f\|+\left(v^{-1} k^{-1}\right)\|f\|\left\|H_{V} h_{k l}\right\| .
\end{aligned}
$$

Since $D$ is dense, this implies

$$
\begin{equation*}
\left\|E(v, t) h_{k l}\right\| \leqslant e^{-v k t}+\left(v^{-1} k^{-1}\right)\left\|H_{V} h_{k l}\right\| . \tag{2.52}
\end{equation*}
$$

Hence, for $k>0:\left\|E(v, T) h_{k l}\right\| \rightarrow 0$ as $v \rightarrow \infty($ since $T>0)$, which proves

$$
\begin{equation*}
\underset{v \rightarrow \infty}{\mathrm{~s}-\lim _{v}}\left[E(v, T)\left(\mathbf{1}-P_{o}\right)\right]=0 . \tag{2.53}
\end{equation*}
$$

(2) We can use (2.52) to prove an estimate that will be useful below. From (2.52) we see that for any $f \in D$ there exists a constant $C_{f}$ (depending on $f$ ) such that, for all $t \geqslant 0$,

$$
\| E(v, t)\left(1-P_{o} \mid f \| \leqslant C_{f}\left(e^{-v t}+v^{-1}\right)\right.
$$

Take $g_{1} \in L^{2}(V)$. For arbitrary $\epsilon>0$, we can find $f \in D$ such that $\left\|f-g_{1}\right\| \leqslant \epsilon$. Hence

$$
\left\|E(v, t)\left(1-P_{o}\right) g_{1}\right\| \leqslant \epsilon+C_{f}\left(e^{-v t}+v^{-1}\right)
$$

This implies, for $g_{2} \in L^{2}(V)$, that

$$
\begin{aligned}
& \int_{0}^{T} d t\left|\left\langle g_{2}, E(v, T-t)\left(1-P_{o}\right) g_{1}\right\rangle\right| \\
& \leqslant \epsilon T\left\|g_{2}\right\|+C_{f}\left\|g_{2}\right\|\left[v^{-1} T+v^{-1}\left(1-e^{-v T}\right)\right]
\end{aligned}
$$

It is always possible to choose $v_{o}$ such that for $v \geqslant v_{o}$ the second term in the right-hand side of this inequality becomes smaller than $\epsilon$. Since $\epsilon$ was arbitrary to start with, we have therefore proved for all $g_{1}, g_{2} \in L^{2}(V)$ that

$$
\begin{equation*}
\lim _{v \rightarrow \infty} \int_{0}^{T} d t\left\langle g_{2}, E(v, T-t)\left(\mathbb{1}-P_{o}\right) g_{1}\right\rangle=0 \tag{2.54}
\end{equation*}
$$

(3) We now concentrate on $P_{o} E(v, T) P_{o}$. Take any strictly increasing sequence $\left(v_{n}\right)_{n}, v_{n} \geqslant 0$, with $\lim _{n \rightarrow \infty} v_{n}=\infty$. Fix $t \geqslant 0$. Since $\left\|P_{o} E\left(v_{n}, t\right) P_{o}\right\| \leqslant 1$, there exists a subsequence $\left(v_{n(k)}\right)_{k}$ of $\left(v_{n}\right)_{n}$ such that $P_{o} E\left(v_{n(k)}, t\right) P_{o}$ converges weakly. By the standard diagonalization trick, one finds there exists a subsequence $\left(\hat{v}_{k}\right)_{k}$ of $\left(v_{n}\right)_{n}$ such that the $P_{o} E\left(\hat{v}_{k}, t\right) P_{o}$ converge weakly for all rational values of $t$ in $\mathbf{R}_{+}$.
(4) For $f, g \in D_{o}=P_{o} D$ ( $=$ finite linear span of the $h_{o l}$ ), and any $t \in \mathbf{R}_{+}$, we see from (2.51) that [use $E^{\circ}(v, t) g=g$ ]

$$
\begin{aligned}
\left|\frac{d}{d t}\left\langle f, E\left(\hat{v}_{k}, t\right) g\right\rangle\right| & =\left|-i\left\langle f, E\left(\hat{v}_{k}, t\right) H_{V} g\right\rangle\right| \\
& \leqslant\|f\|\left\|H_{V} g\right\|
\end{aligned}
$$

Since this bound is independent of $k$ (and of $t$ ) this implies that for fixed $f, g \in D_{o}$, the functions $F_{k, f, g}(t)$ $=\left\langle f, E\left(\hat{v}_{k}, t\right) g\right\rangle$ form a (uniformly) equicontinuous family of functions $\mathbb{R}_{+} \rightarrow \mathbb{C}$. Since the $F_{k}$ converge for $t \in \mathbb{Q}_{+}$, a dense set in $\mathbf{R}_{+}$, this implies that they converge for all $t \in \mathbf{R}_{+}$; namely, for all $t>0,\left\langle f, E\left(\hat{v}_{n}, t\right) g\right\rangle \rightarrow F_{\infty, f, g}(t)$ as $\nu \rightarrow \infty$.
(5) for any $t, F_{\infty, f, g}$ is obviously sesquilinear in $f, g$. Moreover, since the $E(v, t)$ are all contractions, we have $\left|F_{\infty, f, g}(t)\right|<\|f\|\|g\|$. By Riesz' lemma this implies that there exist operators $L_{t} \in \mathscr{B}\left(\mathscr{H}_{o}\right)$ such that, for all $f, g \in \mathscr{H}_{o}$ and all $t \in \mathbf{R}_{+}$,

$$
\begin{equation*}
\left\langle f, L_{t} g\right\rangle=F_{\infty, f, g}(t)=\lim _{k \rightarrow \infty}\left\langle f, E\left(\hat{v}_{k}, t\right) g\right\rangle \tag{2.55}
\end{equation*}
$$

(6) Putting together (2.51) with some estimates, we can find an explicit form for the operators $L_{t}$. Let $f, g$ be arbitrary elements of $D_{o}$. Then
$\left\langle f, L_{t} g\right\rangle$

$$
\begin{aligned}
= & \lim _{k \rightarrow \infty}\left\langle f, E\left(\hat{v}_{k}, t\right) g\right\rangle \quad[\operatorname{see}(2.55)] \\
= & \lim _{k \rightarrow \infty}\left[\langle f, g\rangle-i \int_{0}^{T} d t\left\langle f, E\left(\hat{v}_{k}, T-t\right) H_{V} g\right\rangle\right] \\
& \quad\left[\text { use }(2.51), \text { together with } E^{o}(v, t) g=g\right] \\
= & \langle f, g\rangle-i \lim _{k \rightarrow \infty} \int_{0}^{T} d t\left\langle f, E\left(\hat{v}_{k}, T-t\right)\left(1-P_{o}\right) H_{V} g\right\rangle \\
& -i \lim _{k \rightarrow \infty} \int_{0}^{T} d t\left(f, E\left(\hat{v}_{k}, T-t\right) P_{o} H_{V} g\right\rangle .
\end{aligned}
$$

The second term is zero by (2.54); in the third term we can interchange the limit and the integration because of the dominated convergence theorem, which gives

$$
\begin{equation*}
\left\langle f, L_{T} g\right\rangle=\langle f, g\rangle-i \int_{0}^{T} d t\left\langle f, L_{T-1} P_{o} H_{V} g\right\rangle \tag{2.56}
\end{equation*}
$$

Equation (2.56) holds for $f, g \in D_{o}$. Introducing the operator $\widehat{L}_{t}$ on $L^{2}(V)$, defined as the trivial extension of $L_{t}$

$$
\begin{aligned}
& \hat{L}_{t} f=0, \quad \text { if } f \perp \mathscr{H}_{o} \\
& \hat{L}_{t} f=L_{t} f, \quad \text { if } f \in \mathscr{H}_{o}
\end{aligned}
$$

we can rewrite (2.56), for all $f, g \in D$ and all $T \geqslant 0$, as

$$
\begin{equation*}
\left\langle f, \hat{L}_{T} g\right\rangle=\left\langle f, P_{o} g\right\rangle-i \int_{0}^{T} d t\left\langle f, \hat{L}_{T-}, P_{o} H_{V} P_{o} g\right\rangle \tag{2.57}
\end{equation*}
$$

Since $P_{o} H_{V} P_{o}$ is essentially self-adjoint on $D$, (2.57) implies for all $T>0$ that

$$
\begin{equation*}
\hat{L}_{T}=P_{o} \exp \left[-i P_{o} H_{V} P_{o} T\right] P_{o} \tag{2.58}
\end{equation*}
$$

From (2.55) and the definition of $\hat{L}_{T}$, one sees that this implies
$\underset{k \rightarrow \infty}{\mathrm{w}-\lim _{o}} P_{o} E\left(\hat{v}_{k}, T\right) P_{o}=P_{o} \exp \left[-i P_{o} H_{V} P_{o} T\right] P_{o}$.
Since $\left(\hat{v}_{k}\right)_{k}$ was a well-chosen subsequence of an arbitrary increasing sequence $\left(v_{n}\right)_{n}$, with $\lim _{n \rightarrow \infty} v_{n}=\infty$, (2.59) implies
$\underset{v \rightarrow \infty}{\mathrm{w}} \lim _{o} P_{o} E(v, T) P_{o}=P_{o} \exp \left[-i P_{o} H_{V} P_{o} T\right] P_{o}$.
(7) Equation (2.60) is still not quite what we want, since it only gives weak convergence, while we are interested in strong convergence. However, we shall see that we can, by applying Lemma 2.3 , convert this weak into strong convergence. Let us restrict ourselves to $\mathscr{H}_{0}$. If we define $\widetilde{E}(v, t)$, $\widetilde{H}_{V}$ to be the obvious restrictions to $\mathscr{H}_{o}$ of $P_{0} E(v, t) P_{0}$, $P_{o} H_{V} P_{o}$, respectively, (2.60) can be rewritten as

$$
\underset{v \rightarrow \infty}{w-\lim } \widetilde{E}(v, T)=\exp \left(-i \widetilde{H}_{V} T\right)
$$

Since $\exp \left(-i \widetilde{H}_{V} T\right)$ is a unitary operator on $\mathscr{H}_{o}$, and $\|\widetilde{E}(v, T)\|<1$, we can apply Lemma 2.3 , and conclude

$$
\underset{\nu \rightarrow \infty}{\mathrm{s}-\lim _{\boldsymbol{E}}} \tilde{E}(\nu, T)=\exp \left(-i \widetilde{H}_{V} T\right)
$$

This then implies, on $L^{2}(V)$,

$$
\begin{equation*}
\underset{v \rightarrow \infty}{\mathrm{~s}-\lim _{o} P_{o} E(v, T) P_{o}=P_{o} \exp \left[-i P_{o} H_{V} P_{o} T\right] P_{o} . . . . ~} \tag{2.61}
\end{equation*}
$$

(8) Comparing (2.61) and (2.53) with (2.50) one sees that we only need to prove still that $\left(1-P_{o}\right) E(v, t) P_{o}$ converges to zero. This is an easy consequence of the fact that the $E(v, t)$ are contractions, while $\exp \left(-i P_{o} H_{V} P_{o} T\right)$ is unitary. Take $f \in L^{2}(V)$. Let $\epsilon$ be arbitrary, with $\epsilon>0$. Because of (2.61) we know that there exists a $v_{o}$ such that
$\left\|P_{o}\left[E(v, t)-\exp \left(-i P_{o} H_{V} P_{o} t\right)\right] P_{o} f\right\| \leqslant \epsilon, \quad$ for all $v>v_{o}$.
Since $P_{o} \exp \left(-i P_{o} H_{V} P_{o} t\right) P_{o}=\exp \left(-i P_{o} H_{V} P_{o} t\right) P_{o}$, this implies

$$
\left\|e^{-i P_{o} H_{\nu} P_{o}^{t}} P_{o} f\right\|^{2}-\left\|P_{o} E(v, t) P_{o} f\right\|^{2}<2 \epsilon\left\|P_{o} f\right\|
$$

Hence, for $v \geqslant v_{o}$,

$$
\begin{aligned}
& \left\|\left(1-P_{o}\right) E(v, t) P_{o} f\right\|^{2} \\
& \quad=\left\|E(v, t) P_{o} f\right\|^{2}-\left\|P_{o} E(v, t) P_{o} f\right\|^{2} \\
& \quad \leqslant\left\|P_{o} f\right\|^{2}-\left\|e^{-i P_{o} H_{\nu} P_{o} t} P_{o} f\right\|^{2}+2 \epsilon\left\|P_{o} f\right\| \\
& \quad=2 \epsilon\left\|P_{o} f\right\| .
\end{aligned}
$$

Since $\epsilon$ and $f$ were arbitrary, this proves

$$
\begin{equation*}
\mathrm{s}-\lim _{v \rightarrow \infty}\left(1-P_{o}\right) E(v, t) P_{o}=0, \tag{2.62}
\end{equation*}
$$

and (2.50) now follows from (2.53), (2.61), and (2.62).
Remark:We already noted above that the condition on $P_{o} H_{V} P_{o}$ may be weakened. We only required that $\left.P_{o} H_{V} P_{o}\right|_{D}$ be essentially self-adjoint in order to be allowed to make the transition from the integral equation (2.57) to the "integrated form" (2.58) for $\widehat{L}_{T}$. There are, however, more general conditions under which this transition is still permitted.

We first make some general remarks. Let $T$ be a closed symmetric operator on a complex Hilbert space $\mathscr{H}$. We define its deficiency indices $n_{ \pm}$as $n_{ \pm}=\operatorname{dim} \operatorname{Ker}\left(T^{*} \pm i 1\right)$. Let $\xi$ be any strictly positive real number. One checks easily that $i T+\xi$ is closed, and for all $\phi \in D(T)$,

$$
\|(i T+\xi) \phi\| \geqslant \xi\|\phi\| .
$$

This implies that $\operatorname{Ran}(i T+\xi)$ is closed. If $\operatorname{Ran}(i T+\xi)=\mathscr{H}$ then $(i T+\xi)^{-1}$ exists, and $\left\|(i T+\xi)^{-1}\right\|<\xi{ }^{-1}$. This is a necessary and sufficient condition for $i T$ to be the generator of a strongly continuous contraction semigroup (this is the Hille-Yosida theorem; see, e.g., Kato ${ }^{13}$ ); we denote this semigroup by $\exp (-i T t)$. But $\quad[\operatorname{Ran}(i T+\xi)]^{\perp}$ $=\operatorname{Ker}\left(-i T^{*}+\xi\right)$, hence $\operatorname{Ran}(i T+\xi)=\mathscr{H}$ if and only if $n_{+}=0$. Therefore, iT generates a strongly continuous contraction semigroup if and only if $n_{+}=0$. It turns out, due to the fact that $T$ is symmetric, that this semigroup consists entirely of isometries [for $\phi \in D(T)$, one checks that $(d / d t)\|\exp (-i T t) \phi\|^{2}=0$, hence $\|\exp (-i T t) \phi\|=\|\phi\|$. Since $D(T)$ is dense and $\exp (-i T t)$ a contraction, this extends to all of $\mathscr{H}]$. If $n_{-}=0$, the same analysis as above holds for $-T$ instead of $T$. We have then that all strictly positive real numbers lie in the resolvent set of $i T$, and $\left\|(-i T+\xi)^{-1}\right\|<\xi^{-1}$ for $\xi>0$. This implies $\left\|\left(i T^{*}+\xi\right)^{-1}\right\|<\xi^{-1}$, i.e., $i T^{*}$ is a generator of a strongly continuous contraction semigroup $\exp \left(-i T^{*} t\right)$. In fact, $\exp \left(-i T^{*} t\right)=[\exp (i T t)]^{*}$.

Let us now specialize this to the case at hand. It is clear that we have to assume at least that $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}$ is maximal symmetric. Hence either $n_{+}=0$ or $n_{-}=0$. If $n_{+}=0$, $\overline{\left.P_{o} H_{V} \bar{P}_{o}\right|_{D}}$ is the generator of a contraction semigroup, and we are allowed to conclude (2.58) from (2.57). This then leads to the weak limit statement (2.59). Since $\exp \left(-i P_{o} H_{V} P_{o} T\right)$ is still an isometry, Lemma 2.3 can still be applied, and the arguments in points (7) and (8) of the proof of Proposition 2.2 still carry through.

If $n_{-}=0$ we can apply the above to $-h$. We have thus

$$
\underset{v \rightarrow \infty}{\mathrm{~s}-\lim _{\infty}} E(v,-h ; T)=P_{o} \exp \left[i P_{o} H_{V} P_{o} T\right] P_{o}
$$

Taking adjoints, we see that this implies [use (2.47)]

$$
\underset{\nu \rightarrow \infty}{\left.\mathrm{w}-\lim _{n \rightarrow \infty} E(v, h ; T)=P_{o} \exp \left[-i P_{o} H_{V} P_{o}\right)^{*} T\right] P_{o}, ~ ; ~}
$$

where we have used $\left(P_{o} H_{V} P_{o}\right)^{*}=\left(\left.P_{o} H_{V} P_{o}\right|_{D}\right)^{*}$ since $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}=\overline{P_{o} H_{V} P_{o}}$. Note that we only can conclude weak convergence in this case (due to the taking of adjoints).

Summarizing, we see that if $\overline{\left.P_{o} H_{V} P_{o}\right|_{D}}$ is maximal symmetric, then

$$
\begin{align*}
\mathrm{s}-\lim _{v \rightarrow \infty} P_{o} E(v, h ; T) P_{o} & =P_{o} \exp \left[-i P_{o} H_{V} P_{o} T\right] P_{o}, \\
\text { if } n_{+}\left(P_{o} H_{V} P_{o}\right) & =0, \tag{2.63}
\end{align*}
$$

$$
\begin{aligned}
& \underset{v \rightarrow \infty}{\mathrm{w}-\lim _{\infty}} P_{o} E(v, h ; T) P_{o}=P_{o} \exp \left[-i\left(P_{o} H_{V} P_{o}\right) * T\right] P_{o}, \\
& \quad \text { if } n_{-}\left(P_{o} H_{V} P_{o}\right)=0 .
\end{aligned}
$$

Ultimately we are interested in convergence of the $\mathscr{P}_{\nu}(h)$, the integral kernels of the operators $E(v, h ; t)$, rather than in convergence of the operators themselves. As a conse-
quence of the constructions we made in Sec. II A, we can easily conclude that the $\mathscr{P}_{v}(h)$ converge in the sense of the Schwartz distributions.

To see this, let us first define the operator $H$ on $\mathscr{H}$ by

$$
H=\int \frac{d p d q}{2 \pi}|p, q\rangle h(p, q)\langle p, q|
$$

This definition is consistent with our earlier notations; the operator $H_{V}$ on $L^{2}(V)$ associated to $H$ by means of (2.13) coincides with the multiplication operator $H_{V}$ defined by (2.32). We have, therefore, according to (2.14),

$$
\begin{equation*}
P_{o} H_{V} P_{o}=\hat{H} \tag{2.64}
\end{equation*}
$$

where $\hat{H}$ is defined by (2.10). This implies [use (2.12)]

$$
P_{o} \exp \left(-i P_{o} H_{V} P_{o} T\right) P_{o}=[\exp (-i T H)]
$$

According to (2.11), [exp $-(i T H) \hat{]}$ is an integral operator, and its integral kernel is given by the cs matrix elements of $\exp (-i T H)$. Hence

$$
\begin{gathered}
{\left[P_{o} \exp \left(-i P_{o} H_{V} P_{o} T\right) P_{o}\right]\left(p^{\prime \prime}, q^{\prime \prime} ; p^{\prime}, q^{\prime}\right)} \\
\quad=\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp (-i H T) p^{\prime}, q^{\prime}\right\rangle
\end{gathered}
$$

We find therefore that both the $E(v, h ; T)$ and their limiting operator $P_{o} \exp \left(-i P_{o} H_{V} P_{o} T\right) P_{o}$ are integral operators on $L^{2}(V)$. It is then easy to show, using the fact that the Schwartz test functions on $\mathbb{R}^{2}$ are elements of $L^{2}(V)$, that the convergence proved in Proposition 2.2 implies convergence, in the sense of the distributions, of the integral kernels $\mathscr{P}_{\nu}(h)$, for all $T>0$, to the integral kernel of the limiting operator. We have thus (d-lim = limit in the sense of the Schwartz distributions)

$$
\begin{align*}
& \underset{v \rightarrow \infty}{\mathrm{~d}-\lim _{n}} \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& \quad=\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp (-i H T) p^{\prime}, q^{\prime}\right\rangle \tag{2.65}
\end{align*}
$$

In the final theorem of this section we shall see that we can do better than this, i.e., that we can prove in addition pointwise convergence of the $\mathscr{P}_{v}(h)$, provided the function $h$ satisfies a condition slightly stronger than (2.25). To prove this theorem we shall make use of formula (2.45) and of Proposition 2.2. Actually we shall only need weak convergence of the operators $E(v, h ; t)$; this enables us to consider also operators $H$ which are not self-adjoint, but only maximal symmetric [see (2.63)].

Theorem 2.4: Let $H$ be a maximal symmetric operator on $\mathscr{H}$, which can be written as

$$
H=\int \frac{d p d q}{2 \pi}|p, q\rangle h(p, q)\langle p, q|
$$

Assume that $D_{c}$, the finite linear span of the harmonic oscillator eigenstates $\omega_{k}$, is a core for $H$. Suppose that the function $h$ satisfies the following.
(Cl) For every $\alpha>0$

$$
\int d p d q|h(p, q)|^{2} \exp \left[-\alpha\left(p^{2}+q^{2}\right)\right]<\infty
$$

(C2) For some $0 \leqslant \beta<1$

$$
\int d p d q|h(p, q)|^{4} \exp \left[-\frac{\beta\left(p^{2}+q^{2}\right)}{2}\right]=C_{\beta}<\infty
$$

Then, for all $p^{\prime \prime}, q^{\prime \prime}, p^{\prime}, q^{\prime}$ in R, and all $t^{\prime \prime}>t^{\prime}$,
$\lim _{u \rightarrow \infty} 2 \pi e^{\imath\left(t^{n}-t^{\prime}\right) / 2} \int \exp \left[\frac{i}{2} \int(p d q-q d p)\right.$

$$
\begin{align*}
& \left.-i \int h(p, q) d t\right] d \mu_{w}^{v}(p, q) \\
& =\left\{\begin{array}{l}
\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp \left[-i\left(t^{\prime \prime}-t^{\prime}\right) H\right] p^{\prime}, q^{\prime}\right\rangle \\
\text { if } n_{+}(H)=0, \\
\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp \left[-i\left(t^{\prime \prime}-t^{\prime}\right) H^{*}\right] p^{\prime}, q^{\prime}\right\rangle \\
\text { if } n_{-}(H)=0
\end{array}\right. \tag{2.66}
\end{align*}
$$

Here $\mu_{W}^{\nu}$ is the product of two independent Wiener measures (one in $p$, one in $q$ ), pinned at $p^{\prime}, q^{\prime}$ for $t=t^{\prime}$, and at $p^{\prime \prime}, q^{\prime \prime}$ for $t=t^{\prime \prime}$. The normalization of $\mu_{w}^{\nu}$ is given by

$$
\begin{aligned}
\int d \mu_{W}^{v}(p, q)= & {\left[2 \pi v\left(t^{\prime \prime}-t^{\prime}\right)\right]^{-1} } \\
& \times \exp \left\{-\frac{\left(p^{\prime \prime}-p^{\prime}\right)^{2}+\left(q^{\prime \prime}-q^{\prime}\right)^{2}}{2 v\left(t^{\prime \prime}-t^{\prime}\right)}\right\}
\end{aligned}
$$

and the connected covariance is $\left(x\right.$ either $p$ or $\left.q ; t_{1} \leqslant t_{2}\right)$

$$
\begin{aligned}
\left\langle x\left(t_{1}\right) x\left(t_{2}\right)\right\rangle^{c} & \equiv\left\langle x\left(t_{1}\right) x\left(t_{2}\right)\right\rangle-\left\langle x\left(t_{1}\right)\right\rangle\left\langle x\left(t_{2}\right)\right\rangle \\
& =v t_{1}\left[1-t_{2} /\left(t^{\prime \prime}-t^{\prime}\right)\right]
\end{aligned}
$$

where $\langle f\rangle=\left(\int d \mu_{W}^{v} f\right) /\left(\int d \mu_{W}^{v}\right)$. If the limit is taken in the sense of the Schwartz distributions, then (2.66) already holds if only (C1) is satisfied.

Proof: (1) We take, without loss of generality, $t^{\prime}=0$ and $t^{\prime \prime}=T>0$.
(2) We shall use (2.45), relating $\mathscr{P}_{v}(h)$ with $\mathscr{P}_{\nu}(h=0)$. If we write (2.45) also for $\mathscr{P}_{v}(-h)$, take the complex conjugate, and apply ( 2.47 a ), we find another such integral equation for $\mathscr{P}_{\nu}(h)$. Combining this with (2.45) leads to $\mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)$

$$
=\mathscr{P}_{\nu}\left(0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)-i \int_{0}^{T} d t \int \frac{d p d q}{2 \pi}
$$

$$
\times \mathscr{P}_{\nu}\left(0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p, q, t\right) h(p, q) \mathscr{P}_{\nu}\left(0 ; p, q, t ; p^{\prime}, q^{\prime}, 0\right)
$$

$$
\begin{align*}
& -\int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2} \int \frac{d p_{1} d q_{1}}{2 \pi} \int \frac{d p_{2} d q_{2}}{2 \pi} \\
& \times \mathscr{P}_{\nu}\left(0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p_{1}, q_{1}, t_{1}\right) h\left(p_{1}, q_{1}\right) \\
& \times \mathscr{P}_{\nu}\left(h ; p_{1}, q_{1}, t_{1} ; p_{2}, q_{2}, t_{2}\right) h\left(p_{2}, q_{2}\right) \\
& \times \mathscr{P}_{\nu}\left(0 ; p_{2}, q_{2}, t_{2} ; p^{\prime}, q^{\prime}, 0\right) \tag{2.67}
\end{align*}
$$

A calculation analogous to what was done above [see (2.26)] shows that all the integrals in (2.67) converge absolutely (for fixed $v$ ).
(3) Let us introduce a new notation. For $p, q \in \mathbb{R}, v, t>0$, we define $\phi_{p, q, v, t} \in L^{2}(V)$ by

$$
\begin{aligned}
\phi_{p, q, v, t}\left(p_{1}, q_{1}\right)= & \mathscr{P}_{v}\left(0 ; p_{1}, q_{1}, t ; p, q, 0\right) \\
= & \left(e^{v t / 2} /(2 \sinh [v t / 2])\right) \exp \left\{(i / 2)\left(p q_{1}-p_{1} q\right)\right. \\
& \left.-\frac{1}{4} \operatorname{coth}(v t / 2)\left[\left(p-p_{1}\right)^{2}+\left(q-q_{1}\right)^{2}\right]\right\} .
\end{aligned}
$$

One easily calculates

$$
\left\|\phi_{p, q, v, t}\right\|=\left(1-e^{-2 v t}\right)^{-1 / 2}
$$

Using $(\mathrm{C} 1)$, one can check that $\phi_{p, q, v, t} \in D\left(H_{V}\right)$. As $v$ tends to $\infty$ (the other parameters remaining fixed), $\phi_{p, q, v, t}\left(p_{1}, q_{1}\right)$ con-
verges pointwise to a familiar expression

$$
\begin{aligned}
& \phi_{p, q, v, i}\left(p_{1}, q_{1}\right) \\
& \quad \rightarrow \exp \left\{(i / 2)\left(p q_{1}-p_{1} q\right)-\frac{1}{4}\left[\left(p-p_{1}\right)^{2}+\left(q-q_{1}\right)^{2}\right]\right\} \\
& \quad=\left\langle p_{1}, q_{1} \mid p, q\right\rangle=\left(\hat{U} \omega^{p, q}\right)\left(p_{1}, q_{1}\right)
\end{aligned}
$$

where we have used the notation of Sec. II A. An easy calculation shows that this convergence also holds in $L^{2}(V)$ :

$$
\begin{equation*}
\left\|\phi_{p, q, v, t}-\hat{U} \omega^{p, q}\right\|=\left(e^{2 v t}-1\right)^{-1 / 2} \tag{2.68}
\end{equation*}
$$

(4) With this new notation we can rewrite (2.67) as

$$
\begin{align*}
& \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& =\mathscr{P}_{\nu}\left(0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right) \\
& -i \int_{0}^{T} d t\left\langle\phi_{p^{\prime \prime}, q^{\prime \prime}, v, T-t}, H_{V} \phi_{p^{\prime}, q^{\prime}, v, t}\right\rangle \\
& -\int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left\langle H_{V} \phi_{p^{\prime}, q^{\prime \prime}, v, T-t_{1}}, E\left(v, h ; t_{1}-t_{2}\right)\right. \\
& \left.\times H_{V} \phi_{p^{\prime}, q^{\prime}, v, t_{2}}\right\rangle \tag{2.69}
\end{align*}
$$

(5) One can derive a similar integral equation for ( $p^{\prime \prime}, q^{\prime \prime}\left|\exp (-i T H) p^{\prime}, q^{\prime}\right\rangle$ [we assume $n_{+}(H)=0$; a similar derivation can be made if $n_{-}(H)=0$ ]. Since (C1) ensures that the $\omega^{p, q}$ lie in the domain of $H$, one can write
$\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp (-i T H) p^{\prime}, q^{\prime}\right\rangle$

$$
\begin{align*}
= & \left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle-i \int_{0}^{T} d t\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp (-i t H) H p^{\prime}, q^{\prime}\right\rangle \\
= & \left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle-i \int_{0}^{T} d t\left\langle p^{\prime \prime}, q^{\prime \prime} \mid H p^{\prime}, q^{\prime}\right\rangle \\
& -\int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left\langle p^{\prime \prime}, q^{\prime \prime} \mid H \exp \left[-i\left(t_{1}-t_{2}\right) H\right] H p^{\prime}, q^{\prime}\right\rangle \tag{2.70}
\end{align*}
$$

Transposing the inner products in $(2.70)$ to $L^{2}(V)$ by means of $\widehat{U}$, and subtracting the resulting equation from (2.69), we obtain

$$
\begin{aligned}
& \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)-\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp (-i T H) p^{\prime}, q^{\prime}\right\rangle \\
& =\left[\mathscr{P}_{\nu}\left(h=0 ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)-\left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle\right] \\
& \quad-i \int_{0}^{T} d t\left\langle\phi_{p^{\prime \prime}, q^{\prime \prime}, v, T-t}, H_{V}\left(\phi_{p^{\prime}, q^{\prime}, v, t}-\widehat{U} \omega^{p^{\prime}, q^{\prime}}\right)\right\rangle \\
& \quad-i \int_{0}^{T} d t\left\langle\phi_{p^{\prime \prime}, q^{\prime \prime}, v, T-t}-\widehat{U} \omega^{p^{\prime \prime}, q^{\prime \prime}}, H_{V} \widehat{U} \omega^{p^{\prime}, q^{\prime}}\right\rangle \\
& \quad-i \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left\langle H_{V} \phi_{p^{*}, q^{\prime \prime}, v, T-t_{1},}\right. \\
& \quad-i \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left\langle H_{V}\left(\phi_{p^{\prime \prime}, q^{\prime \prime}, v, T-t_{1}}-\widehat{U}^{2} \omega^{p^{\prime \prime}, q^{\prime \prime}}\right),\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.E\left(v, h ; t_{1}-t_{2}\right) H_{V} \widehat{U} \omega^{p^{\prime}, q^{\prime}}\right) \\
-\int_{0}^{r} d t_{1} \int_{0}^{t_{1}} d t_{2}\left\langle H_{V} \hat{U} \omega^{p^{\prime \prime}, q^{\prime}},\left[E\left(v, h ; t_{1}-t_{2}\right)\right.\right. \\
\left.\left.-P_{o} \exp \left[-i P_{o} H_{V} P_{o}\left(t_{1}-t_{2}\right)\right] P_{o}\right\} H_{V} \hat{U} \omega^{p^{p^{\prime} q^{\prime}}}\right\rangle .
\end{gathered}
$$

Let us denote these six terms by $\Delta_{1}, \ldots, \Delta_{6}$ (in the above order). We shall see that each $\Delta_{j} \rightarrow 0$ as $v \rightarrow \infty$, which proves the theorem.
(6) Using the explicit expression (2.16) for $\mathscr{P}_{\nu}(h=0)$, one easily finds

$$
\begin{gathered}
\left|\Delta_{1}\right|<\left(e^{v t}-1\right)^{-1}\left[1+\frac{1}{2}\left(p^{\prime \prime}-p^{\prime}\right)^{2}+\frac{1}{2}\left(q^{\prime \prime}-q^{\prime}\right)^{2}\right] \\
\quad \times \exp \left[-\left(p^{\prime \prime}-p^{\prime}\right)^{2} / 4-\left(q^{\prime \prime}-q^{\prime}\right)^{2} / 4\right],
\end{gathered}
$$

hence $\Delta_{1} \rightarrow 0$.
(7) For $\Delta_{3}$ we can use (2.68) and Cauchy-Schwarz, which leads to

$$
\begin{aligned}
& \left|\Delta_{3}\right|<\int_{0}^{T} d t\left(e^{2 v t}-1\right)^{-1 / 2}\left\|H_{V} \hat{U}^{p, q}\right\| \\
& \quad<v^{-1}\left\|H_{V} \widehat{U} \omega^{p, q}\right\| \int_{0}^{\infty} d s\left(e^{s}-1\right)^{-1 / 2}
\end{aligned}
$$

This implies $\Delta_{3} \rightarrow 0$.
(8) Let us now consider $\Delta_{6}$. This term is the integral, on a bounded domain, of a function uniformly bounded by $2\left\|H_{V} \widehat{U} \omega^{p^{p}, q^{*}}\right\| \cdot\left\|H_{V} \widehat{U} \omega^{p^{p} q^{\prime}}\right\|$, and converging pointwise a.e.
to zero for $v$ tending to $\infty[b y(2.63)]$. Hence, by the dominated convergence theorem, $\Delta_{6} \rightarrow 0$.
(9) For the remaining three terms $\Delta_{2}, \Delta_{4}$, and $\Delta_{5}$ we need estimates of $\left\|H_{\nu} \phi_{p, q, v, t}\right\|$ and $\left\|H_{\nu}\left(\phi_{p, q, v, t}-\widehat{U} \omega^{p, q}\right)\right\|$, which we shall compute using (C2). We have

$$
\begin{aligned}
&\left\|H_{V} \phi_{p^{\prime}, q^{\prime}, v, t}\right\|^{2} \\
&= \int \frac{d p d q}{2 \pi}|h(p, q)|^{2} \frac{e^{v t}}{4 \sinh ^{2}(v t / 2)} \\
& \times \exp \left\{-\frac{1}{2} \operatorname{coth}(v t / 2)\left[\left(p-p^{\prime}\right)+\left(q-q^{\prime}\right)^{2}\right]\right\} \\
& \leqslant\left\{\int \frac{d p d q}{2 \pi}|h(p, q)|^{4} \exp \left[-\frac{\beta\left(p^{2}+q^{2}\right)}{2}\right]\right]^{1 / 2} \\
& \times e^{v t}\left[4 \sinh ^{2} \frac{v t}{2}\right]^{-1} \exp \left[\frac{\beta\left(p^{\prime 2}+q^{\prime 2}\right)}{2}\right] \\
& \times\left\{\int \frac{d p d q}{2 \pi} \exp \left[-\left(\operatorname{coth} \frac{v t}{2}-\beta\right)\left(p^{2}+q^{2}\right)\right]\right\}^{1 / 2} \\
&= \frac{1}{2}\left(\frac{C_{\beta}}{\pi}\right)^{1 / 2} e^{v t}\left[4 \sinh ^{2} \frac{v t}{2}\right]^{-1}\left(\operatorname{coth} \frac{v t}{2}-\beta\right)^{-1 / 2} \\
& \times \exp \left[\beta\left(p^{\prime 2}+q^{\prime 2}\right) / 2\right] \\
&< K \exp \left[\beta\left(p^{\prime 2}+q^{\prime 2}\right) / 2\right]\left(1-e^{-v t}\right)^{-3 / 2} .
\end{aligned}
$$

Hence

$$
\left\|H_{V} \phi_{p^{\prime}, q^{\prime}, t, t}\right\|<K_{1} \exp \left[\beta\left(p^{\prime 2}+q^{\prime 2}\right) / 4\right]\left(1-e^{-v t}\right)^{-3 / 4} .
$$

An analogous calculation can be made for $\| H_{\nu} \phi_{p^{\prime}, q, v, z}$ $\left.-\widehat{U} \omega^{p^{\prime}, q^{\prime}}\right) \|$. Putting $y=e^{v t}-1, a=2(1-\beta) \leqslant 2$, one finds

$$
\begin{aligned}
\left\|H_{V}\left(\phi_{p^{\prime} ; q^{\prime},, t}-\hat{U} \omega^{p^{\prime}, q^{\prime}}\right)\right\|^{2}<\frac{1}{2} & \left(C_{\beta} / \pi\right)^{1 / 2} \exp \left[\beta\left(p^{\prime 2}+q^{\prime 2}\right) / 2\right]\left\{y^{-3} a^{-1}(1+a y)^{-1}\right. \\
& \times(2+a y)^{-1}(3+a y)^{-1}(4+a y)^{-1}\left[\left(a^{4}-4 a^{3}+12 a^{2}-24 a+24\right) y^{3}\right. \\
& \left.+6 a\left(a^{2}-2 a+2 \mid y^{2}+6 a(11 a-8) y+6 a\right]\right\}^{1 / 2} \\
\leqslant & K^{\prime} \exp \left[\beta\left(p^{\prime 2}+q^{\prime 2}\right) / 2\right] y^{-3 / 2}(1+y)^{-1 / 2} .
\end{aligned}
$$

Hence

$$
\left\|H_{V}\left(\phi_{p^{\prime}, q^{\prime}, 2, t}-\hat{U} \omega^{\left.p^{\prime, q}\right)^{\prime}}\right)\right\| \leqslant K_{2} \exp \left[\beta\left(p^{\prime 2}+q^{\prime 2}\right) / 4\right]\left(e^{n t}-1\right)^{-3 / 4}
$$

(10) With the help of these two estimates we can now discuss $\Delta_{2}, \Delta_{4}$, and $\Delta_{5}$. We give here the explicit estimate for $\Delta_{4}$

$$
\begin{aligned}
\left|\Delta_{4}\right| & <K_{1} K_{2} \exp \left[\frac{\beta\left(p^{\prime 2}+p^{\prime 2}+q^{\prime 2}+q^{\prime 2}\right)}{4}\right] \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left[1-e^{\left.-\varkappa T-t_{1}\right)}\right]^{-3 / 4}\left[e^{v t_{2}}-1\right]^{-3 / 4} \\
& <C \int_{0}^{T} d s\left(1-e^{-v g}\right)^{-3 / 4} v^{-1} \int_{0}^{\infty} d s\left(e^{x}-1\right)^{-3 / 4} \leqslant C^{\prime} v^{-1}\left\{v^{-1} \int_{0}^{2} d s\left[s\left(1-\frac{s}{2}\right)\right]^{-3 / 4}+\left(1-e^{-2}\right)^{-3 / 4}\left(T-\frac{2}{v}\right)\right\} .
\end{aligned}
$$

Since $C^{\prime}$ does not depend on $\boldsymbol{v}$, we clearly have $\boldsymbol{\Delta}_{4} \rightarrow 0$. Estimates for $\Delta_{2}, \Delta_{5}$ can be computed analogously; one also finds $\Delta_{2} \rightarrow 0, \Delta_{5} \rightarrow 0$.
(11) Since $\Delta_{j} \rightarrow 0, j=1, \ldots, 6$, we have shown that $\left|\mathscr{P}_{\nu}\left(h, p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)-\left\langle p^{\prime \prime}, q^{\prime \prime} \mid \exp (-i T H) p^{\prime}, q^{\prime}\right\rangle\right| \rightarrow 0$.
This proves the main statement of the theorem.
(12) The fact that convergence in the sense of distributions follows already if only ( Cl ) is satisfied was proved by the argument preceding the theorem. Note that there, too,
only weak convergence was needed for the operators $E(v, h ; T)$; the argument therefore extends trivially to maximal symmetric $H$.

Remarks: (1) In our formulation of Theorem 2.4, we have used initial and final times $t$ ' and $t^{\prime \prime}$, respectively, while in all our preceding analyses we took $t^{\prime}=0$ (and $t^{\prime \prime}=T$ ). Since $h(p, q)$ and therefore also $H$ are time independent, this simply amounts to a relabeling of $t$. It is certainly plausible that all the above also holds for time-dependent Hamiltonians, where the evolution operators are then taken to be
time-ordered products. For quadratic Hamiltonians, where everything can be calculated explicitly, this is indeed the case.
(2) Strictly speaking, the pointwise limit proved in Theorem 2.4 is not stronger than the limit in the sense of the Schwartz distributions proved before. A close inspection of the proof shows indeed that our estimates of the difference functions $\Delta_{j}$ contain factors of the form $\exp \left[\frac{1}{4} \beta\left(p^{\prime 2}+p^{\prime 2}+q^{\prime \prime 2}+q^{\prime 2}\right)\right]$, which are not tempered distributions. If $h$ is polynomially bounded, better estimates can be made for the $\Delta_{j}$, containing only polynomials in the $p^{\prime}, q^{\prime}, p^{\prime \prime}, q^{\prime \prime}$. These estimates then automatically imply convergence in the sense of the Schwartz distributions.
(3) Note that we have always restricted ourselves to strictly positive time intervals: $T>0$ in Proposition 2.2, and $t^{\prime \prime}>t^{\prime}$ in Theorem 2.4. For $T=0$ or $t^{\prime}=t^{\prime \prime}$ there is no hope of proving convergence, since

$$
\begin{aligned}
& E(v, h ; 0)=1, \\
& \begin{aligned}
\mathscr{P}_{v}\left(h ; p^{\prime \prime}, q^{\prime \prime}, 0 ; p^{\prime}, q^{\prime}, 0\right) & =\delta\left(p^{\prime \prime}-p^{\prime}\right) \delta\left(q^{\prime \prime}-q^{\prime}\right) \\
& \neq\left\langle p^{\prime \prime}, q^{\prime \prime} \mid p^{\prime}, q^{\prime}\right\rangle
\end{aligned}
\end{aligned}
$$

(4) The construction above shows how the "antiordered symbol" $h(p, q)$ comes into play, rather than the more expected (and much more well-behaved) "ordered symbol" $H(p, q)$ (as defined in the Introduction). Note that for quadratic Hamiltonians a result similar to (1.3), but where the function $H(p, q)$ is used in the path integral instead of $h(p, q)$, also holds. ${ }^{14}$ The price to pay for this change is that the measure has then to be replaced by a Wiener measure with drift terms (depending on $H$; see Ref. 14). This suggests that (1.3) might be one element of a family of related results, each with slightly different Hamiltonian functions in the action, and accordingly different measures.

## III. THE SPIN CASE

The spin case can be treated completely analogously to the canonical case, modulo a change in the basic setting of course. In Sec. III A we define our notation, and in Sec. III B we reinterpret the spin path integral for finite $v$ as the integral kernel of an operator on $L^{2}\left(S^{2}\right)$. We state our final result (limit for $v \rightarrow \infty$ ) in Sec. III C, without proof since the proofs are the same as in Sec. II.

## A. Notations and definitions

At the end of Sec. III C we shall see, analogously to (2.66) in the canonical case, that the matrix element between spin coherent states of the unitary evolution operator associated to a spin Hamiltonian for spin $s$ can be written as the limit, for diverging diffusion constant, of path integrals on $S^{2}$ involving Wiener measure on the sphere. In all this the spin value $s$ is fixed; $s$ occurs also as a parameter in the path integral. In order to prove this relation we shall, however, also need matrix elements relating to other spin values than $s$ (this is similar to the use of the $|p, q ; k\rangle$ in the arguments in Sec. II, even though the final result involved only the $\langle p, q\rangle\rangle$. In order to make this distinction clear, we shall use the symbol $j$ for any arbitrary integer or half-integer value, while $s$ will be used only for the particular spin value (which can also
be any integer or half-integer) for which we wish to construct a path integral.

Let $\mathscr{H}_{j}$ be a $(2 j+1)$-dimensional complex Hilbert space ( $j=\frac{1}{2}, 1, \frac{3}{2}, \ldots$ ) carrying an irreducible representation of the Lie group $\mathrm{SU}(2)$. We denote the generators of the corresponding Lie algebra by $S_{k}, k=1,2,3$; one has

$$
\begin{equation*}
\left[S_{1}, S_{2}\right]=i S_{3} \quad \text { (plus cyclic permutations). } \tag{3.1}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\sum_{k=1}^{3} S_{k}^{2}=j(j+1) \mathbf{1}_{j} \tag{3.2}
\end{equation*}
$$

where $\mathbf{1}_{j}$ is the unit operator in $\mathscr{H}_{j}$. Let $|j, m\rangle$ be a normalized vector in $\mathscr{H}_{j}$ such that

$$
S_{3}|j, m\rangle=m|j, m\rangle, \quad m=-j,-j+1, \ldots, j
$$

(We use here directly Dirac's bra-ket notation.) Let $\theta, \phi$ denote the usual coordinates on the unit sphere, where $0 \leqslant \theta \leqslant \pi$, $0 \leqslant \phi<2 \pi$. We define unitary operators on $\mathscr{H}_{j}$ by

$$
U(\Omega) \equiv U(\theta, \phi)=\exp \left(-i \phi S_{3}\right) \exp \left(-i \theta S_{2}\right)
$$

The spin coherent states (for state $\langle j, m\rangle$ ) are then given by ${ }^{15}$

$$
|\Omega ; j, m\rangle \equiv|\theta, \phi ; j, m\rangle=U(\theta, \phi)|j, m\rangle .
$$

We shall be more specifically interested in the $|\Omega ; j, j\rangle$ $(m=j)$. We therefore also introduce the notation

$$
|\Omega ; j\rangle \equiv|\theta, \phi, j\rangle=U(\theta, \phi)|j, j\rangle
$$

For a given value of $s$, the states $|\Omega ; s\rangle$ will be the analog of the states $|p, q\rangle$ in the canonical case, while the $|\Omega ; j, m\rangle$ will play a role analogous to the $|p, q ; n\rangle$. As in the canonical case, the $|\Omega ; s\rangle$ form an overcomplete set in $\mathscr{H}_{s}$; their "overlap function" is given by

$$
\begin{aligned}
&\left\langle\theta^{\prime \prime}, \phi^{\prime \prime}, s \mid \theta^{\prime}, \phi^{\prime} ; s\right\rangle \\
&=\left\{\cos \left[\left(\theta^{\prime \prime}-\theta^{\prime}\right) / 2\right] \cos \left[\left(\phi^{\prime \prime}-\phi^{\prime}\right) / 2\right]\right. \\
&\left.+i \cos \left[\left(\theta^{\prime \prime}+\theta^{\prime}\right) / 2\right] \sin \left[\left(\phi^{\prime \prime}-\phi^{\prime}\right) / 2\right]\right\}^{2 s} .
\end{aligned}
$$

As in the canonical case, the spin coherent states $|\Omega ; j, m\rangle$ give rise to a resolution of the identity in $\mathscr{H}_{j}$ (for any $m$ value)

$$
\begin{equation*}
N_{j} \int d \Omega|\Omega ; j, m\rangle\langle\Omega ; j, m|=\mathbf{1}_{j} \tag{3.3}
\end{equation*}
$$

where $d \Omega \equiv \sin \theta d \theta d \phi, N_{j} \equiv(2 j+1) / 4 \pi$. One can also prove [from the orthogonality relations for the representations of $S U(2)]$ that for $\left|j-j^{\prime}\right|>0$ and integer,

$$
\begin{equation*}
\psi \in \mathscr{H}_{j}, \chi \in \mathscr{H}_{j} \Rightarrow \int d \Omega\langle\psi \mid \Omega ; j, m\rangle\left\langle\Omega ; j^{\prime}, m \mid \chi\right\rangle=0 \tag{3.4}
\end{equation*}
$$

Note well the same value of $m$ !
One of the intermediate steps in Sec. II was the interpretation of the path integral as defining the integral kernel of an operator on the Hilbert space of square-integrable functions on the label space $\mathbb{R}^{2}$ for the $\langle p, q\rangle$. We shall need this here, too. We use the notation $L^{2}\left(S^{2}\right)$ for the square-integrable functions on $S^{2}$, with normalization

$$
\|f\|^{2}=\int \frac{d \Omega}{4 \pi}|f(\Omega)|^{2}, \quad d \Omega=\sin \theta d \theta d \phi
$$

For given spin value $s$ (integer or half-integer, but fixed), we define functions $h_{l m}^{s}$ by

$$
\begin{equation*}
h_{l m}^{s}(\theta, \phi)=\sqrt{2 l+2 s+1}\langle\Omega ; l+s, s \mid l+s, m\rangle \tag{3.5}
\end{equation*}
$$

Here $l$ takes all non-negative integer values $(l=0,1,2, \ldots)$; for each value of $l, m$ takes any of the $2(l+s)+1$ values $-(l+s),-(l+s)+1, \ldots,(l+s)$. One checks from (3.3) and (3.4) that the $h_{l m}^{s}$ form an orthonormal set in $L^{2}\left(S^{2}\right)$, i.e.,

$$
\begin{equation*}
\int \frac{d \Omega}{4 \pi} \overline{h_{1, m^{\prime}}^{s}(\Omega)} h_{l m}^{s}(\Omega)=\delta_{l l} \delta_{m m^{\prime}} \tag{3.6}
\end{equation*}
$$

Note that for $s=0$, the $h_{i m}^{s=0}(\Omega)$ $=(2 l+1)^{1 / 2}(\Omega ; l, 0 \mid l, m)$ are exactly the familiar spherical harmonics

$$
\begin{equation*}
h_{l m}^{0}=Y_{l m} . \tag{3.7}
\end{equation*}
$$

Hence the $h_{l m}^{0}$ are not only orthonormal, they also form a complete set for $L^{2}\left(S^{2}\right)$. We shall see that this is true for any value for $s$ (integer or half-integer).

Explicit calculation (see, e.g., Ref. 16) shows that the $h_{i m}^{s}$ can be written as

$$
\begin{align*}
h_{l m}^{s}(\theta, \phi)= & K_{l m} e^{i m \phi}(1+\cos \theta)^{|s+m| / 2}(1-\cos \theta)^{|s-m| / 2} \\
& \times P_{l-\max |0,|m|-m|}^{(s+m) \mid}(-\cos \theta), \tag{3.8}
\end{align*}
$$

where the $K_{l m}$ are constant factors (normalization plus phase), and where the $P_{k}^{(\alpha, \beta)}$ are the Jacobi polynomials. Using the well-known fact that the $P_{k}^{(\alpha, \beta)}(x), k=0,1, \ldots$, are a complete orthogonal set on $L^{2}([-1,1])$ with respect to the weight functions $(1-x)^{\alpha}(1+x)^{\beta}$, one sees again from (3.8) that the $h_{l m}^{s}$ are orthogonal. Since for every value of $m$ the associated allowed $l$ values range from $\max (0,|m|-s)$ to $\infty$ [this follows from $-(l+s) \leqslant m \leqslant l+s$ ], the lower index of the Jacobi polynomial in the right-hand side (rhs) of (3.8) ranges from 0 to $\infty$. This ensures that for fixed $m$ and $\phi$, the $h_{i m}^{s}(\theta, \phi)$ form a complete set in the $\theta$ variable. Consequently, the $h_{I m}^{s}$ are a complete set in $L^{2}\left(S^{2}\right)$. Taking into account (3.6) also, we conclude that the $h_{l m}^{s}$, $l=0,1,2, \ldots, m=-(l+s),-(l+s)+1, \ldots, l+s$, form a complete orthonormal basis in $L^{2}\left(S^{2}\right)$.

For $\psi \in \mathscr{H} \mathscr{C}_{s}$, we define by $f_{\psi}$ the function

$$
f_{\psi}(\Omega)=\sqrt{2 s+1}\langle\Omega ; s \mid \psi\rangle
$$

It follows from (3.3) that the map $\psi \rightarrow f_{\psi}$ is isometric from $\mathscr{H}_{s}$ into $L^{2}\left(S^{2}\right)$. The image of $\mathscr{H}_{s}$ under this map is a closed subspace of $L^{2}\left(S^{2}\right)$, which we shall denote by $\mathscr{H}_{o}^{5}$ [this is the analog of $\mathscr{H}_{0}$ in Sec. II; we have introduced an extra superscript $s$ because different $s$ values lead, of course, to different subspaces $\mathscr{H}_{o}^{s}$ of $\left.L^{2}\left(S^{2}\right)\right]$. We shall denote the isomorphism between $\mathscr{H}_{s}$ and $\mathscr{H}_{o}^{s}$ by $U_{s}$ :

$$
U_{s}: \mathscr{H}_{s} \rightarrow \mathscr{H}_{o}^{s}, \quad(U \psi)(\Omega)=\sqrt{2 s+1}\langle\Omega ; s \mid \psi\rangle,
$$

where the notation $\hat{U}_{s}$ stands for the operator $\mathscr{H}_{s} \rightarrow L^{2}\left(S^{2}\right)$ defined as $\widehat{U}_{s}=I_{s} \circ U_{s}$, where $I_{s}$ is the natural embedding $\mathscr{H}_{0}^{s} \rightarrow L^{2}\left(S^{2}\right)$. The orthogonal projection operator in $L^{2}\left(S^{2}\right)$, mapping $L^{2}\left(S^{2}\right)$ onto $\mathscr{H}_{o}^{s}$, will be denoted by $P_{o}^{s}$.

Again, we define possible ways of transporting and extending an operator on $\mathscr{H}_{s}$ to an operator on $L^{2}\left(S^{2}\right)$. These two constructions are completely analogous to what we did in Sec. II [cf. (2.10)-(2.14)].
(1) Given $R \in \mathscr{B}\left(\mathscr{H}_{s}\right)$, we define $\hat{R} \in \mathscr{B}\left[L^{2}\left(S^{2}\right)\right]$ by
$\widehat{R} f=0, \quad$ if $f \perp \mathscr{H}_{0}^{s}$,
$\widehat{R} f=\widehat{U}_{s} R U_{s}^{-1} f, \quad$ if $f \in \mathscr{H}_{o}^{s}$.
Then $\hat{R}$ is an integral operator on $L^{2}\left(S^{2}\right)$ with integral kernel $(2 s+1)<\Omega^{\prime \prime} ; s\left|R \Omega^{\prime} ; s\right\rangle$

$$
\begin{align*}
\langle f, \hat{R} g\rangle= & (2 s+1) \int \frac{d \Omega^{\prime \prime}}{4 \pi} \int \frac{d \Omega^{\prime}}{4 \pi} \overline{f\left(\Omega^{\prime \prime}\right)} \\
& \times\left(\Omega^{\prime \prime} ; s \mid R \Omega^{\prime} ; s\right) g\left(\Omega^{\prime}\right) \tag{3.9}
\end{align*}
$$

(2) Given $R \in \mathscr{B}\left(\mathscr{H}_{s}\right)$, with

$$
\begin{equation*}
R=(2 s+1) \int \frac{d \Omega}{4 \pi}|\Omega ; s\rangle\langle\Omega ; s| r(\Omega) \tag{3.10}
\end{equation*}
$$

[any operator in $\mathscr{B}\left(\mathscr{H}_{s}\right)$ can be written in this form, with $r$ a smooth function], we define $R_{S}$ on $L^{2}\left(S^{2}\right)$ by

$$
\begin{equation*}
\left(R_{S} f\right)(\Omega)=r(\Omega) f(\Omega) \tag{3.11}
\end{equation*}
$$

(The index $S$ stands for sphere.)
One checks again that

$$
\begin{equation*}
P_{o}^{s} R_{S} P_{o}^{s}=\widehat{R} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
[\exp (-i t H)] \hat{]}=P_{o}^{s} \exp (-i \mathrm{it} \hat{H}) P_{o}^{s} . \tag{3.13}
\end{equation*}
$$

So much for our notation and definitions in the spin case. In the next subsection we introduce spin path integrals and show how they can be interpreted as integral kernels for operators in $L^{2}\left(S^{2}\right)$.

Note that since $\mathscr{H}_{s}$ is finite dimensional, we only have to deal with bounded operators this time (unlike the canonical case). Since the function $r(\Omega)$ in (3.10) can always be chosen as a smooth function, and since $S^{2}$ is compact, we also only have to consider bounded functions $\eta(\Omega)$. This simplifies the discussion considerably.

## B. Definition of the path Integral (for finite $\boldsymbol{v}$ )

We define our $v$-dependent spin path integral as

$$
\begin{aligned}
& \mathscr{P}_{v, h}^{s}\left(\Omega^{\prime \prime}, t^{\prime \prime} ; \Omega^{\prime}, t^{\prime}\right) \\
& =4 \pi e^{\left.v s t t^{\cdot}-t^{\prime}\right) / 2} \int \exp \left[i s \int \cos \theta d \phi\right. \\
& \left.\quad-i \int h(\theta, \phi) d t\right] d \mu_{W}^{v}(\theta, \phi),
\end{aligned}
$$

where $\mu_{W}^{\nu}$ is the Wiener measure on the sphere $S^{2}$, pinned at $\Omega^{\prime \prime}$ for $t=t^{\prime \prime}$ and at $\Omega^{\prime}$ for $t=t^{\prime}$, and defined such that

$$
\begin{aligned}
\int d \mu_{w}^{v}(\theta, \phi)= & (4 \pi)^{-1}\left\{\exp \left[\frac{v\left(t^{\prime \prime}-t^{\prime}\right) \Delta}{2}\right]\right\}\left(\Omega^{\prime \prime}, \Omega^{\prime}\right) \\
= & \sum_{l=0}^{\infty} \exp \left[-\frac{v\left(t^{\prime \prime}-t^{\prime}\right) l(l+1)}{2}\right] \\
& \times \sum_{m=-1}^{1} Y_{l m}\left(\Omega^{\prime \prime}\right) Y_{l m}^{*}\left(\Omega^{\prime}\right)
\end{aligned}
$$

where the $Y_{I m}$ are the standard spherical harmonic functions. For a restricted class of Hamiltonians, analogous path integrals for spin systems were already discussed in Ref. 15; the principal difference consists in the presence, in Ref. 15, of extra drift terms in the measure, which are absent here.

In the canonical case, in Sec. II, we could calculate $\mathscr{P}_{\nu}(h=0)$ explicitly, and thus identify the generator $A$ of the semigroup with integral kernel $\mathscr{P}_{\nu}(h=0)$. In the present case, we have no explicit expression for $\mathscr{P}_{\nu}(h=0)$; we can, however, by standard techniques determine the partial differential equation associated with the above path integral. One finds thus that $\mathscr{P}_{\nu}\left(h ; \Omega, t ; \Omega^{\prime}, t^{\prime}\right)$ is a solution to the partial differential equation

$$
\begin{equation*}
\partial_{t} \mathscr{P}_{\nu}(h ; \Omega, t)=-\left[v A_{s}+i h(\Omega)\right] \mathscr{P}_{v}(h ; \Omega, t), \tag{3.14}
\end{equation*}
$$

where

$$
\begin{align*}
A_{s}= & \frac{1}{2}\left[-\frac{1}{\sin \theta} \partial_{\theta} \sin \theta \partial_{\theta}\right. \\
& \left.-\frac{1}{\sin ^{2} \theta}\left(\partial_{\phi}-i s \cos \theta\right)^{2}-s\right] . \tag{3.15}
\end{align*}
$$

The kernel $\mathscr{P}_{\nu}\left(h ; \Omega, t ; \Omega^{\prime}, t^{\prime}\right)$ is completely determined by (3.14) and the initial condition

$$
\begin{align*}
\mathscr{P}_{\nu}\left(h ; \Omega, t^{\prime} ; \Omega^{\prime}, t^{\prime}\right) & =4 \pi \delta\left(\Omega-\Omega^{\prime}\right) \\
& \equiv 4 \pi \delta\left(\phi-\phi^{\prime}\right) \delta\left(\cos \theta-\cos \theta^{\prime}\right) . \tag{3.16}
\end{align*}
$$

In order to define $A_{s}$, given by (3.15), as an operator on $L^{2}\left(S^{2}\right)$, we need also to specify the domain $D\left(A_{s}\right)$ of $A_{s}$. We define

$$
D\left(A_{s}\right)=\left\{f ; e^{i s \phi / 2} f \in D(-\Delta)\right\}
$$

where $D(-\Delta)$ is the usual domain of the Laplacian on the sphere. Note that, as in the canonical case, $A_{s}$ is "almost" equal to ( $-\frac{1}{2}$ ) times the Laplacian. In the present case we even recover the Laplacian if we put $s=0$. For half-integer values of $s$, the functions in $D\left(A_{s}\right)$ are not continuous at $\phi=0$. This poses no problem, however; we define $\partial_{\phi}$ on these functions, at the points $\phi=0$ or $\phi=2 \pi$, as the suitable right or left derivative.

It is easy to check that $A_{s}$, defined by (3.15), with domain $D\left(A_{s}\right)$, is a self-adjoint operator on $L^{2}\left(S^{2}\right)$. This operator will be the analog, for the spin case, of the operator $A$ in the canonical case. The property of $A$ which turned out to be crucial in the proof of Proposition 2.2 was (2.24); this showed that any vector in $\mathscr{H}_{0}$ was an eigenvector of $A$ with eigenvalue 0 , while on $\mathscr{H}_{0}^{1}$ the spectrum of $\left.A\right|_{\mathscr{C _ { 0 } ^ { 1 }}}$ was bounded below by a strictly positive number. In the limit $v \rightarrow \infty$, this made everything collapse onto $\mathscr{H}_{0}$. The same is true here. It is not difficult to check, using (3.5), (3.1), (3.2), and

$$
s h_{l m}^{s}(\theta, \phi)=\left\langle U(\theta, \phi) S_{3} \quad l+s, s \mid l+s, m\right\rangle,
$$

that

$$
\begin{equation*}
A_{s} h_{l m}^{s}=[l(l+2 s+1) / 2] h_{l m}^{s} . \tag{3.17}
\end{equation*}
$$

Since obviously $h_{l m}^{s} \in D\left(A_{s}\right)$ for all $l, m$, and since the $h_{l m}^{s}$ are a complete orthonormal set of vectors in $L^{2}\left(S^{2}\right)$, (3.17) tells us that $A_{s}$ has a purely discrete spectrum; its eigenvalues and eigenvectors are given by (3.17). We have, as in the canonical case, that $\left.A_{s}\right|_{\mathscr{H}_{0}^{n}}=0$; moreover, on $\mathscr{H}_{0}, A_{s}$ is bounded below by $\frac{1}{2}>0$. For $h$ a real smooth function on $S^{2}$, we define the operator $H_{s}$ on $L^{2}\left(S^{2}\right)$ by [as in (3.11)]

$$
\left(H_{s} f\right)(\Omega)=h(\Omega) f(\Omega) .
$$

Since $h$ is a bounded function, $H_{S}$ is a bounded operator, and $v A_{s}+i H_{s}$, defined on $D\left(A_{s}\right)$, is a closed operator generating
a contraction semigroup on $L^{2}\left(S^{2}\right)$. From (3.14) and (3.16) one then sees that the integral kernel for this semigroup is given by $\mathscr{P}_{\nu}(h)$

$$
\begin{align*}
& \left\{\exp \left[-\left(v A_{s}+i H_{S}\right)\left(t^{\prime \prime}-t^{\prime}\right)\right]\right\}\left(\Omega^{\prime \prime}, \Omega^{\prime}\right) \\
& \quad=\mathscr{P}_{\nu}\left(h ; \Omega^{\prime \prime}, t^{\prime \prime} ; \Omega^{\prime}, t^{\prime}\right) . \tag{3.18}
\end{align*}
$$

## C. The limit for $r \rightarrow \infty$

Exactly the same arguments as in Sec. II show that

$$
\begin{equation*}
\underset{v \rightarrow \infty}{s-\lim _{\infty} \exp \left[-\left(v A_{s}+i H_{S}\right) T\right]=P_{o}^{s} \exp \left(-i P_{o}^{s} H_{S} P_{o}^{s} T\right) P_{o}^{s} . . . . ~} \tag{3.19}
\end{equation*}
$$

Note that since $H_{S}$ is always bounded, $\exp \left(-i P_{o}^{s} H_{S} P_{o}^{s} T\right)$ is always well defined and unitary (unlike the canonical case).

The integral kernel of the operator in the rhs is given by

$$
\begin{aligned}
& {\left[P_{o}^{s}\right.}\left.\exp \left(-i P_{o}^{s} H_{S} P_{o}^{s} T\right) P_{o}^{s}\right]\left(\Omega^{\prime \prime}, \Omega^{\prime}\right) \\
&=\left[P_{o}^{s} \exp (-i \hat{H} T) P_{o}^{s}\right]\left(\Omega^{\prime \prime}, \Omega^{\prime}\right) \quad[\text { use }(3.12)], \\
& \quad=\left[\exp (-i H T) \hat{]}\left(\Omega^{\prime \prime}, \Omega^{\prime}\right) \quad[\text { use }(3.13)]\right. \\
& \quad=(2 s+1)\left(\Omega^{\prime \prime} ; s \mid \exp (-i H T) \Omega^{\prime} ; s\right) \quad[\text { use }(3.9)],
\end{aligned}
$$

where

$$
H=(2 s+1) \int \frac{d \Omega}{4 \pi}|\Omega ; s\rangle\langle\Omega ; s| h(\Omega) .
$$

Together with (3.18) this implies
$\mathrm{d}-\lim 4 \pi \exp \left[v s\left(t^{\prime \prime}-t^{\prime}\right) / 2\right]$

$$
\begin{aligned}
& \times \int \exp \left[i s \int \cos \theta d \phi-i \int h(\theta, \phi) d t\right] d \mu_{w}^{\nu}(\theta, \phi) \\
& =(2 s+1)\left\langle\Omega^{\prime \prime} ; s \mid \exp \left[-i H\left(t^{\prime \prime}-t^{\prime}\right)\right] \Omega^{\prime} ; s\right\rangle .
\end{aligned}
$$

Moreover, one can show, in a way completely analogous to the proof of Theorem 2.4, that the limit also holds pointwise. Note that no extra conditions on the function $h$ are needed here, since $h$ can always be chosen to be a continuous, bounded function.

Putting everything together, we can formulate our final result for spin path integrals.

Theorem 3.1: Let $s$ be any integer or half-integer number (non-negative). Let $H$ be any Hermitian operator on $\mathscr{H}$. Let $H$ be generated by the smooth real function $h(\theta, \phi)$ by

$$
H=(2 s+1) \int \frac{d \Omega}{4 \pi}|\Omega ; s\rangle\langle\Omega ; s| h(\Omega) .
$$

Then, for all $\Omega^{\prime \prime}, \Omega^{\prime}$ in $S^{2}$, and for all $t^{\prime \prime}>t^{\prime}$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & \frac{4 \pi}{2 s+1} \exp \left[\frac{v s\left(t^{\prime \prime}-t^{\prime}\right)}{2}\right] \int \exp \left[i s \int \cos \theta d \phi\right. \\
& \left.-i \int h(\theta, \phi) d t\right] d \mu_{W}^{v}(\theta, \phi) \\
& =\left\langle\Omega^{\prime \prime} ; s \mid \exp \left[-i H\left(t^{\prime \prime}-t^{\prime}\right)\right] \Omega^{\prime} ; s\right\rangle .
\end{aligned}
$$

Here $\mu_{W}^{v}$ is a Wiener measure on the sphere $S^{2}$, with diffusion constant $v$, and pinned at $\Omega^{\prime \prime}=\left(\theta^{\prime \prime}, \phi^{\prime \prime}\right)$ for $t=t^{\prime \prime}$ and at $\Omega^{\prime}=\left(\theta^{\prime}, \phi^{\prime}\right)$ for $t=t^{\prime}$. The normalization of $\mu_{W}^{\nu}$ is given by

$$
\begin{aligned}
\int d \mu_{W}^{v}(\theta, \phi)= & \sum_{l=0}^{\infty} \exp \left[-\frac{v\left(t^{\prime \prime}-t^{\prime}\right) l(l+1)}{2}\right] \\
& \times \sum_{m=-l}^{l} Y_{l m}\left(\Omega^{\prime \prime}\right) Y_{l m}^{*}\left(\Omega^{\prime}\right)
\end{aligned}
$$
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## APPENDIX: CONNECTION WITH PREVIOUS PROOF

Theorem 2.4 had been announced by us earlier, ${ }^{4}$ in a weaker version, namely (see Ref. 4)

$$
\begin{align*}
\lim _{v \rightarrow \infty} & \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi}\left(\langle \psi | p ^ { \prime \prime } , q ^ { \prime \prime } \rangle \left\{2 \pi e^{\nu T / 2}\right.\right. \\
& \times \int \exp \left[\frac{i}{2} \int(p d q-q d p)\right. \\
& \left.\left.\left.\quad-i \int h(p, q) d t\right] d \mu_{W}^{v}\right\}\left\langle p^{\prime}, q^{\prime} \mid \phi\right\rangle\right) \\
= & \langle\psi, \exp (-i T H) \phi\rangle \tag{A1}
\end{align*}
$$

To see that ( $\mathbf{A} 1$ ) is weaker than Theorem 2.4 let us go back to the properties of the cs. It follows from (2.5) that for any (bounded) operator $B$ on $\mathscr{H}$ and any $\psi, \phi \in \mathscr{H}$

$$
\begin{align*}
\langle\psi, B \phi\rangle= & \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi} \\
& \times\left\langle\psi \mid p^{\prime \prime}, q^{\prime \prime}\right\rangle\left\langle p^{\prime \prime}, q^{\prime \prime} \mid B p^{\prime}, q^{\prime}\right\rangle\left\langle p^{\prime}, q^{\prime} \mid \phi\right\rangle \tag{A2}
\end{align*}
$$

It is therefore clear that (2.37) implies (A1). The reverse is not true, however; due to the overcompleteness of the cs, the matrix element $\left\langle p^{\prime \prime}, q^{\prime \prime} \mid B p^{\prime}, q^{\prime}\right\rangle$ in formula (A2) can be replaced by any element of a large equivalence class of functions.

The proof for (A1), sketched in Ref. 4, was different from the one given here. The main difference lies in the interpretation of the path integral expression for finite $v$ (corresponding to Sec . II B in the present paper). Let us restrict ourselves, in this discussion of the difference between Ref. 4 and the present paper, to the case where $h$ is a bounded function, hence $H_{V}$ a bounded operator. In Ref. 4, we introduced an abstract Hilbert space

$$
\widehat{\mathscr{H}}=\stackrel{\infty}{n=0} \mathscr{H}_{n},
$$

where each $\mathscr{H}_{n}$ was a copy of $\mathscr{H}_{0}$. It turns out that the Hilbert space $L^{2}(V)$ we have used here is nothing else than a concrete realization for this $\hat{\mathscr{H}}$; the subspace $\mathscr{H}_{o} \subset L^{2}(V)$ corresponds to the zeroth space $\mathscr{H}_{0}$ in the construction of $\widehat{\mathscr{H}}$. The $n$th subspace $\mathscr{H}_{n} \subset \widehat{\mathscr{H}}$ corresponds then to the closed linear span in $L^{2}(V)$ of the $\left(h_{n l}\right), l=0,1,2, \ldots$. We also introduced vectors $|p, q ; \beta\rangle\rangle$ in $\mathscr{H}$ defined as

$$
\mid p, q ; \beta)\rangle=\stackrel{\infty}{n=0} \beta^{n / 2}|p, q ; n\rangle, \quad 0<\beta<1 .
$$

With the identification $\widehat{\mathscr{H}} \leftrightarrow L^{2}(V)$, these can be written, in our present framework, as

$$
|p, q ; \beta\rangle\rangle=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \beta^{n / 2} \overline{h_{n m}(p, q)} h_{n m} .
$$

The operators, defined in Ref. 4,

$$
\begin{aligned}
& \mathbf{A}=\oplus_{h=0}^{\infty} n \mathbf{1}_{n}, \quad \mathbf{I}(\beta)=\stackrel{\oplus}{n=0} \beta^{n} \mathbf{1}_{n}, \\
& \left.\mathbf{H}=\lim _{\beta \rightarrow 1} \int \frac{d p d q}{2 \pi}|p, q ; \beta\rangle\right\rangle\langle\langle p, q ; \beta| h(p, q)
\end{aligned}
$$

correspond to, respectively, $A$ [as defined by (2.23)], $I(\beta)=\exp (A \ln \beta)$, and $H_{V}$. We also introduced in Ref. 4 the operators

$$
\left.\mathbf{E}_{N}=\int \frac{d p d q}{2 \pi} e^{-i \epsilon_{N} h(p, q)}\left|p, q ; \beta_{N}\right\rangle\right\rangle\left\langle\left\langle p, q ; \beta_{N}\right|\right.
$$

where

$$
\begin{aligned}
& \epsilon_{N}=T /(N+1) \\
& \beta_{N}=[1-v T / 2(N+1)] /[1+v T / 2(N+1)]
\end{aligned}
$$

Finally, we rewrote $\mathscr{P}_{\nu}(h)$ as [using our present notations, and identifying $\hat{\mathscr{H}}$ and $\left.L^{2}(V)\right]$

$$
\begin{align*}
& \int \frac{d p^{\prime \prime} d q^{\prime \prime}}{2 \pi} \int \frac{d p^{\prime} d q^{\prime}}{2 \pi}\left\langle\psi \mid p^{\prime \prime}, q^{\prime \prime}\right\rangle \\
& \quad \times \mathscr{P}_{\nu}\left(h ; p^{\prime \prime}, q^{\prime \prime}, T ; p^{\prime}, q^{\prime}, 0\right)\left\langle p^{\prime}, q^{\prime} \mid \phi\right\rangle \\
& \quad=\lim _{N \rightarrow \infty}\left\langle\hat{U} \psi, I\left(\beta_{N}\right)\left(\mathbf{E}_{N}\right)^{N} I\left(\beta_{N}\right) \hat{U} \phi\right\rangle \tag{A3}
\end{align*}
$$

with $\beta_{N}$ as above, and $\widehat{U}$ as defined in Sec. II A. In the limit $N \rightarrow \infty$, obviously, s- $\lim _{N \rightarrow \infty} I\left(\beta_{N}\right)=1$. The limit of $\left(\mathbf{E}_{N}\right)^{N}$ was more tricky, because of the complicated $N$ dependence of $\mathbf{E}_{N}$. Using a theorem of Chernoff, ${ }^{17}$ one can show, however, that

$$
\begin{equation*}
\underset{N \rightarrow \infty}{\mathrm{~s}-\lim _{N}}\left(\mathbf{E}_{N}\right)^{N}=\exp \left[-T\left(v A+i H_{V}\right)\right] \tag{A4}
\end{equation*}
$$

This can intuitively be guessed already from the matrix elements of $\mathbf{E}_{N}$ between the $h_{k l}$

$$
\begin{aligned}
\left\langle h_{k l}, \mathbf{E}_{N} h_{r s}\right\rangle= & \int \frac{d p d q}{2 \pi} \overline{h_{k l}(p, q)} \exp \left[-i \epsilon_{N} h(p, q)\right. \\
& \left.-[(k+r) / 2] v \epsilon_{N}+O\left(\epsilon_{N}^{3}\right)\right] h_{r s}(p, q)
\end{aligned}
$$

Substituting (A4) into (A3) leads to the interpretation of $\mathscr{P}_{\nu}(h)$ as a generating function [in the sense of (A2)] for the operator $\widehat{U}^{*} \exp \left[-T\left(v A+i H_{V}\right)\right] \widehat{U}$. This conclusion is of course weaker than (2.33), and therefore led to the weaker result (A1) in Ref. 4.
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Certain technical subleties regarding the Feynman-Kac representation of the propagator for motion on compact spaces are discussed. A method of evaluation of the corresponding path integral is given. It produces the correct spectrum for the Hamiltonian, while the ordinary semiclassical method fails.

## I. INTRODUCTION

The scope of this paper is to analyze functional integration on compact manifolds. This problem is of interest for understanding the mass spectrum of the nonlinear $\sigma$ model. In a recent paper, ${ }^{1}$ the case of a nonrelativistic particle moving on a sphere $S^{2}$ was analyzed. It was pointed out that both the derivation of a Feynman-Kac formula for the propagator and its evaluation were highly nontrivial, and that in the semiclassical approximation for this problem, one obtained the wrong spectrum for the Hamiltonian.

In the present paper, we would like to clarify certain points raised in Ref. 1 and outline a procedure of functional integration by which one can obtain the (qualitatively) correct spectrum.

We begin our discussion with a brief outline of the derivation of the Feynman-Kac formula for the propagator. For the Hamiltonian
$H=\mathbf{L}^{2} / 2 M R^{2}$,
$\mathbf{L}^{2}|l, m\rangle=\hbar^{2} l(l+1)|l, m\rangle, \quad l=0,1, \ldots, \quad-l \leqslant m \leqslant l$,
$\langle l, m \mid \theta, \phi\rangle^{*}=Y_{l}^{m}(\theta, \phi)$,
one can easily derive

$$
\begin{align*}
\left\langle\theta_{f}, \phi_{f}, T \mid \theta_{0}, \phi_{0}, 0\right\rangle= & \left(\prod_{i=1}^{N} \int_{0}^{\pi} \sin \theta_{i} d \theta_{i} \int_{0}^{2 \pi} d \phi_{i}\right) \\
& \times \prod_{i=0}^{N}\left(\sum_{l_{i}=0}^{\infty} \frac{2 l_{i}+1}{4 \pi} P_{l_{i}}\left(\cos \Xi_{i+1, i}\right)\right. \\
& \left.\times e^{\left.-l_{i} l_{i}+1\right) / 2 \beta N}\right) \tag{4}
\end{align*}
$$

with

$$
\begin{align*}
& \beta \equiv M R^{2} / \hbar T  \tag{5}\\
& \cos \Xi_{i+1, i}= \cos \theta_{i+1} \cos \theta_{i}+\sin \theta_{i+1} \sin \theta_{i} \\
& \times \cos \left(\phi_{i+1}-\phi_{i}\right) . \tag{6}
\end{align*}
$$

For $N \rightarrow \infty$ ( $\beta$ fixed), one has

$$
\begin{align*}
\lim _{N \rightarrow \infty} & \sum_{l=0}^{\infty} \frac{2 l+1}{4 \pi} P_{l}(\cos \theta) e^{-l(l+1) / 2 \beta N} \\
& =\lim _{N \rightarrow \infty}(\beta N / 2 \pi) e^{\beta N(\cos \theta-1)}+O\left(N^{-2}\right) \tag{7}
\end{align*}
$$

We will take the following representation for the propagator:

[^13]\[

$$
\begin{align*}
& \left\langle\theta_{f,}, \phi_{f}, T \mid \theta_{0}, \phi_{0}, 0\right\rangle \\
& =\lim _{N \rightarrow \infty}\left(\frac{\beta N}{2 \pi}\right)^{N+1}\left(\prod_{i=1}^{N} \int_{0}^{\pi} \sin \theta_{i} d \theta_{i} \int_{0}^{2 \pi} d \phi_{i}\right) \\
& \quad \times \exp \left(-\beta N \sum_{i=0}^{N}\left(1-\cos \Xi_{i+1, i}\right)\right) \tag{8}
\end{align*}
$$
\]

This formula displays the manifest rotational invariance present in the problem. Indeed, it says

$$
\begin{align*}
\left\langle\theta_{f}, \phi_{f}, T \mid \theta_{0}, \phi_{0}, 0\right\rangle= & \lim _{N \rightarrow \infty}\left(\frac{\beta N}{2 \pi}\right)^{N}\left(\prod_{i=1}^{N} \int d \mathbf{n}_{i}\right) \\
& \times \exp \left(-\sum_{i=0}^{N} \beta N \frac{\left(\mathbf{n}_{i+1}-\mathbf{n}_{i}\right)^{2}}{2}\right) \tag{9}
\end{align*}
$$

or formally

$$
\begin{equation*}
\left\langle\theta_{f}, \phi_{f}, T \mid \theta_{0}, \phi_{0}, 0\right\rangle=\int D \mathrm{n}(t) e^{-1 / \hbar} \int_{0}^{T} d t \frac{M R^{2} \dot{\mathbf{n}}^{2}}{2} \tag{10}
\end{equation*}
$$

The semiclassical approximation of this functional integral consists of finding all the classical solutions and integrating the Gaussian fluctuations around them. This calculation was carried out in Ref. 1, where it was found that it produced a qualitatively incorrect spectrum. We will discuss this failure later (see Sec. II), after first outlining the correct computation.

To calculate the functional integral in Eq. (8), we use the expansion

$$
\begin{align*}
\exp [ & \left.-\beta N \sin \theta_{i+1} \sin \theta_{i} \cos \left(\phi_{i+1}-\phi_{i}\right)\right] \\
& =\sum_{m_{i}=-\infty}^{\infty} e^{i m^{\prime}\left(\phi_{i+1}-\phi_{i}\right)} I_{m_{i}}\left(\beta N \sin \theta_{i+1} \sin \theta_{i}\right) \tag{11}
\end{align*}
$$

The integrations over the $\phi_{i}$ 's can be performed, and one obtains

$$
\begin{align*}
\left\langle\theta_{f}, \phi_{f}, T\right. & \left|\theta_{0}, \phi_{0}, 0\right\rangle \\
= & \lim _{N \rightarrow \infty}\left(\frac{\beta N}{2 \pi}\right) \sum_{m=-\infty}^{N \infty} e^{i m\left(\phi_{f}-\phi_{0}\right)} \\
& \times \prod_{i=1}^{N} \int_{0}^{\pi} \sin \theta_{i} d \theta_{i} e^{-\beta N\left(1-\cos \theta_{i+1} \cos \theta_{i}\right)} \\
& \times I_{m}\left(\beta N \sin \theta_{i+1} \sin \theta_{i}\right) \tag{12}
\end{align*}
$$

It is convenient to define the following function:

$$
\begin{equation*}
e^{-V m(z)} \equiv(z / 2 \pi)^{1 / 2} e^{-z} I_{m}(z) \tag{13}
\end{equation*}
$$

We note for further reference that

$$
\begin{align*}
& \lim _{z \rightarrow \infty} V_{m}(z)=\left(m^{2}-\frac{1}{4}\right) / 2 z,  \tag{14}\\
& \lim _{z \rightarrow 0} V_{m}(z)=-\left(m+\frac{1}{2}\right) \ln z . \tag{15}
\end{align*}
$$

In terms of $V_{m}$, Eq. (12) can be written as

$$
\begin{align*}
& \left\langle\theta_{f}, \phi_{f}, T \mid \theta_{0}, \phi_{0}, 0\right\rangle \\
& =\left(\sin \theta_{f} \sin \theta_{0}\right)^{1 / 2} \lim _{N \rightarrow \infty}(\beta N / 2 \pi)^{N / 2} \\
& \quad \times \sum_{m=-\infty}^{\infty} e^{i m\left(\phi_{f}-\phi_{0}\right)} \prod_{i=1}^{N} \int_{0}^{\pi} d \theta_{i} \\
& \quad \times \exp \left(-\beta N\left[1-\cos \left(\theta_{i+1}-\theta_{i}\right)\right]\right. \\
& \left.\quad-V_{m}\left(\beta N \sin \theta_{i+1} \sin \theta_{i}\right)\right) . \tag{16}
\end{align*}
$$

Since we are letting $N \rightarrow \infty$, in Eq. (16)

$$
\begin{equation*}
V_{m}\left(\beta N \sin \theta_{i+1} \sin \theta_{i}\right) \rightarrow \frac{m^{2}-\frac{1}{4}}{2 \beta N \sin \theta_{i+1} \sin \theta_{i}} \tag{17}
\end{equation*}
$$

for $\theta_{i}, \theta_{i+1}$ not too close to 0 or $\pi$. We notice then that for $m \neq 0$, we have an attractive potential centered around $\theta=\pi / 2$. Since our formalism has been manifestly rotational invariant, we can choose without loss of generality

$$
\theta_{0}=\theta_{f}=\pi / 2
$$

and apply the semiclassical approximation to evaluate all the functional integrals with $m \neq 0$ in Eq. (16). The classical solution has $\theta_{i}=\pi / 2$. We replace them in Eq. (16)

$$
\theta_{i} \rightarrow \pi / 2+\delta_{i}
$$

using for $V_{m} m \neq 0$ the expression in Eq. (17). Expanding $V_{m}$ to second order in $\delta_{i}$ and $\cos \left(\theta_{i+1}-\theta_{i}\right)$ to fourth order in $\left(\delta_{i+1}-\delta_{i}\right)$ (see Ref. 2), we obtain for $m \neq 0$

$$
\begin{align*}
\left\langle\pi / 2, \phi_{f}\right. & , T\left|(\pi / 2), \phi_{i}, 0\right\rangle_{m} \\
= & \exp \left[\operatorname{im}\left(\phi_{f}-\phi_{0}\right)\right] \exp [-(1 / 2 \beta) \\
& \left.\times\left(m^{2}-\frac{1}{2}+\sqrt{m^{2}-\frac{1}{4}}\right)\right] . \tag{18}
\end{align*}
$$

This result shows that the spectrum is discrete for $m \neq 0$. The actual values of $E_{m}$ are reasonably accurate, the error decreasing to zero as $m \rightarrow \infty$.

The case $m=0$ cannot be treated semiclassically: as $N \rightarrow \infty, V_{0}(\delta)$ produces an infinitely attractive potential with minima at 0 and $\pi$. Sinceas $\theta \rightarrow 0, V(\theta) \sim-1 / 4 \theta^{2}$, the potential is as singular as the kinetic energy; hence, it cannot be treated as a perturbation. We proceed with the calculation directly by observing that

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \beta N e^{-\beta N\left(1-\cos \theta_{i+1} \cos \theta_{i}\right.} I_{0}\left(\beta N \sin \theta_{i+1} \sin \theta_{i}\right) \\
& =\lim _{N \rightarrow \infty} \sum_{i=0}^{\infty} \frac{2 l_{i}+1}{2} P_{l_{i}}\left(\cos \theta_{i+1}\right) \\
& \quad \times P_{l_{i}}\left(\cos \theta_{i}\right) e^{-l_{i} l_{i}+1 / 2 \beta N}+O\left(N^{-2}\right) . \tag{19}
\end{align*}
$$

Using the orthogonality of the Legendre polynominals, we obtain immediately

$$
\begin{align*}
& \left\langle\theta_{f}, \phi_{f}, T \mid \theta_{0}, \phi_{0}, 0\right\rangle_{m=0} \\
& \quad=\sum_{l=0}^{\infty} \frac{2 l+1}{2} P_{l}\left(\cos \theta_{f}\right) P_{l}\left(\cos \theta_{0}\right) e^{-l_{l}\left(l_{l}+1\right) / 2 \beta} \tag{20}
\end{align*}
$$

This, of course, is the exact answer: in effect, we have traced back the steps leading from (4) to (8). This procedure is rather unsatisfactory. Yet the singular nature of $V_{0}(Z)$ has prevented all our efforts for finding a genuine approximation for $m=0$.

## II. DISCUSSION

We have shown an approximate method for obtaining a correct result. With hindsight, we would like to go back and discuss why the naive semiclassical approximation failed. The error can be traced back to two basic difficulties.
(i) In Eq. (9), we may hope for a Gaussian approximation for $\beta \rightarrow \infty$. Since for finding the spectrum we want $\beta \rightarrow 0$ $(T \rightarrow \infty)$, there is no a priori reason for the approximation to work, and it does not. On the contrary, it is well known ${ }^{3}$ that it is correct for $\beta \rightarrow \infty$.

It may be instructive to emphasize that this difficulty is strictly connected with the compact nature of the sphere $S^{2}$. Indeed, taking the classical solutions along the equator, it is easy to verify that in the $\theta$ direction, the fluctuations occur in a potential (see Ref. 1)

$$
\left(M R^{2} / 2\right)\left[\left(2 \pi m+\phi_{f}-\phi_{0}\right) / T\right]^{2}(\pi / 2-\theta)^{2}
$$

Obviously, as $T \rightarrow \infty$, ignoring that the particle is on a sphere, hence, $0 \leqslant \theta \leqslant \pi$, is incorrect.
(ii) The functional integral to be computed is not the naive one. Indeed, one may be tempted to interpret Eq. (10) as

$$
\begin{align*}
\left\langle\theta_{f}, \phi_{f}, T\right. & \left|\theta_{0}, \phi_{0}, 0\right\rangle \\
= & \lim _{N \rightarrow \infty}\left(\frac{\beta N}{2 \pi}\right)^{N}\left(\prod_{i=1}^{N} \int d \Omega_{i}\right) \exp \left(\sum _ { i = 0 } ^ { N } \frac { \beta N } { 2 } \left[\left(\theta_{i+1}-\theta_{i}\right)^{2}\right.\right. \\
& \left.\left.+\sin \theta_{i+1} \sin \theta_{i}\left(\phi_{i+1}-\theta_{i}\right)^{2}\right]\right) \tag{21}
\end{align*}
$$

It has been pointed out by many authors, starting with DeWitt, ${ }^{3}$ that to obtain the functional integral corresponding to Eq. (9), one must retain all the terms of order $\exp (1 / N)$. This then replaces the naive action with an effective action [see Eq. (16)]. It may be tempting to think in the present case the effective action differs from the naive one by [see Eq. (17)]

$$
\begin{equation*}
-\sum_{i=1}^{N} \frac{1}{8 \beta N}\left(1+\frac{1}{\sin \theta_{i+1} \sin \theta_{i}}\right) \tag{22}
\end{equation*}
$$

This would be incorrect, since for $\beta \sin \theta_{i+1} \sin \theta_{i}<1$, one must use Eq. (15) rather than (14). It can be checked that it is the fact that $V_{m}(z) \rightarrow \infty$ for $\delta \rightarrow 0$, which produces the correct spectrum.

To summarize, our conclusion is that the functional representation of the propagator is specified by the combined effect of the Hamiltonian and the parametrization of the manifold used for the integration. These specifications produce an effective action, generally different from the classical action. Any attempt to approximate the functional integration should use the former action. Therefore, if interested in a semiclassical approximation, one must find the effective action and its extrema, then verify that the Gaussian approx-
imation does not a priori fail because the extremum is too flat. For the sphere $S^{2}$, this approximation works for $m \neq 0$ (even for $\beta \rightarrow 0$ ), but it is inapplicable for $m=0$.

A final statement: We have discussed the case of $S^{2}$ in one dimension. Our conclusion would apply equally well to $S^{n}$. In particular, we doubt that the naive semiclassical approximation is exact for motion on Lie groups. ${ }^{4}$ Similarly, they apply in two dimensions, a case which we are presently studying.
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Closed form expressions for polynomial or "nontrivial" zeros of degree one of the ClebschGordan (3-j) and the Racah ( $6-j$ ) coefficients are presented and a conjecture regarding closed form formulas for the same is made.

## I. INTRODUCTION

It is well known that the angular momentum coupling (3-j) and recoupling ( $6-j$ ) coefficients have a series or a polynomial part, and that the polynomial parts of these coefficients can be rearranged into generalized hypergeometric functions of unit argument. For certain allowed values of the arguments of the $3-j$ or the $6-j$ coefficient, if the polynomial part becomes zero, then we have a "nontrivial" or polynomial zero of that coefficient. Further, if $n+1$ indicates the number of terms in the polynomial part, which add up to a zero value, then we have a polynomial zero of degree $n$ of that angular momentum coefficient.

Inspired by the suggestion of Koozekanani and Biedenharn ${ }^{1}$ that realizations of exceptional Lie algebras might provide bases for explaining the polynomial or "nontrivial" zeros of the Racah ( $6-j$ ) coefficient, Vanden Berghe et al. ${ }^{2-4}$ have accounted for some of these zeros, in a continuing series of papers.

## II. MULTIPLICATIVE FACTORS

On the other hand, closed form multiplicative factors can be obtained ${ }^{5}$ for the polynomial zeros of degree 1 , of the $3-j$ and the $6-j$ coefficients, which are independent of the numerical values of the arguments of the coefficients, whose zeros are being sought. In fact, the polynomial zeros of degree 1 of the 3-j coefficient can all be accounted for by the factor

$$
\begin{equation*}
\left(1-\delta_{x, y} \delta_{n, 1}\right), \tag{1}
\end{equation*}
$$

where $n$, which governs the degree of the polynomial zeros, is given by

$$
\begin{equation*}
n=\min \left(R_{2 p}, R_{3 q}, R_{1 r}\right), \tag{2}
\end{equation*}
$$

with $R_{i k}$ being the elements of the square symbol

$$
\left\|R_{i k}\right\|=\left\|\begin{array}{ccc}
-j_{1}+j_{2}+j_{3} & j_{1}-j_{2}+j_{3} & j_{1}+j_{2}-j_{3}  \tag{3}\\
j_{1}-m_{1} & j_{2}-m_{2} & j_{3}-m_{3} \\
j_{1}+m_{1} & j_{2}+m_{2} & j_{3}+m_{3}
\end{array}\right\| .
$$

The values of $x$ and $y$ are then given by

$$
\begin{equation*}
x=R_{m r} R_{k p}, \quad y=R_{m p} R_{k r}, \tag{4}
\end{equation*}
$$

with ( $l m k$ ) and ( $p q r$ ) corresponding to specific permutations of (123) and $n=R_{l q}$ (say).

Similarly, the multiplicative factor

$$
\begin{equation*}
\left(1-\delta_{X, Y} \delta_{n, 1}\right) \tag{5}
\end{equation*}
$$

[^14]in the definition ${ }^{6}$ for the $6-j$ coefficient,
\[

W(a b c d ; e f)=(-1)^{a+b+c+d}\left\{$$
\begin{array}{lll}
a & b & e  \tag{6}\\
d & c & f
\end{array}
$$\right\}
\]

will account for all the polynomial zeros of degree 1 of this coefficient. In (5), the degree of the polynomial zeros is given by

$$
\begin{equation*}
n=\beta_{0}-\alpha_{0} \tag{7}
\end{equation*}
$$

where

$$
\alpha_{0}=\max \left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right), \quad \beta_{0}=\min \left(\beta_{1}, \beta_{2}, \beta_{3}\right)
$$

with

$$
\begin{array}{ll}
\alpha_{1}=a+b+e, & \beta_{1}=a+b+c+d, \\
\alpha_{2}=c+d+e, & \beta_{2}=a+d+e+f \\
\alpha_{3}=a+c+f, & \beta_{3}=b+c+e+f,  \tag{8}\\
\alpha_{4}=b+d+f,
\end{array}
$$

and

$$
\begin{align*}
& X=\left(\beta_{s}-\alpha_{0}\right)\left(\beta_{t}-\alpha_{0}\right)\left(\beta_{0}+1\right),  \tag{9}\\
& Y=\left(\beta_{0}-\alpha_{k}\right)\left(\beta_{0}-\alpha_{l}\right)\left(\beta_{0}-\alpha_{m}\right),
\end{align*}
$$

where $\beta_{s}$ and $\beta_{t}$ correspond to two of the three $\beta$ 's other than $\beta_{0}$ and $\alpha_{k}, \alpha_{1}, \alpha_{m}$ correspond to three of the four $\alpha$ 's other than $\alpha_{0}$.

## III. POLYNOMIAL ZEROS

We arrived at these closed form multiplicative factors, to be introduced into the definitions of the $3-j$ and the $6-j$ coefficients, by rearranging the series parts of these coefficients into binomial expansions, using generalized powers, in Ref. 5. Using these, we were able to classify the polynomial zeros according to their degree, and the explicit tables of these zeros are given in Ref. 7. It is to be noted that 21 out of 36 polynomial zeros of the $3-j$ coefficient, for $J\left(=j_{1}+j_{2}+j_{3}\right) \leqslant 27$ and 1174 out of 1420 polynomial zeros of the $6-j$ coefficient, for $(a, b, c, d, e, f) \leqslant 18.5$, are polynomial zeros of degree 1 , accounted for by the factors (1) and (5), respectively. Hence, the polynomial zeros of degree one are to be considered as trivial zeros, and not as "nontrivial" zeros, as referred to hitherto. ${ }^{1}$

In Table I, we list the polynomial zeros of the $6-j$ coefficient which have been explained either due to the violation of the triangle rule for quasispin, ${ }^{1}$ or due to the vanishings of fractional parentage coefficients (f.p.c.) ${ }^{8}$ in the atomic $g$ shell, or due to the realizations of the exceptional Lie algebras $G_{2}, F_{4}$, and $E_{6}$. In the last column of Table I, we give $n$, which corresponds to the degree of the polynomial zeros, given by (7). We note that of the 12 generic entries, 11 are

TABLE I. Generic polynomial zeros of the 6-j coefficient $\left\{\begin{array}{ccc}j_{1} & j_{2} & j_{3} \\ l_{1} & l_{2} & l_{3}\end{array}\right\}$ for which explanations have been given.

| $j_{1}$ | $j_{2}$ | $j_{3}$ | $l_{1}$ | $l_{2}$ | $l_{3}$ | Explanation | Ref. | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 2 | 1.5 | 1.5 | 1.5 | quasispin ${ }^{\text {a }}$ | 1 | 1 |
| 5 | 5 | 3 | 3 | 3 | 3 | $R_{7} \supset \mathrm{G}_{2} \supset \mathrm{SO}_{3}$ | 1 | 1 |
| 5 | 5 | 2 | 2 | 2 | 41 | $g$ shell | 8 | 1 |
| 9 | 6 | 4 | 2 | 5 | $5\}$ | f.p.c. ${ }^{\text {b }}$ | 8 | 1 |
| 11 | 11 | 3 | 4 | 4 | 81 |  | 2 | 1 |
| 11 | 11 | 9 | 8 | 4 | 8 ) | $\mathrm{SO}_{26} \supset \mathrm{~F}_{4} \supset \mathrm{SO}_{3}$ | 2 | 1 |
| 3 | 2 | 2 | 1 | 2 | $2\}$ |  | 3 | 1 |
| 7 | 4.5 | 4.5 | 2.5 | 4 | 4 \} | $F_{4}{\supset \mathrm{SO}_{3} \otimes \mathrm{SO}_{3} \text { }}$ | 3 | 1 |
| 11 | 8 | 6 | 4 | 4 | 8 |  | 4 | 1 |
| 7 | 6 | 5 | 4 |  | 4 |  | 4 | 2 |
| 6 | 6 | 6 | 5 | 4 | 3 \} | $E_{6} \supset \mathrm{SO}_{3}$ | 4 | 1 |
| 9 | 6 | 4 | 2 | 5 | 5) |  | 4 | 1 |

${ }^{2}$ Regge symmetries do not give rise to any other $6-j$ coefficient.
$\mathrm{b}\left[\begin{array}{lll}5 & 5 & 2 \\ 2 & 2 & 4\end{array}\right\}=\left\{\begin{array}{lll}5 & 4.5 & 1.5 \\ 2 & 2.5 & 4.5\end{array}\right\}=\left\{\begin{array}{lll}5 & 4.5 & 2.5 \\ 2 & 1.5 & 4.5\end{array}\right\} \quad$ and $\quad\left\{\begin{array}{lll}9 & 6 & 4 \\ 2 & 5 & 5\end{array}\right\}$ $=\left\{\begin{array}{ccc}8 & 6 & 5 \\ 1 & 5 & 6\end{array}\right\}$, follow from the Regge symmetries.
Note: The 24 6-j coefficient zeros which follow from the nine other generic zeros in this table can be found in Table I of Ref. 4.
polynomial zeros of degree 1 , and only one is a polynomial zero of degree 2.

As has been pointed out by Vanden Berghe et al., ${ }^{4}$ one can continue the program of giving a group theoretical explanation for the polynomial zeros of the 6-j coefficient. While the basis for realizations of the exceptional Lie algebras is by itself fascinating, it being used to explain the zeros of the $6-j$ coefficient is likely to lead to only alternate explanations for more of the polynomial zeros of degree 1 , which are trivial structure zeros represented by (5).

We conjecture that, in principle, one can find closed form formulas for the polynomial zeros of the $3-j$ and $6-j$
coefficients, provided we look upon these coefficients as generalized hypergeometric functions of unit argument, ${ }^{9,10}$ which are analytic, ${ }^{11}$ and extend the method of Siewert and Burniston ${ }^{12}$ for the determination of zeros of analytic functions to the case of analytic ${ }_{p} F_{q}(1) s$.
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#### Abstract

Using a variational technique we provide sufficient conditions for the existence of a bound state in a system of $N$ particles in one, two, and three dimensions. Our assumptions imply two bound clusters' thresholds.


## I. INTRODUCTION

In this paper we explore the variational method for obtaining sufficient conditions for the existence of a bound state in a system of $N$ particles in $v$ dimensions interacting via two-body potentials $V_{i j}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)$.

Let $H_{N}$ denote the Hamiltonian of the $N$-particle system [with center of mass (CM) kinetic energy removed] and $\epsilon_{N}$ the energy of its continuum threshold. If we can find a wave function $\Phi_{N}$ such that

$$
\begin{equation*}
\left(\Phi_{N}, H_{N} \Phi_{N}\right)<\epsilon_{N}\left(\Phi_{N}, \Phi_{N}\right) \tag{1}
\end{equation*}
$$

the variational principle guarantees, then, the existence of at least one bound state of $N$ particles (below the continuum).

The difficulty associated with the method lies in the determination of $\epsilon_{N}$. For locally square-integrable two-body potentials vanishing at infinity, $\epsilon_{N}$ is given by Hunziker's theorem, ${ }^{1,2}$ which involves the knowledge of the bound states of all subsystems of the whole system. Denoting by Ca cluster, $C \equiv\left\{i_{1}, \ldots, i_{n(C)}\right\} \subset\{1, \ldots, N\}$, and by $H^{C}$ the Hamiltonian of the subsystem formed by $C$, after the removal of CM kinetic energy, and by $E_{0}^{C}$ the energy of the infimum of the spectrum of $H^{C}$, then Hunziker's theorem ${ }^{1,2}$ gives

$$
\begin{equation*}
\epsilon_{N}=\inf _{\substack{\left\{C_{1}, \ldots, C_{l}\right\} \\ \vdots \\ i=1 \\ C_{i}=\{1, \ldots, N\} \\ C_{i} \cap C_{j}=\phi, \quad i \neq j \\ 1<l<N}} \sum_{i=1}^{l} E_{0}^{C_{l}} \tag{2}
\end{equation*}
$$

where the infimum is taken over all possible decompositions of $\{1, \ldots, N\}$ into disjoint clusters.

For the two-body problem, $\epsilon_{2}=0$ and therefore it is not difficult to find sufficient conditions on the potential for the existence of bound states. If $N \geqslant 3$, however, $\epsilon_{N}<0$, in general, thus making the problem not so simple. To bypass this difficulty we use a recursive procedure on the particle number $N$ to show that there exist simple sufficient conditions on the two-body potentials that ensure the existence of bound states for arbitrary $N$ in $v$ dimensions ( $v=1,2$, or 3 ).

The physical idea behind our method is dimension dependent. In three dimensions, it is basically a "two-body mechanism": for a certain class (to be made precise below) of purely attractive two-body interactions, given two bound clusters $C_{1}\left(n\left(C_{1}\right)=N_{1}\right)$ and $C_{2}\left(n\left(C_{2}\right)=N_{2}\right)$, it is possible to bind them together provided there is at least one pair of particles, each one in a different cluster, which can form a bound state. On the other hand, in one and two dimensions it is a "two-cluster mechanism": for "globally attractive" twobody potentials, i.e., $\int V_{i j} d^{v} x<0$, given two bound clusters $C_{1}$ and $C_{2}$, it is possible to bind them together since the "ef-
fective" intercluster potential also satisfies $\int V_{C_{1} c_{2}}^{\text {eff }} d^{v} x<0$. The difference between $v=1,2$ and $v=3$ cases has its origin in the fact that in one and two dimensions a two-body interaction with $\int V d^{v} x<0$ always binds ${ }^{3,4}$ two particles but in three dimensions this is not the case even if $V$ is purely attractive. However, if the particles are identical (bosons or fermions) we can also show that a $N$-body system will exhibit bound states even if the two-body system has no bound states, provided $N$ is big enough (along a subsequence). In fact, large particle number favors the existence of bound states of identical particles (bosons or fermions): classically catastrophic potentials (for instance, globally attractive potentials or potentials with an attractive core) ${ }^{5}$ remain so in the quantum case, i.e., $\lim _{N \rightarrow \infty}\left(-E_{N} / N\right)=\infty$. Based on that, we show that for these potentials there exists an infinite sequence $2 \leqslant N_{0} \leqslant N_{1} \leqslant \cdots$ such that $H_{N_{t}}$ has at least one bound state.

This paper is organized as follows: In Sec. II we derive useful sufficient conditions for a two-particle system to have a bound state with energy below $-\alpha^{2}$ in $v=1,2$, or 3 dimensions. For $v=1$ or 2 and $\alpha=0$ we recover the abovementioned result that if the potential satisfies $\int V d^{v} x<0$ the system always has a bound state. For $v=3$, and $\alpha=0$, we obtain a sufficient condition which is simpler than that obtained in Ref. 6; also, if the potential has spherical symmetry we recover Calogero's "best" sufficient condition. ${ }^{7}$ We also derive sufficient conditions for the existence of a bound state of a given angular momentum. Moreover, we show that some of the sufficient conditions provided by Calogero ${ }^{7}$ are improved by the variational approach.

In Sec. III we derive sufficient conditions for the existence of a bound state in the N -body problem in one, two, and three dimensions. Part of these results have been announced in Refs. 3 and 8.

In Sec. IV we prove our results for a large number of identical particles.

In the Appendix we collect some kinematical facts for $N$-body systems which are used in this work.

## II. BOUND STATES IN THE TWO-BODY PROBLEM

A collection of sufficient conditions on $V$ for the existence of bound states of $\mathrm{H}_{2}$ with energy below $-\alpha^{2}$ is obtained by varying the trial function in the inequality (1) (with $\left.\epsilon_{2}=-\alpha^{2}\right)$

$$
\begin{equation*}
\left(\Phi_{R}^{\alpha}, H_{2} \Phi_{R}^{\alpha}\right)<-\alpha^{2}\left(\Phi_{R}^{\alpha}, \Phi_{R}^{\alpha}\right) . \tag{3}
\end{equation*}
$$

Particularly useful sufficient conditions are those expressed in terms of simple integrals of the two-body potential $V$ (see Ref. 6). For instance, very simple conditions are obtained by
taking as a trial a function $\Phi_{R}^{\alpha}$ that at short range behaves as $e^{-\alpha r}$ and at long range behaves as the solution of the free equation with energy $-\alpha^{2}$ :

$$
\begin{align*}
& \Phi_{R}^{\alpha}(r)=e^{-\alpha r} \phi(r), \quad \text { for } r<R  \tag{4}\\
& \Phi_{R}^{\alpha}(r)=e^{-\alpha R} \phi(r)[H(\alpha r) / H(\alpha R)], \quad \text { for } r>R
\end{align*}
$$

$(r=|r|)$, where $\phi(r)$ is arbitrary and $H(\alpha r)$ is the solution of the modified Helmholtz equation,

$$
\begin{equation*}
\left(-\Delta+\alpha^{2}\right) H(\alpha r)=0 \tag{5}
\end{equation*}
$$

(We are taking energy in units of $\hbar^{2} / 2 \mu, \mu$ being the reduced mass of the two particles.)

So, in one dimension we take

$$
\begin{equation*}
\Phi_{R}^{\alpha}(x)=e^{-\alpha\left|x-x_{0}\right|} \phi_{R}\left(x-x_{0}\right) \tag{6}
\end{equation*}
$$

where $x_{0}$ is arbitrary and $\phi_{R}\left(x-x_{0}\right) \in L^{2}\left(\mathbb{R}^{1}\right)$ is such that for $\left|x-x_{0}\right|<R, \phi_{R}\left(x-x_{0}\right)=1$ and for $\left|x-x_{0}\right|>R, \phi_{R}(x$ $\left.-x_{0}\right)$ starts at 1 and $\phi_{R}\left(x-x_{0}\right) \rightarrow 0$ as $\left|x-x_{0}\right| \rightarrow \infty$. By making the scaling $\phi_{R}\left(x-x_{0}\right) \rightarrow \beta^{1 / 2} \phi_{R}\left(\beta\left(x-x_{0}\right)\right)$ and letting $\beta \rightarrow 0$ we obtain the condition

$$
2 \alpha+\int_{-\infty}^{\infty} e^{-2 \alpha\left|x-x_{0}\right|} V(x) d x<0
$$

Setting $\alpha=0$ we recover the known result ${ }^{3,4}$ that in one dimension a globally attractive potential, i.e., $\int V d x<0$, always possesses at least one bound state.

In two dimensions we take

$$
\begin{align*}
& \Phi_{R}^{\alpha}(r)=e^{-\alpha r}, \quad \text { for } r<R, \\
& \Phi_{R}^{\alpha}(r)=\left[e^{-\alpha R} / K_{0}(\alpha R)\right] K_{0}(\alpha r), \quad \text { for } r>R, \tag{7}
\end{align*}
$$

where $K_{0}(\alpha R)$ is the modified Bessel function, and obtain the following sufficient condition for the existence of a bound state of energy less than $-\alpha^{2}$ :

$$
\begin{align*}
& -\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta \int_{0}^{R} e^{-2 \alpha r} V(r, \theta) r d r \\
& \quad-\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta \int_{R}^{\infty} e^{-2 \alpha R} \frac{K_{0}(\alpha r)}{K_{0}(\alpha R)} V(r, \theta) r d r \\
& \quad \geqslant\left(\frac{1-e^{-2 \alpha R}}{2}\right)-\alpha R e^{-2 \alpha R}\left\{1+\frac{K_{0}^{\prime}(\alpha R)}{K_{0}(\alpha R)}\right\} \tag{8}
\end{align*}
$$

where

$$
K_{0}^{\prime}(\alpha R)=\left.\frac{d K_{0}(\alpha r)}{d(\alpha r)}\right|_{\alpha r=\alpha R}
$$

Again, setting $\alpha=0$ we recover the result ${ }^{3,4}$ that in two dimensions a globally attractive potential ( $\int V d^{2} x<0$ ) always possesses at least one bound state.

Finally, in three dimensions we take

$$
\begin{array}{ll}
\Phi_{R}^{\alpha}(r)=\left(1 / R^{1 / 2}\right) e^{-\alpha r}, & \text { for } r<R \\
\Phi_{R}^{\alpha}(r)=R^{1 / 2}\left(e^{-\alpha r} / r\right), & \text { for } r>R \tag{9}
\end{array}
$$

obtaining the following sufficient conditions for the existence of a bound-state of energy less than $-\alpha^{2}$ :
$-\frac{1}{4 \pi} \int d \Omega \int_{0}^{R} \frac{e^{-2 \alpha R}}{R} V(r, \Omega) r^{2} d r$

$$
\begin{equation*}
-\frac{1}{4 \pi} \int d \Omega \int_{R}^{\infty} R \frac{e^{-2 \alpha r}}{r^{2}} V(r, \Omega) r^{2} d r \geqslant \frac{1-e^{-2 \alpha R}}{2 \alpha R} \tag{10}
\end{equation*}
$$

Setting $\alpha=0$ obtains

$$
\begin{align*}
& -\frac{1}{4 \pi} \int d \Omega \int_{0}^{R} \frac{1}{R} V(r, \Omega) r^{2} d r \\
& \quad-\frac{1}{4 \pi} \int d \Omega \int_{R}^{\infty} R V(r, \Omega) d r \geqslant 1 \tag{11}
\end{align*}
$$

which is simpler than the condition obtained by Chadan and Martin. ${ }^{6}$ In the particular case of spherically symmetric potential, condition (11) reduces to Calogero's ${ }^{7}$ "best" sufficient condition.

We shall now present the variational version of the other sufficient conditions $(\alpha=0)$ derived by Calogero in Ref. 7. Taking as a trial function $\Phi_{R}(r)=R^{1 / 2} /(r+R)$, a sufficient condition for a spherically symmetric potential to hold a bound state is

$$
\begin{equation*}
\int_{0}^{\infty} \frac{R}{(r+R)^{2}} V(r) r^{2} d r<-\frac{1}{3} \tag{12}
\end{equation*}
$$

Taking $\Phi_{R}(r)=\left(R^{1 / 2} / r\right)\left(1-e^{-r / R}\right)$ as the trial function we get the condition

$$
\begin{equation*}
\int_{0}^{\infty} \frac{R}{r^{2}}\left(1-e^{-r / R}\right)^{2} V(r) r^{2} d r<-\frac{1}{2} . \tag{13}
\end{equation*}
$$

Conditions (12) and (13) should be compared with Calogero's ${ }^{7}$ condition (3.15) and (3.17), respectively. In both cases the variational method produced improvement.

Remark: The fact that, for $\alpha=0$, the trial function is not square integrable is of no importance: if $\lim _{\alpha \rightarrow 0}\left(\Phi_{R}^{\alpha}\right.$, $\left.H_{2} \Phi_{R}^{\alpha}\right)<0$ for a sequence $\Phi_{R}^{\alpha}$, then, for $\alpha$ sufficiently small, $\left(\Phi_{R}^{\alpha}, H_{2} \Phi_{R}^{\alpha}\right)<0$ and the variational principle guarantees the existence of a bound state.

For spherically symmetric potentials, our method can be readily adapted to provide sufficient conditions for the existence of a bound state having energy less than $-\alpha^{2}$ and of a given angular momentum $l$. Our recipe in $v=3$ is then to use as the trial function the regular and irregular solutions of the modified Bessel equation,

$$
\begin{equation*}
-\frac{d^{2} \chi_{l}}{d r^{2}}-\frac{2}{r} \frac{d \chi_{l}}{d r}+\frac{l(l+1)}{r^{2}} \chi_{I}+\alpha^{2} \chi_{l}=0 \tag{14}
\end{equation*}
$$

matched at an arbitrary point $r=R$. Thus, the trial function is

$$
\begin{align*}
& \Phi_{R}^{\prime}(r)=\frac{(\alpha R)^{1 / 2}}{K_{l+1 / 2}(\alpha R)} \frac{K_{l+1 / 2}(\alpha r)}{(\alpha r)^{1 / 2}}, \quad \text { for } r<R \\
& \Phi_{R}^{\prime}(r)=\frac{(\alpha R)^{1 / 2}}{I_{l+1 / 2}(\alpha R)} \frac{I_{l+1 / 2}(\alpha r)}{(\alpha r)^{1 / 2}}, \quad \text { for } r>R \tag{15}
\end{align*}
$$

providing the following sufficient condition:

$$
\begin{align*}
& -\frac{1}{4 \pi} \int d \Omega \int_{0}^{\infty}\left|\Phi_{R}^{l}\right|^{2} V(r, \Omega) r^{2} d r \\
& \geqslant \alpha R^{2}\left\{\frac{(l+1)}{\alpha R}+\frac{K_{l-1 / 2}(\alpha R)}{K_{l+1 / 2}(\alpha R)}\right\} \\
& \quad+\alpha R^{2}\left\{\frac{l}{\alpha R} \frac{I_{l+3 / 2}(\alpha R)}{I_{l+1 / 2}(\alpha R)}\right\} \tag{16}
\end{align*}
$$

In the limit $\alpha \rightarrow 0$, the above condition reduces to Calogero's "best" ${ }^{\text {s }}$ sufficient condition

$$
\begin{align*}
& -\frac{1}{\mathrm{R}} \int_{0}^{R}\left(\frac{r}{R}\right)^{2 l} V(r) r^{2} d r \\
& \quad-\frac{1}{R} \int^{\infty}\left(\frac{R}{r}\right)^{2 l+2} V(r) r^{2} d r \geqslant 2 l+1 . \tag{17}
\end{align*}
$$

Remark: The technical assumption on $V$ needed for the validity of our arguments is $V \in L_{\text {loc }}^{2}\left(\mathbb{R}^{\eta}\right)$ and $\lim _{r \rightarrow \infty} V(\mathbf{r})$ $=0$. This ensures that (a) Hunziker's theorem, ${ }^{1,2}$ i.e., $\epsilon_{2}=0$, holds and (b) since $L_{\mathrm{ioc}}^{2}\left(\mathbf{R}^{\nu}\right) \subset L_{\mathrm{loc}}^{\mathrm{loc}}\left(\mathbb{R}^{v}\right)$ all integrals are well defined or equivalently, all trial wave functions $\Phi_{R}^{\alpha}$ are in the form domain. Notice, also, that the condition of being "globally attractive," $S V d^{\nu} x<0$, can be generalized as follows: there exist $R>0$ and $I>0$ such that

$$
\begin{equation*}
\int_{|x|<R^{\prime}} V(\mathbf{x}) d^{\nu} x \leqslant-I, \quad \text { for all } R^{\prime} \geqslant R, \tag{18}
\end{equation*}
$$

thus avoiding the requirement of integrability.

## III. BOUND STATES IN THE $N$-BODY PROBLEM ${ }^{9}$

Sufficient conditions for the existence of bound states for all $N \geqslant 2$ are derived inductively on $N$, that is, assuming that a certain sufficient condition for the existence of bound states for $N=2$ is verified, and assuming the existence of a bound state of $N$ particles, we prove the existence of a bound state of $N+1$ particles.

## A. One and two dimensions

Let all two-body interactions $V_{i j}$ be globally attractive, i.e., $\int V_{i j} d^{v} x<0$. Consider now the $(N+1)$-body system. Denoting by $\mathrm{r}_{i}$ and $m_{i}, i=1, \ldots, N+1$, the particles' coordinates and masses, respectively, and introducing Jacobi coordinates ${ }^{10}$

$$
\xi_{i}=\mathbf{r}_{i+1}-\left(\sum_{j<i} m_{j}\right)^{-1}\left(\sum_{j<i} m_{j} \mathbf{r}_{j}\right), \quad i=1, \ldots, N,
$$

the Hamiltonian $H_{N+1}$ reads

$$
H_{N+1}=-\sum_{i=1}^{N} \frac{1}{2 \mu_{i}} \Delta_{\xi_{i}}+\sum_{i<j} V_{i j}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right),
$$

where

$$
\mu_{i}^{-1}=m_{i+1}^{-1}+\left(\sum_{j<i} m_{j}\right)^{-1},
$$

that is,
$H_{N+1}=H_{N}-\left(2 \mu_{N}\right)^{-1} \Delta_{\xi_{N}}+\sum_{i=1}^{N} V_{i, N+1}\left(\mathbf{r}_{N+1}-\mathbf{r}_{i}\right)$,
where the Hamiltonian $H_{N}$ involves only the coordinates $\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{N-1}$.

Let $E_{N}$ be the energy of the bound state of $N$ particles (with $\left.E_{N}<\epsilon_{N}\right)$ and $\Phi_{N}\left(\xi_{1}, \ldots, \xi_{N-1}\right)$ its normalized wave function. Consider then

$$
\Phi\left(\xi_{1}, \ldots, \xi_{N-1}, \xi_{N}\right)=\Phi_{N}\left(\xi_{1}, \ldots, \xi_{N-1}\right) \phi\left(\xi_{N}\right),
$$

where $\phi$ is going to be conveniently chosen.
It is clear that

$$
\left(\Phi, H_{N+1} \Phi\right)=E_{N}+\left(\phi,\left(H_{0}+U_{N}\right) \phi\right),
$$

where $H_{0}=-\Delta_{\xi_{N}} / 2 \mu_{N}$ and

$$
\begin{aligned}
U_{N}\left(\xi_{N}\right)= & \sum_{i=1}^{N} \int\left|\Phi_{N}\left(\xi_{1}, \ldots, \xi_{N-1}\right)\right|^{2} \\
& \times V_{i, N+1}\left(\mathbf{r}_{N+1}-\mathbf{r}_{i}\right) d^{v} \xi_{1} \cdots d^{v} \xi_{N-1}
\end{aligned}
$$

is the "effective" potential seen by the ( $N+1$ )th particle in the presence of the bound state of the other $N$ particles. The important property of the effective potential $U_{N}$ is that it is also globally attractive. This follows from

$$
\begin{aligned}
& \int U_{N}\left(\xi_{N}\right) d^{v} \xi_{N} \\
&= \sum_{i=1}^{N} \int d^{v} \xi_{1} \cdots d^{v} \xi_{N-1}\left|\Phi_{N}\left(\xi_{1}, \ldots, \xi_{N-1}\right)\right|^{2} \\
& \times \int d^{v} \xi_{N} V_{i, N+1}\left(\xi_{N}+\mathbf{u}_{i}\right),
\end{aligned}
$$

where $\mathbf{u}_{i}$ is a linear combination of $\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{N-1}$. The integral in $\xi_{N}$ can be performed and is independent of $\mathbf{u}_{i}$, and since $\int\left|\Phi_{N}\right|^{2} d^{\nu} \xi_{1} \cdots d^{\nu} \xi_{N-1}=1$, we obtain

$$
\int U_{N}\left(\xi_{N}\right) d^{v} \xi_{N}=\sum_{i=1}^{N}\left[\int V_{i, N+1}(\mathbf{x}) d^{v} \mathbf{x}\right],
$$

which proves the statement. By a simple limiting argument, this result follows even if we use the more general definition of globally attractive potentials introduced in (18).

So, from the discussion in Sec. II it then follows that $\phi$ can be chosen such that $\left(\phi,\left(H_{0}+U_{N}\right) \phi\right)<0$. For this choice of $\phi$ we have

$$
\left(\Phi, H_{N+1} \Phi\right)<E_{N}<\epsilon_{N} .
$$

Notice that the arguments can be repeated for any decomposition of the $(N+1)$-body system into two clusters of $N$ and 1 particle(s), respectively. So, numbering the particles in such a way that $E_{N}$ is the smallest energy of all $N$-body bound states it then follows that (if $\left.\epsilon_{N+1}=E_{N}\right)\left(\Phi, H_{N+1} \Phi\right)<\epsilon_{N+1}$. In the general case, the continuum is not necessarily given by $E_{N}$ (not even by a two bound cluster decomposition). However, the discussion below will inductively imply that the threshold is given by a two bound cluster decomposition. Assume that there exists a decomposition of the system into two disjoint clusters

$$
C_{1}=\left\{i_{1}, \ldots, i_{N_{1}}\right\}, \quad C_{2}=\left\{j_{1}, \ldots, j_{N_{2}}\right\}, \quad N_{1}+N_{2}=N,
$$

both admitting bound states with energies $E^{c_{1}}$ and $E^{C_{2}}$ (below the respective continuum thresholds) such that the "effective" intercluster potential

$$
\begin{equation*}
V_{C_{1}}^{\text {eff }} c_{2}(\mathbf{\xi})=\sum_{\substack{i \in C_{1} \\ j \in C_{2}}} V_{i j}(\mathbf{\xi}) \tag{19}
\end{equation*}
$$

is globally attractive and such that the continuum spectrum of $H_{N}$ starts at $\epsilon_{N}=E^{c_{1}}+E^{C_{2}}$.

In fact, the Hamiltonian $H_{N}$ can be written as

$$
H_{N}=H^{c_{1}}+H^{c_{2}}+\left[H_{0}+\sum_{\substack{i \in C_{1} \\ j \in C_{2}}} V_{i j}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)\right]
$$

where

$$
H_{0}=-\frac{\Delta_{\xi}}{2 \mu}, \quad \mu^{-1}=\left(\sum_{i \in \mathcal{C}_{1}} m_{i}\right)^{-1}+\left(\sum_{j \in C_{2}} m_{j}\right)^{-1}
$$

and $\xi$ denotes the position of the CM of $C_{2}$ with respect to the CM of $C_{1}$.

Consider now
$\Phi\left(\xi_{1}^{C_{1}}, \ldots, \xi_{N_{1}-1}^{C_{1}}, \xi_{1}^{C_{2}}, \ldots, \xi_{N_{2}-1}^{C_{2}}, \xi\right)$

$$
=\Phi^{C_{1}}\left(\xi_{1}^{C_{1}}, \ldots, \xi_{N_{1}-1}^{C_{1}}\right) \Phi^{C_{2}}\left(\xi_{1}^{C_{2}}, \ldots, \xi_{N_{2}-1}^{C_{2}}\right) \phi(\xi)
$$

where $\xi_{i}^{C_{I}}, i=1, \ldots, N_{l-1}$, are the Jacobi coordinates for cluster $C_{l}, l=1,2, \Phi^{C_{l}}$ are the normalized eigenfunctions of $H^{C_{l}}$ (with energies $E^{C_{7}}$ ) and, as before, $\phi$ will be conveniently chosen. For this trial function we have

$$
\left(\Phi, H_{N} \Phi\right)=E^{c_{1}}+E^{c_{2}}+\left(\phi,\left(H_{0}+V_{c_{1}}^{\text {eff }} c_{2}\right) \phi\right)
$$

where

$$
\begin{aligned}
V_{C_{1} C_{2}}^{\mathrm{eff}}(\xi)= & \sum_{\substack{i \in C_{1} \\
j \in C_{2}}} \int \mid \Phi^{C_{1}}\left(\xi_{1}^{\left.C_{1}, \ldots, \xi_{N_{1}-1}^{C_{1}}\right)\left.\right|^{2}}\right. \\
& \times\left|\Phi^{C_{2}}\left(\xi_{1}^{C_{2}}, \ldots, \xi_{N_{2}-1}^{C_{2}}\right)\right|^{2} V_{i j}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \\
& \times \prod_{k=1}^{N_{1}-1} d^{v} \xi_{k}^{C_{1}} \prod_{l=1}^{N_{2}-1} d^{v} \xi_{l}^{C_{2}}
\end{aligned}
$$

is the "effective" intercluster potential (19). This follows from

$$
\begin{aligned}
& \int V_{C_{1} C_{2}}^{\text {eff }}(\xi) d^{v} \xi \\
& =\sum_{\substack{i \in C_{1} \\
j \in C_{2}}}^{\int_{k=1}^{N_{1}-1} \prod_{k=1}^{v} d^{v} \xi_{k}^{C_{1}}\left|\Phi^{C_{1}}\left(\xi_{1}^{C_{1}}, \ldots, \xi_{N_{1}-1}^{C_{1}}\right)\right|^{2}} \\
& \quad \times \int_{l=1}^{N_{2}-1} d^{v} \xi_{l}^{C_{2}}\left|\Phi^{C_{2}}\left(\xi_{1}^{c_{2}}, \ldots, \xi_{N_{2}-1}^{C_{2}}\right)\right|^{2} \\
& \\
& \quad \times \int d^{v} \xi V_{i J}\left(\boldsymbol{\xi}+\mathbf{u}_{i}^{C_{1}}+\mathbf{u}_{j}^{C_{2}}\right)
\end{aligned}
$$

where $u_{i}^{c_{l}}, l=1,2$, are linear combinations of $\xi_{1}^{c_{l}}, \ldots, \xi_{N_{l}-1}^{c_{1}}$. The integral in $\xi$ can be performed and is independent of $\mathrm{u}_{i}^{C_{I}}$, and as the functions $\Phi_{l}^{C}$ are normalized, we obtain

$$
\int V_{C_{1}}^{\mathrm{eff}} c_{2}(\xi) d^{v} \xi=\sum_{\substack{i \in C_{1} \\ j \in C_{2}}} \int V_{i j}(\xi) d^{v} \xi
$$

So, as the "effective" intercluster potential $V_{C_{1} c_{2}}^{\text {eff }}$ is assumed to be globally attractive, from the discussion in Sec. II it follows that $\phi$ can be chosen such that $\left(\phi,\left(H_{0}+V_{C_{1}}^{\text {eff }} c_{2}\right) \phi\right)$
$<0$. For this choice of $\phi$ we have

$$
\left(\phi, H_{N} \phi\right)<E^{C_{1}}+E^{C_{2}}=\epsilon_{N},
$$

thus concluding the proof.
Again, by a simple limiting argument this result follows even if we use the more general definition of globally attractive potentials introduced in (18).

## B. Three dimensions

Let $C_{1}=\left\{i_{1}, \ldots, i_{N_{1}}\right\}$ and $C_{2}=\left\{j_{1}, \ldots, j_{N_{2}}\right\}$ be two disjoint clusters, $N_{1}+N_{2}=N$. The following set of relative coordinates will prove suitable for displaying the binding mechanism that we exploit in $v=3$ :

$$
\begin{align*}
& \mathbf{x}_{k}=\Gamma_{i_{k}}-\Gamma_{i_{N_{1}}}, \quad i=1, \ldots, N_{1}-1 \\
& \mathbf{y}_{l}=\Gamma_{j_{l}}-\Gamma_{j_{N_{2}}}, \quad j=1, \ldots, N_{2}-1  \tag{20}\\
& \mathbf{z}=\Gamma_{i_{N_{1}}}-\Gamma_{j_{N_{2}}},
\end{align*}
$$

i.e., inside each cluster $C_{l}, l=1,2$, we single out a given particle (for simplicity we always make it the last one in the cluster) and take coordinates relative to these particles.

In the Appendix we show that the Hamiltonian $H_{N}$ written in terms of $(20)$ is given by

$$
\begin{equation*}
H_{N}=H^{C_{1}}+H^{C_{2}}+H^{D}+\widetilde{V}_{C_{1} c_{2}}+T_{H-E} \tag{21}
\end{equation*}
$$

where $D$ is the two-body cluster

$$
\begin{align*}
& D=\left\{i_{N_{1}}, j_{N_{2}}\right\} \equiv\left\{N_{1}, N\right\}, \\
& \widetilde{V}_{C_{1} C_{2}}=\sum_{\substack{k=1, \ldots, N_{1}-1 \\
l=1, \ldots, N_{2}-1}} V_{i_{k} j_{l}}\left(\mathbf{x}_{k}-\mathbf{y}_{l}+\mathbf{z}\right) \tag{22}
\end{align*}
$$

is the intercluster interaction excluding $V_{N_{1} N}$ already included in $\boldsymbol{H}^{\boldsymbol{D}}$, and

$$
\begin{equation*}
T_{H-E}=\sum_{i=1}^{N_{1}-1} \frac{\mathbf{p} \cdot \mathbf{k}_{i}}{2 m_{N_{1}}}-\sum_{j=1}^{N_{2}-1} \frac{\mathbf{p} \cdot \mathbf{q}_{j}}{2 m_{N}} \tag{23}
\end{equation*}
$$

is the Hughes-Eckart kinetic energy. ${ }^{1}$ Here $\mathbf{k}_{i}, \mathbf{q}_{j}$, and $\mathbf{p}$ denote the canonically conjugate momenta to $\mathbf{x}_{i}, \mathbf{y}_{j}$, and $\mathbf{z}$, respectively.

Let us now assume that there are eigenstates $\Phi^{C_{i}}$ of $H^{C_{i}}$, with energies $E^{C_{i}}<\epsilon^{c_{i}}, i=1,2$, where $\epsilon^{C}$ denotes the continuum threshold of $H^{C}$.

Considering then a state $\Phi_{N}$ of the $N$-body system of the form

$$
\begin{equation*}
\Phi_{N}=\Phi^{C_{1}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N_{1}-1}\right)} \Phi^{C_{2}\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{N_{2}-1}\right) \phi(\mathbf{z}), ~} \tag{24}
\end{equation*}
$$

we get

$$
\begin{align*}
\left(\Phi_{N}, H_{N} \Phi_{N}\right)= & E^{C_{1}}+E^{C_{2}}+\left(\phi, H^{D} \phi\right)+\left(\Phi_{N}, \widetilde{V}_{C_{1} C_{2}} \Phi_{N}\right) \\
& +\left(\Phi_{N}, T_{H-E} \Phi_{N}\right) \tag{25}
\end{align*}
$$

Now, for purely attractive potentials $V_{i j}$,
$\left(\Phi_{N}, \widetilde{V}_{C_{1} c_{2}} \Phi_{N}\right) \leqslant 0$,
and, if it is possible to choose $\phi$ such that

$$
\begin{equation*}
\left(\phi, H^{D} \phi\right) \leqslant 0 \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
(\phi, \mathbf{p} \phi)=0 \tag{28}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\Phi_{N}, H_{N} \Phi_{N}\right)<E^{C_{1}}+E^{C_{2}} \tag{29}
\end{equation*}
$$

A few comments are in order.
(a) Condition (27) is a sufficient condition for the existence of a bound state for the cluster $D \equiv\left\{N_{1}, N\right\}$.
(b) Condition (28) follows from symmetry requirements on $\phi$.
(c) Equation (27) is automatically satisfied if the $V_{i j}$ 's are central potentials and $\phi$ is taken to be a bound state of $H^{D}$ with well-defined angular momentum.
(d) For noncentral potentials a sufficient condition for the possibility of choosing $\phi$ satisfying (27) is, for instance, (11).

Under the above assumptions on $V_{i j}$ we can draw the following conclusions. ${ }^{8}$
(i) The threshold for the continuum spectrum is given by a two-cluster breakup

$$
\begin{equation*}
\epsilon_{N}=\inf _{\substack{c_{1} \cup C_{2}=\{1, \ldots, N\} \\ C_{1} \cap C_{2}=\phi}}\left(E_{0}^{C_{1}}+E_{0}^{C_{2}}\right) \tag{30}
\end{equation*}
$$

where $E_{0}^{C}$ denotes the ground state energy (the infimum of the spectrum) of $H^{c}$.
(ii) For all $N \geqslant 2$ there exists an eigenstate of $H_{N}$ with energy $E_{N}<\epsilon_{N}$.

Proof: (i) Suppose the minimum in (2) were attained at $l \geqslant 3$, i.e.,

$$
\epsilon_{N}=E_{0}^{C_{1}}+E_{0}^{C_{2}}+\cdots+E_{0}^{C_{1}}
$$

Now, from (29) it follows that $E_{0}^{C_{1} \cup C_{2}}<E_{0}^{C_{1}}+E_{0}^{C_{2}}$, therefore the only possibility left is $l=2$.
(ii) Follows trivially from (1) and (29).

## IV. IDENTICAL PARTICLES-LARGE N RESULTS

The results of the previous section have one thing in common: they all assume the existence of bound states of two-particles. However, even if the two-body interaction is not strong enough for binding two-particles, there is a class of interactions for which we can prove the existence of bound states of $N$ particles, provided $N$ is large enough. To prove this let us consider a system of $N$ identical bosons of mass $m$ interacting via a two-body potential $V$. Using relative coordinates with respect to the $N$ th particle, $\mathbf{x}_{i}=\mathbf{r}_{i}-\mathbf{r}_{N}, i=1, \ldots$, $N-1$, the Hamiltonian $H_{N}$ reads

$$
\begin{align*}
H_{N}= & \sum_{i=1}^{N-1} \frac{\mathbf{k}_{i}^{2}}{m}+\sum_{i=1}^{N-1} V\left(\mathbf{x}_{i}\right)+\frac{1}{2} \sum_{i \neq j=1}^{N-1} V\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \\
& +\frac{1}{2} \sum_{i \neq j=1}^{N-1} \frac{\mathbf{k}_{i} \cdot \mathbf{k}_{j}}{2 m} \tag{31}
\end{align*}
$$

For the trial wave function

$$
\begin{equation*}
\psi_{N}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N-1}\right)=\prod_{i=1}^{N-1} \phi\left(\mathbf{x}_{i}\right) \tag{32}
\end{equation*}
$$

we have
$\left(\psi_{N}, H_{N} \psi_{N}\right)=(N-1)\left\{\left(\phi, H_{2} \phi\right)+[(N-2) / 2] u(\phi)\right\}$,
where

$$
\begin{equation*}
u(\phi)=\int\left|\phi\left(\mathbf{x}_{1}\right) \phi\left(\mathbf{x}_{2}\right)\right|^{2} V\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) d^{3} x_{1} d^{3} x_{2} \tag{34}
\end{equation*}
$$

Notice that the Hughes-Eckart terms disappear by symmetry.

It is clear from (33) that if there is a $\phi \in L^{2}\left(\mathbf{R}^{\nu}\right)$ such that $u(\phi)<0$, then for $N>N_{0}(\phi)=2\left\{1+\left(\phi, H_{2} \phi\right) /|u(\phi)|\right\}$, it follows that $\left(\psi_{N}, H_{N} \psi_{N}\right)<0$. So, for some $N_{0} \leqslant \inf _{\|\phi\|} N_{0}(\phi)$ (by Hunziker's theorem) $H_{N_{0}}$ will have a bound state. Sufficient conditions on $V$ for this to happen are as follows.
(a) $V$ is purely attractive $(V(\mathbf{x}) \leqslant 0)$; in this case $u(\phi) \leqslant 0$ for all $\phi$.
(b) $V$ has an attractive core, i.e., $V(\mathbf{x}) \leqslant 0$ for $|\mathbf{x}| \leqslant R$. Choosing $\phi(\mathbf{x})=0$ for $|\mathbf{x}| \geqslant R / 2$ we have $u(\phi) \leqslant 0$.
(c) $V$ is globally attractive. Let $v=3$ (the case $v=1$ or 2 has been discussed in Sec. III A). For $\phi_{\beta}(\mathbf{x})=\beta^{\nu / 2} \phi(\beta \mathbf{x})$ we have

$$
\begin{aligned}
u\left(\phi_{\beta}\right) & =\beta^{2 v} \int V(\mathbf{x}-\mathbf{y})|\phi(\beta \mathbf{x})|^{2}|\phi(\beta \mathbf{y})|^{2} d^{v} x d^{v} y \\
& =\beta^{v} \int V\left(\mathbf{x}-\frac{\mathbf{y}}{\beta}\right)|\phi(\beta \mathbf{x})|^{2}|\phi(\mathbf{y})|^{2} d^{v} x d^{v} y \\
& =\beta^{v} \int d^{v} y|\phi(\mathbf{y})|^{2}\left[\int V(\omega)|\phi(\beta \omega+\mathbf{y})|^{2} d^{v} \omega\right]
\end{aligned}
$$

where $\omega=x-y / \beta$. Since
$\lim _{\beta \rightarrow 0}\left[\int V(\omega)|\phi(\beta \omega+\mathbf{y})|^{2} d^{v} \omega\right]=|\phi(\mathbf{y})|^{2} \int V(\omega) d^{v} \omega$,
if $\int V(\omega) d^{v} \omega<0$ then $u\left(\phi_{\beta}\right)<0 \quad$ for $\beta$ small enough.
We now show the existence of an infinite sequence $2 \leqslant N_{0} \leqslant N_{1} \cdots \leqslant N_{n}$, such that $H_{N_{i}}$ has at least one bound state.
Suppose this sequence is finite, i.e., $\exists L$ such that for $N>N_{L}$, $H_{N}$ has no bound state. In fact, by Hunziker's theorem, ${ }^{1,2}$ the continuum threshold is given by

$$
\epsilon_{N}=\sum_{i=1}^{L} k_{i} E_{N_{i}}, \quad k_{i} \text { integer },
$$

where

$$
H_{N_{i}} \psi_{N_{i}}=E_{N_{i}} \psi_{N_{i}}
$$

Now, since

$$
\sum_{i=1}^{L} k_{i} N_{i} \leqslant N
$$

it follows that

$$
k_{i} \leqslant N, \quad i=1, \ldots, L
$$

so that

$$
\begin{equation*}
\epsilon_{N}>N \sum_{i=1}^{L} E_{N_{i}} . \tag{35}
\end{equation*}
$$

As we have seen, (33), in the case of bosons, $\left(\psi_{N}, H_{N} \psi_{N}\right)$ has $-C N^{2}(C>0)$ for an upper bound. Due to the linear dependence of $\epsilon_{N}$ on $N$ it follows that there exists a $N>N_{L}$ such that $H_{N}$ has at least one bound state, thus proving that the sequence of $N_{i}$ such that $H_{N_{i}}$ has at least one bound state is infinite.

In fact all these interactions are catastrophic or collapsing since the binding energy per particle diverges as $N \rightarrow \infty$. Any two-body interaction is catastrophic if it is not stable ${ }^{5}$ [a two-body interaction $V$ is said to be stable if there exists a constant $B \geqslant 0$ such that $U\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)=\frac{1}{2} \sum_{i \neq j=1}^{N} V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)$ $\geqslant-B N$ for all $N>2$ and for all $\left.\mathbf{r}_{1}, \ldots, \mathbf{r}_{N} \in \mathbb{R}^{v}\right]$. As proved in p. 35 of Ruelle's book, ${ }^{5}$ if the interaction is not stable there exists a sequence of integers $N_{1}<N_{2}<\cdots<N_{k}<N_{k+1} \cdots$, a sequence of points $\xi_{1}, \ldots, \xi_{k} \in \mathbb{R}^{\nu}$, and constants $C>0, \delta>0$ such that

$$
U\left(\mathbf{r}_{1}=0, \ldots, \mathbf{r}_{N_{k}}\right) \leqslant-C N_{k}^{2}, \quad \text { if }\left|\mathbf{r}_{i}-\xi_{i}\right|<\delta \quad \text { for all } i .
$$

Then, it is easy to construct a sequence of normalized wave functions such that

$$
\left(\psi_{N_{k}}, V_{N_{k}} \psi_{N_{k}}\right)<-C N_{k}^{2}
$$

and

$$
\left(\psi_{N_{k}}, H_{0} \psi_{N_{k}}\right)< \begin{cases}C^{\prime} N_{k} & \text { (bosons) } \\ C^{\prime \prime} N_{k}^{(1+2 / v)} & \text { (fermions) }\end{cases}
$$

Therefore there exists a $k_{0}>1$ such that $\left(\psi, H_{N_{k_{0}}} \psi\right)<0$ and so there exists $2 \leqslant N_{0} \leqslant N_{k_{0}}$ such that for fermions $H_{N_{0}}$ has at least a bound state if $v \geqslant 3$ (and for bosons if $v \geqslant 1$, as already seen).
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## APPENDIX: KINEMATICS FOR $v=3$

Here we derive expression (21) of $H_{N}$ in terms of the relative coordinates $\mathbf{x}_{i}, \mathbf{y}_{j}$, and $\mathbf{z}$ defined in (20). The only thing we have to do to obtain expression (21) is to express the kinetic energy in terms of the momenta $\mathbf{k}_{i}, \mathbf{q}_{j}$, and $\mathbf{p}$ canonically conjugate to $x_{i}, y_{j}$, and $z$, respectively. This is easily done since the transformation from the momenta $\mathbf{k}_{i}, q_{j}$, and $\mathbf{p}$ to the momenta $\mathbf{p}_{r_{i}}$ canonically conjugate to $\mathbf{r}_{i}$ is given by

$$
\left[\begin{array}{l}
\mathbf{p}_{r_{1}}  \tag{Al}\\
\vdots \\
\vdots \\
\vdots \\
\mathbf{p}_{r_{N_{1}}} \\
\vdots \\
\vdots \\
\vdots \\
\mathbf{p}_{r_{N}}
\end{array}\right]=[\widetilde{\boldsymbol{B}}]\left[\begin{array}{l}
\mathbf{P}_{\mathrm{CM}}=0 \\
\mathbf{k}_{i_{1}} \\
\vdots \\
\mathbf{k}_{i_{N_{1}-1}} \\
\vdots \\
\mathbf{q}_{j_{i}} \\
\vdots \\
\mathbf{q}_{j_{N_{2}-1}} \\
\mathbf{p}
\end{array}\right]
$$

where $\mathbf{P}_{\mathrm{CM}}=0$ is the CM momentum canonically conjugate to

$$
\mathbf{R}_{\mathrm{CM}}=0=\sum_{i=1}^{N} \frac{m_{i} \mathbf{r}_{i}}{M} \quad\left(M=\sum_{i=1}^{N} m_{i}\right)
$$

and the matrix $\widetilde{B}$ is the transpose of the matrix $B$ defining transformation (20):

$$
\left[\begin{array}{c}
\mathbf{R}_{\mathrm{CM}}=0 \\
\mathbf{x}_{i,} \\
\vdots \\
\mathbf{x}_{i_{N_{1}-1}} \\
\mathbf{y}_{j_{1}} \\
\vdots \\
\mathbf{y}_{\mathrm{N}_{N_{2}-1}} \\
\mathbf{z}
\end{array}\right]
$$

$$
=\left[\begin{array}{ccccc}
m_{1} / M & m_{2} / M & \ldots & \ldots & \\
1 & 0 & \ldots & \ldots & 0 \\
\vdots & \vdots & & & \vdots \\
0 & \ldots & \ldots & \ldots & 1 \\
0 & \ldots & \ldots & \ldots & 0 \\
\vdots & & & & \vdots \\
0 & \ldots & \ldots & \ldots & 0 \\
0 & \ldots & \ldots & \ldots & 0
\end{array}\right.
$$

$$
H_{N}=H^{c_{1}}+H^{c_{2}}+H^{D}+\widetilde{V}_{C_{1} c_{2}}+T_{H-E}
$$

where

$$
\begin{aligned}
& H^{c_{1}}=\sum_{l=1}^{N_{1}-1} \frac{\mathbf{k}_{l}^{2}}{2 \mu_{N_{i} i_{l}}}+\sum_{k>l=1}^{N_{1}-1} \frac{\mathbf{k}_{k} \cdot \mathbf{k}_{l}}{m_{N_{1}}}+\sum_{i=1}^{N_{1}-1} V_{i, N_{1}}\left(\mathbf{x}_{l}\right) \\
& +\sum_{k>T=1}^{N_{1}-1} V_{i_{k}, i}\left(\mathbf{x}_{k}-\mathbf{x}_{i}\right) \text {, } \\
& H^{C_{2}}=\sum_{i=1}^{N_{2}-1} \frac{\mathbf{q}_{i}^{2}}{2 \mu_{N j_{i}}}+\sum_{k>T=1}^{N_{2}-1} \frac{\mathbf{q}_{k} \cdot \mathbf{q}_{l}}{m_{N}}+\sum_{i=1}^{N_{2}-1} V_{j_{l} N}\left(\mathbf{y}_{l}\right) \\
& +\sum_{k>l=1}^{N_{2}-1} V_{j_{k} l_{l}}\left(\mathbf{y}_{k}^{\prime}-\mathbf{y}_{l}\right) \text {, } \\
& H^{\boldsymbol{D}}=\frac{\mathbf{p}^{\mathbf{2}}}{2 \mu_{N_{\mathrm{i}} N}}+V(\mathbf{z}), \\
& T_{H-E}=\sum_{l=1}^{N_{i}-1} \frac{\mathbf{p} \cdot \mathbf{k}_{l}}{2 m_{N_{1}}}-\sum_{l=1}^{N_{2}-1} \frac{\mathbf{p} \cdot \mathbf{q}_{l}}{2 m_{N}} \text {, }
\end{aligned}
$$

$$
\widetilde{V}_{C_{1} c_{2}}=\sum_{\substack{k=1, \ldots, N_{1}-1 \\ l=1, \ldots, N_{2}-1}} V_{i_{k} j_{1}}\left(\mathbf{x}_{k}-\mathbf{y}_{l}+\mathbf{z}\right),
$$

$\mu_{i j}$ being the reduced masses.
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#### Abstract

This article examines the Einstein field of equations of general relativity, when the source of the gravitational field is a perfect fluid, and the geometry is static and possesses spherical, plane, or hyperbolic symmetry. This examination unifies, extends, and amends some earlier works. It is shown that a previous qualitative treatment of static spherically symmetric perfect fluids that obey a $\gamma$-law equation of state can be extended to include the cases of plane and hyperbolic symmetry. In the case of plane symmetry, the exact solution is provided for general values of $\gamma$. This indicates defects in an earlier prescription that was given for a general equation of state.


## I. INTRODUCTION

The first solution of Einstein's field equations of general relativity was provided by Schwarzschild ${ }^{1}$ almost seventy years ago, when he published details of the static, spherically symmetric vacuum metric that now bears his name. Since that time, there have been numerous attempts to study the consequences of relaxing at least one of the conditions that originally characterized the Schwarzschild space-time (see, e.g., the articles cited in Ref. 2). In the particular case where a perfect fluid source for a static spherically symmetric gravitational field is introduced, there have been many exact solutions given, although, to the best of my knowledge, the most general solution has not been obtained. Frequently, for mathematical convenience, computations are performed prior to imposing conditions on the reasonability of the equation of state, with the unfortunate consequence that the resulting fluid might very well be physical in only a local region of space-time, or indeed it might be unphysical everywhere. An alternative line of attack is first to impose an equation of state, and then to attempt to solve, or somehow to analyze, the resulting field equations. This generally leads to little advance from an analytic standpoint, and so investigators usually resort directly to numerical techniques. However, if the fluid obeys a $\gamma$-law equation of state, i.e., the energy density $\mu$ and the pressure $p$ of the fluid are related by an equation of state of the form $p=(\gamma-1) \mu$, where $\gamma$ is a constant (which, for physical reasons, ${ }^{3}$ satisfies the inequality $1 \leqslant \gamma \leqslant 2$ ), some analytical progress can be made. Under the given circumstances, the field equations may in general be reduced to a "plane autonomous system," whose solutions can be examined qualitatively by means of fairly standard techniques (see, e.g., Refs. 4-6). This was the approach used earlier by the present author, ${ }^{7}$ and it has several advantages. First, it highlights a special solution, in which the relevant variables are constant; this solution is often attributed to Misner and Zapolsky, ${ }^{7-9}$ although it is a special case of the class VI solutions of Tolman, ${ }^{10}$ and has been discussed elsewhere by Wyman ${ }^{11}$ and others. ${ }^{2}$ Another advantage is that the qualitative method yields a vivid pictorial description of all solutions, thereby providing an understanding of the "evolution" of the physical variables (in terms of spatial distance from the center of symmetry), and, in particular, giving fairly direct information about the "asymptotic" behav-
ior (i.e., far from and near to the center of symmetry). It will be shown in the present article that this qualitative description can be readily extended to the cases of plane and hyperbolic symmetry. In fact, the case of hyperbolic symmetry is related by means of a complex transformation to that of spherical symmetry, and so the system of field equations reduces to that previously considered, although its examination must be made on a different domain. In the case of plane symmetry, the field equations simplify to a greater extent, thereby permitting an exact general solution.

The particular choice of variables that reduces the Einstein field equations to a plane autonomous system, and which thus renders them amenable to the qualitative technique, can be motivated by an examination of "quasihomologous" transformations, as was done in Ref. 7 in the spherically symmetric case. It is not of course necessary to do this, since the variables could always be introduced in an ad hoc manner. Nevertheless, these transformations will be considered, since the attendant discussion yields a more systematic derivation, and in particular provides a somewhat quantitative measure of the simplifications that result in the field equations in the plane symmetric case.

In the following, it will be assumed that the fluid obeys an equation of state $p=p(\mu)$. This represents only a minor restriction, since the symmetries that are involved necessitate such an equation, except in the case when $\mu$ is constant throughout space-time. In fact, it will be convenient to focus attention on those space-times in which neither $\mu$ nor $p$ is identically constant; this thereby requires the existence of an equation of state $p=p(\mu)$, while at the same time it forbids the situation in which $p$ is also constant, as occurs, for instance, with dust $(p=0)$. Furthermore, I shall suppose that the cosmological constant is zero. Thus the following discussion is not concerned with space-times such as the Schwarzschild interior solution, the generalized Einstein static solution, and their possible counterparts with plane or hyperbolic symmetry. ${ }^{2}$ For physical reasons, I shall suppose that the condition $\mu+p \neq 0$ is satisfied. Later, it will be assumed that the fluid obeys a $\gamma$-law equation of state, i.e., that $p=(\gamma-1) \mu$, where $\mu>0$ and $1<\gamma \leqslant 2$, the case $\gamma=1$ being rejected by the assumption of nonconstant $p$.

In summary, the space-times to be considered are those which are static and possess either spherical, plane, or hyperbolic symmetry, and in which the source of the gravitational
field is a perfect fluid whose energy density $\mu$ and pressure $p$ are not identically constant. It is initially assumed that the condition $\mu+p \neq 0$ holds; the additional assumption that $p=(\gamma-1) \mu$ with $\mu>0$ and $1<\gamma \leqslant 2$ will later be made.

The plan of this article is as follows. In Sec. II, the general form of the space-time metric is given, and the field equations are provided. Some implications are then deduced, specifically with regard to the invariance properties of these equations, and to the homologous transformations that lead to a preferred choice of variables. The field equations are expressed in terms of these quantities as an autonomous system of ordinary differential equations. In Sec. III, plane autonomous systems are examined qualitatively in the cases of spherical, plane, and hyperbolic symmetry, when the fluid obeys a $\gamma$-law equation of state. This leads to a prescription for finding the general exact solution in the plane symmetric case, and thereby points to defects in an earlier prescription. Conformal diagrams are given for the various types of solutions that can arise in all three cases.

Throughout, geometric units are chosen, in which $8 \pi G=c=1$, where $G$ is the Newtonian gravitational constant and $c$ is the speed of light in a vacuum. The space-time metric $g_{i j}$ has signature $(-+++)$; the Riemann tensor $\boldsymbol{R}_{j k l}^{i}$ is defined by the convention $u_{; ; ; k}^{i}-u_{; k ; l}^{i}=R_{j k l}^{i} u^{j}$, where a semicolon denotes covariant differentiation; the Ricci tensor $R_{i j}$ is defined by $R_{i j}=R^{k}{ }_{i k j}$; and $R=R^{i}{ }_{i}$ is the Ricci scalar.

## II. THE FIELD EQUATIONS

In this section, a study will be made of Einstein's field equations of general relativity, viz.,

$$
\begin{equation*}
R_{i j}-\frac{1}{2} R g_{i j}=T_{i j} \tag{2.1}
\end{equation*}
$$

in the case when the energy-momentum tensor $T_{i j}$ is that of a perfect fluid, and when the space-time is static and possesses either spherical, plane, or hyperbolic symmetry. The requirement of a perfect fluid means that

$$
\begin{equation*}
T_{i j}=(\mu+p) u_{i} u_{j}+p g_{i j} \tag{2.2}
\end{equation*}
$$

where $\mu$ is the fluid's energy density, $p$ is the (isotropic) pressure, and $\mathbf{u}$ is the (timelike, future-pointing) unit vector that is tangent to the fluid flow-lines. With the assumed symmetries, the space-time metric is of the form

$$
\begin{equation*}
d s^{2}=-g^{2}(x) d t^{2}+d x^{2}+f^{2}(x)\left(d y^{2}+h^{2}(y) d z^{2}\right) \tag{2.3}
\end{equation*}
$$

where the function $h$ satisfies the differential equation

$$
\frac{d^{2} h}{d y^{2}}+K h=0
$$

$K$ is a constant with $K=+1,0$, or -1 according as the geometry possesses spherical, plane, or hyperbolic symmetry, and where, without loss of generality, the functions $f, g$, and $h$ are positive (see, e.g., Ref. 2). With no further loss of generality, the function $h=h(y)$ will be chosen as $\sin y$ $(K=+1), y(K=0)$ or $\sinh y(K=-1)$. The field equations (2.1) for the perfect fluid energy-momentum tensor (2.2) and metric (2.3) are

$$
\begin{align*}
& f^{\prime \prime} / f+g^{\prime \prime} / g+\left(f^{\prime} / f\right)\left(g^{\prime} / g\right)=p  \tag{2.4a}\\
& 2 f^{\prime \prime} / f+f^{\prime 2} / f^{2}-K / f^{2}=-\mu \tag{2.4b}
\end{align*}
$$

and

$$
\begin{equation*}
2\left(f^{\prime} / f\right)\left(g^{\prime} / g\right)+f^{\prime 2} / f^{2}-K / f^{2}=p \tag{2.4c}
\end{equation*}
$$

where a prime ( ${ }^{\prime}$ ) denotes differentiation with respect to $x$. Equations (2.4) are compatible whenever the contracted Bianchi identities are satisfied, i.e., when

$$
\begin{equation*}
(\mu+p)\left(g^{\prime} / g\right)+p^{\prime}=0 \tag{2.5}
\end{equation*}
$$

These equations provide for a uniform discussion of the class of solutions that is being studied. They have been given previously by various authors, including Hojman and Santamarina, ${ }^{12}$ whose article will be discussed later. The equations are simple generalizations of those given for the spherically symmetric ( $K=+1$ ) case in Ref. 13. From the difference of ( 2.4 b ) and ( 2.4 c ), it follows that $f^{\prime} \neq 0$, since otherwise $\mu+p \equiv 0$. It is immediately clear by inspection that Eqs. (2.4) are invariant under the two-parameter group of transformations

$$
\begin{align*}
& g \rightarrow v g  \tag{2.6a}\\
& x \rightarrow \kappa^{-1} x, \quad f \rightarrow \kappa^{-1} f, \quad \mu \rightarrow \kappa^{2} \mu, \quad p \rightarrow \kappa^{2} p \tag{2.6b}
\end{align*}
$$

where $v$ and $\kappa$ are nonzero numbers; this generalizes the observation made by Ellis, Maartens, and $\mathrm{Nel}^{14}$ in the spherically symmetric ( $K=+1$ ) case (cf. Ref. 13). It is also clear that Eqs. (2.4) are invariant under the complex transformation $f \rightarrow$ if, $K \rightarrow-K$, with $g, x, \mu$, and $p$ fixed. Hence the case of hyperbolic symmetry, where $K=-1$ (and $f$ is real), may alternatively be treated formally as the spherically symmetric case, where $K=+1$, with $f$ being purely imaginary. Following various authors (cf. Refs. 2, 13, and 15), Eq. (2.4b) may be written in the form

$$
\begin{equation*}
f^{\prime 2}=K-2 m(f) / f \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d m}{d f}=\frac{1}{2} \mu f^{2} \tag{2.8}
\end{equation*}
$$

and the fact that $f^{\prime} \neq 0$ has been used. Equation (2.7) implies that

$$
\begin{equation*}
m(f) / f \leqslant \frac{1}{2} K \tag{2.9}
\end{equation*}
$$

In the spherically symmetric $(K=+1)$ case, the quantity $m$ may be physically interpreted in terms of the total mass within a given radius, assuming that there is a regular center of symmetry. Equations (2.4c) and (2.5) imply that

$$
\begin{equation*}
\frac{d p}{d f}=-\frac{(\mu+p)\left[2 m+p f^{3}\right]}{2 f(K f-2 m)} \tag{2.10}
\end{equation*}
$$

(cf. the case when $K=+1$, in Ref. 13). The invariance of the field equations under the transformation (2.6b) suggests the introduction of the new variables $M:=m / f, D:=\frac{1}{2} \mu f^{2}$, and $P:=\frac{1}{2} p f^{2}$, since these are each also invariant under (2.6b). Then

$$
\frac{d M}{d f}=\frac{1}{f}(D-M)
$$

where use has been made of Eq. (2.8). Moreover, from (2.10),
$\frac{d D}{d f}=\frac{1}{f} \frac{1}{K-2 M}\left[2 D(K-2 M)-\frac{(D+P)(P+M)}{d p / d \mu}\right]$.
If the fluid satisfies a $\gamma$-law equation of state, $p=(\gamma-1) \mu$, with $1<\gamma \leqslant 2$ and $\mu>0$, the substitution $\tau=\ln f$ reduces these equations to the autonomous system

$$
\begin{equation*}
\frac{d D}{d \tau}=\frac{D}{K-2 M}\left[2 K-\frac{(5 \gamma-4)}{\gamma-1} M-\gamma D\right] \tag{2.11a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d M}{d \tau}=D-M \tag{2.11b}
\end{equation*}
$$

in agreement with Eqs. (3.4) of Ref. 12. When $K=+1$, this system is equivalent to (2.2) of Ref. 13. Note that the denominator $K-2 M$ in Eq. (2.11a) cannot vanish identically, for, if it did, Eq. (2.7) would imply that $f^{\prime} \equiv 0$.

While the system (2.11) is the one that will be employed in most of the remainder of this article, it might be thought that its derivation has been rather ad hoc, owing to a reliance on the observation of invariance of the field equations under the transformation (2.6b). An alternative and somewhat more systematic approach is to consider the invariance of the field equations (2.4) under "quasihomologous" transformations, along the lines of the study in Ref. 7 for the spherically symmetric case. Such an invariance arises from the fact that for Newtonian stars in equilibrium, a simple homologous family of solutions exists, the individual members being related to each other by rescalings of the radius, the density, and the total mass. ${ }^{7,16}$ Because the radial coordinate is less well defined in general relativity, it is not necessarily justified to assert that homologous families may be specified by a similar rescaling. A generalization, which takes the ambiguity in the radial coordinate fully into account, has been considered previously. ${ }^{7}$ In this, it is postulated that the individual members of the family should be related by a transformation that maps each physically relevant variable into a function of itself. It is then proved that the only allowable transformation involves a simple rescaling. This is done by making use of the result ${ }^{17}$ that a system of ordinary differential equations

$$
\frac{d u^{i}}{d x}=f^{i}(x, u)
$$

where $1 \leqslant i \leqslant n$ and $\mathbf{u}=\left(u^{1}, u^{2}, \ldots u^{n}\right)$, is invariant under the action of the infinitesimal generator $\mathbf{X}:=\boldsymbol{\xi}(x, u)$ $\times(\partial / \partial x)+\eta^{i}(x, u)\left(\partial / \partial u^{i}\right)$ if and only if $[\mathbf{L}, \mathbf{X}]=r L$, where [,] denotes the Lie bracket, L: $=\partial / \partial x+f^{i}\left(\partial / \partial u^{i}\right)$, and $r=\mathbf{L}(\xi)$, which is obtained by action of the commutator on the independent variable $x$. In the particular case where $X$ generates quasihomologous transformations, in which each variable is transformed into a function of itself, $\xi=\xi(x)$ and $\eta^{i}=\eta^{i}\left(u^{i}\right)$, with no sum over $i$, and the invariance requirement becomes

$$
\begin{equation*}
f^{i}\left[\frac{d \eta^{i}}{d u^{i}}\left(u^{i}\right)-\frac{d \xi}{d x}(x)\right]=\mathbf{X}\left(f^{i}\right) \tag{2.12}
\end{equation*}
$$

where $1 \leqslant i \leqslant n$, and there is no sum over $i$. For any given system, Eqs. (2.12) can now be examined for compatibility in their functional dependence, and it was just such an examination ${ }^{7}$ that led to the rescaling property for homologous families in the spherically symmetric ( $K=+1$ ) case.

In the present situation, it is possible to proceed in a similar fashion, starting with Eqs. (2.4). However, it is slightly more convenient to use Eqs. (2.8) and (2.10). The result of applying (2.12) leads to the following conclusions: either $K= \pm 1$ and $\mathbf{X}=\mathbf{0}$ or $K=0$ and $\mathbf{X}=f(\partial / \partial f)+3 m(\partial / \partial m) ;$
in any case, there is the extra symmetry $\mathbf{X}=f(\partial / \partial f)-2 \mu$ $\times(\partial / \partial \mu)+m(\partial / \partial m)$, if and only if $p=(\gamma-1) \mu$, for some constant $\gamma$.

Given an allowed symmetry vector $\mathbf{X}$, it is a straightforward matter to calculate a set of independent invariants, i.e., of functions of the given variables that are invariant under the finite transformation which $\mathbf{X}$ generates. This is done by solving the first-order differential equation $\mathbf{X}(F)=0$ for invariants $F$. Thus in the present case, the variables are $f, \mu$, and $m$, and, if $K= \pm 1$, in general these form a set of independent invariants, whereas if $K=0$, there are in general only two independent invariants, e.g., $m / f^{3}$ and $\mu$. If the equation of state is of the form $p=(\gamma-1) \mu$, for some constant $\gamma$, the number of independent invariants is reduced by one, and these invariants may be written as $m / f$ and $\frac{1}{2} \mu f^{2}$ if $K= \pm 1$, and as $\frac{1}{2}(\mu / m) f^{3}$ if $K=0$. Division by $f$ is allowable, since $f>0$ in the metric (2.3). The factor $\frac{1}{3}$ has been inserted for ease of comparison with other works. ${ }^{2,13,15}$ The above provides a generalization of the result given previously ${ }^{7}$ that pertains to the particular case when $K= \pm 1$. It also emphasizes the fact that while ( 2.6 b ) represents a transformation under which the general system of equations is always invariant, it is necessary to bear in mind that the rather innocuous assumption of an equation of state forces $p$ to be an extraneously posited function of $\mu$, which in general will be incompatible with the transformation (2.6b). The above results confirm that (2.6b) is indeed a valid transformation, but that it is only meaningful if there is a $\gamma$-law equation of state.

It is interesting to observe that in the general plane-symmetric ( $K=0$ ) case, i.e., without there necessarily being a $\gamma$ law equation of state, use of the invariants $m / f^{3}$ and $\mu$ yields a two-dimensional system, viz.,

$$
\frac{d \mu}{d \tau}=\frac{(\mu+p)\left(2 m / f^{3}+p\right)}{\left(4 m / f^{3}\right)(d p / d \mu)}
$$

and

$$
\frac{d}{d \tau}\left(\frac{m}{f^{3}}\right)=\frac{1}{2} \mu-\frac{3 m}{f^{3}}
$$

but without an explicit equation of state little progress can be made in providing a qualitative description. However, for this situation, a prescription for an exact solution has already been given, ${ }^{12}$ and some further comments on this will be made in Sec. III, which in the main deals with the particular cases that now ensue, viz., $K= \pm 1$ and $K=0$, there being a $\gamma$-law equation of state in each case. The invariants $M$ $:=m / f$ and $D:=\frac{1}{2} \mu f^{2}$ will be used as basic variables. When $K=0$, use of the invariant $\widetilde{D}:=\frac{1}{2}(\mu / m) f^{3}$ would reduce (2.11a) and (2.1lb) to the single equation

$$
\begin{equation*}
\frac{d \widetilde{D}}{d \tau}=\frac{\widetilde{D}}{2}\left[\frac{7 \gamma-6}{\gamma-1}-(2-\gamma) \widetilde{D}\right] \tag{2.13}
\end{equation*}
$$

## III. QUALITATIVE ANALYSIS

In this section, the system of equations (2.11) will be analyzed qualitatively for the cases $K= \pm 1$ and $K=0$, assuming an equation of state $p=(\gamma-1) \mu$, where $\gamma$ is a constant satisfying $1<\gamma \leqslant 2$. The complex transformation that was observed in Sec. II could now be employed to give a simultaneous treatment of the two cases where $K \neq 0$. The complex transformation $f \rightarrow$ if, $K \rightarrow-K$, with $g, x, \mu$, and
$p$ fixed, transforms $M:=m / f$ into $-M$, by (2.7), and $D:=\frac{1}{2} \mu f^{2}$ into $-D$. Since $\tau:=\ln f \rightarrow \tau+i(\pi / 2)$, this means that Eqs. (2.11) are invariant under the transformation $K \rightarrow-K, D \rightarrow-D, M \rightarrow-M$, as may be readily checked, and that the case when $K=-1$ (with $D>0)$ could be alternatively investigated by considering the case when $K=+1$ (with $D<0$ ). By (2.9), it follows that $M \leqslant-\frac{1}{2}$ if $K=-1$, so that in the transformed treatment, $M \geq+\frac{1}{2}$. Thus attention would be confined to the qualitative examination of the system (2.11) with $K=+1$, and with either $D>0$ and $M \leqslant \frac{1}{2}$ (corresponding to the case of spherical symmetry, where $K$ really is equal to +1 ) or with $D<0$ and $M \geqslant \frac{1}{2}$ (corresponding to the case of hyperbolic symmetry, where $K$ is really equal to -1 ). The former case was treated in Ref. 7, but with slightly different coordinates and notation, and so incorporation of the $K=-1$ case involves an extension to the region in which $D<0$ and $M \geqslant \frac{1}{2}$. For clarity and ease of discussion, the phase-plane diagrams for the cases $K= \pm 1$ are drawn separately, as Figs. 1(a) and 2(a), the symmetry under discussion manifesting itself in the fact that each figure is equivalent to the other under a reflection in the origin. It may also be noticed that the same symmetry applied to the $K=0$ case leads to the result that the corresponding diagram for the plane-symmetric case, Fig. 3(a), is symmetric under a reflection in the origin. Conformal Penrose diagrams ${ }^{15,18}$ for the various types of solutions that can occur in each of the three cases are also provided, in Figs. 1(b), 2(b) and 3(b). In each case, these depict the character of the two-spaces $\{y=$ const, $z=$ const $\}$. The several possibilities will now be considered. In the following, it is interesting to note that there is one particular limit, in which $D$ tends to zero and $M$ becomes indefinitely large and negative, that is a common feature of all cases. From Eqs. (2.11), it follows that, in such a situation, the broad asymptotic behavior is independent of the sign of $K$, and that $|M|$ and $D$, respectively, grow and decay exponentially in $\tau$. It follows from (2.7) that this occurs within a finite value of $x$, i.e., within a finite proper distance, and from (2.5) and the definition of $D$ that the fluid's energy density $\mu$ tends to zero, while the fluid's acceleration $\left|g^{\prime} / g\right|$ becomes infinite, as would be expected from a consideration of the infinite growth of $\ln \mu$ within a finite distance $x$. Under these circumstances, there is a scalar-curvature singularity ${ }^{19}$ that is not a matter singularity.

## A. $K=+1$

In the spherically symmetric case, there are three qualitative distinct types of solution. There is one degenerate case, represented by the center of the spiral in Fig. 1(a). In this case, $D=M=2(\gamma-1) /\left[(\gamma+2)^{2}-8\right]$, and this represents the Misner-Zapolsky solution ${ }^{7-9}$ that was mentioned earlier. By converting back to the former variables, $f, g, x$, and $\mu$, it is discovered that the central energy density (i.e., at $x=0$ ) in this solution is infinite. The second type of solution is depicted in Fig. 1(a) by the curve that starts at the origin (where $f$ is zero) and which spirals into the central point. Such a solution has the property ${ }^{7,13}$ that conditions are regular at the physical center at $x=0$, and the space-time extends out to infinite proper distances, becoming asymptotically like the Misner-Zapolsky solution. The third type of spherically


FIG. 1. Spherical symmetry $(K=+1)$. Figure $1(\mathbf{a})$ is the phase-plane diagram for a static perfect fluid obeying a $\gamma$-law equation of state. Only the top left of the figure ( $M<\frac{1}{2}, D>0$ ) represents physically realistic situations. Arrows are drawn in the direction of increasing values of $f$ in the metric (2.3). The three distinct types of behavior [(i) the Misner-Zapolsky focal solution, (ii) the solution starting at the origin, and (iii) the remainder] are demarcated. For a fixed value of $\gamma$, each curve depicts the "evolution" (in terms of a radial variable) of a single space-time. Conformal Penrose diagrams of the maximal analytic extensions for the three possibilities (i), (ii), and (iii) are drawn in Figs. 1(b). Typically, each point in these diagrams represents a two-sphere. The family of curves with arrows indicates the fluid flow-lines, while the other family of curves represents the hypersurfaces $\{t=$ const $\}$ that are orthogonal to the flow. Note the symmetry between Figs. 1(a) and 2(a).
symmetric solution is the most typical; the solution curves have the property that they cross the $D$ axis at a finite value of $\tau$, with the interpretation that $M=0$ at some finite nonzero radius. As observed in Ref. 7, this is impossible if there is to be a regular center of symmetry. Without this restriction, the central energy density (at $x=0$ ) is zero and the fluid's acceleration $\left|g^{\prime} / g\right|$ becomes infinite, resulting in a scalar curvature singularity that is not a matter singularity. At large radial distances, the space-time behaves like the Misner-Zapolsky solution. The three types of behavior that result in the spherically symmetric case are depicted in conformal diagrams in Fig. 1(b). These show the nature of the two-surfaces $\{y=$ const, $z=$ const $\}$. It is interesting to observe that in the $\gamma=2$ Misner-Zapolsky solution, these twosurfaces are flat. In fact, regardless of the value of $K$, this is the only case when this is so.
B. $K=-1$

In the case of hyperbolic symmetry, there is essentially only one kind of behavior, since in Fig. 2(a) the solution curves of interest all begin at a large negative $M$ with $D$ close to zero, and end at the point where $M=-\frac{1}{2}$ and $D$ $=-1 /[2(\gamma-1)]$. At first sight, the situation is therefore


FIG. 2. Hyperbolic symmetry $(K=-1)$. Figure 2(a) is the phase-plane diagram for a static perfect fluid obeying a $\gamma$-law equation of state. Only the top left of the figure ( $M<-\frac{1}{2}, D>0$ ) represents physically realistic situations. Arrows are drawn in the direction of increasing values of $f$ in the metric (2.3). This may or may not be in the direction of increasing $x$, giving rise to the possibility of analytic extension through the point where $M=-\frac{1}{2}$ and $D=-1 /[2(\gamma-1)]$, against the direction of the arrows (for further details, see text). Apart from this, there is essentially only one type of behavior. For a fixed value of $\gamma$, each curve depicts the "evolution" (in terms of a spatial direction) of a single space-time. A conformal Penrose diagram of the maximal analytic extension for such a space-time is drawn in Fig. 2(b). Typically, each point in this diagram represents a two-surface that is diffeomorphic to $\mathbf{R}^{\mathbf{2}}$. The family of curves with arrows indicates the fluid flow-lines, while the other family of curves represents the hypersurfaces $\{t=$ const $\}$ that are orthogonal to the flow. Note the symmetry between Fig. 1(a) and 2(a).
considerably simpler. However, a detailed examination reveals that this latter limit does not necessarily signify an end to the space-time, since it corresponds to a finite limiting value of $x$ (i.e., a finite proper distance) at which the metric coefficients $f$ and $g$, and their first and second derivatives with respect to $x$, all approach finite limits [and hence, by the field equations (2.4), so also do the fluid variables $\mu$ and $p$ ]. The difficulty arises in the present formalism because the denominator in Eq. (2.11a) approaches zero (and so also does the numerator). It can be overcome by temporarily reverting to the formulation of the field equations that is provided by (2.4). In the limit in question, the derivative $f^{\prime}$ in (2.7) tends to zero, and so, by ( 2.4 b ), $f^{\prime \prime}$ tends to a negative value. Thus the limit may be equally well regarded either as one prior to which $x$ and $f$ are increasing, or as one prior to which $x$ is decreasing and $f$ is increasing, and in each case an analytic continuation through the limit would require $f^{\prime}$ to change sign. Thus it is possible to use the field equations (2.4) in order to obtain an analytic continuation through the limit, but since the construction of Fig. 2(a) was predicated upon the assumption of increasing $\tau$, such an analytic continuation must be accompanied by a change in the direction of
the arrows on passage through the limit point in the figure, where $M=-\frac{1}{2}$ and $D=-1 /[2(\gamma-1)]$. A detailed examination of the behavior of the solution curves near this point reveals that typically their slope becomes infinite, but that the derivative $d D / d x$ tends to a nonzero finite limit, so that, in the analytic extension, $D$ continues either to increase or to decrease. An exceptional situation arises for the one curve $S$ that approaches the limiting point in Fig. 2(a) with a finite slope, and in this case $d D / d x$ tends to zero. As may be expected, a further study shows that in the analytic extension, $D$ now changes from an increasing to a decreasing function of $x$, or vice versa. Thus the special curve $S$ in Fig. 2(a) that exhibits this property divides the remaining curves in such a way that analytic continuation of the space-time associated with a typical curve is represented by a smooth passage along the curve from above $S$ to below $S$, or vice versa, while analytic extension of the space-time associated with the curve $S$ itself is represented by a reflection at the point where $M=-\frac{1}{2}$ and $D=-1 /[2(\gamma-1)]$. The asymptotic behavior of the analytically extended solution is at both extremes depicted in Fig. 2(a) by $M$ becoming indefinitely large and negative, and $D$ tending to zero; the energy density approaches zero, and the fluid's acceleration $\left|g^{\prime} / g\right|$ becomes infinite, within a proper distance $x$. Thus the analytically extended solution is confined by two scalar curvature singularities (that are not matter singularities), which are encountered in each hypersurface $\{t=$ const $\}$ orthogonal to the fluid flow. This situation is depicted in a conformal diagram in Fig. 2(b), which exhibits the structure of any two-surface $\{y=$ const, $z=$ const $\}$.

## C. $K=0$

In the case of plane symmetry, the field equations are somewhat simpler. As observed in the previous section, it is possible to reduce them further to the single first-order equation (2.13). However, in order to afford a comparison of the solutions in this case with those when $K= \pm 1$, it will be more convenient to retain the system (2.11). The results of the qualitative analysis are depicted in Fig. 3(a). As in the case when $K=-1$, there is only one possible pattern of behavior. The curves start at large negative $M$ and with $D$ small, and run into the origin, in a manner that requires $D$ to dominate $M$. A study of the details of this latter limit, using (2.7), reveals that for each curve it takes place as $x$ becomes infinite, i.e., that it represents points at infinity in the associated space-time. The asymptotic behavior in the opposite direction along the curves is similar to that obtained in the cases $K= \pm 1$, and corresponds to a scalar curvature singularity (within a finite proper distance $x$ ) at which the fluid's energy density is zero, but the fluid's acceleration $\left|g^{\prime} / g\right|$ is infinite. This situation is depicted in a conformal diagram in Fig. 3(b), which shows the structure of the two-surfaces \{ $y=$ const, $z=$ const $\}$.

Some final remarks will now be made with regard to the case of plane symmetry ( $K=0$ ), and with particular reference to the prescription given by Hojman and Santamarina ${ }^{12}$ for what is claimed to be the general solution with arbitrary cosmological constant $\Lambda$. It is claimed that, without loss of generality, $\boldsymbol{\Lambda}$ is zero. In a sense, this is always true for solu-


FIG. 3. Plane symmetry $(K=0)$. Figure 3(a) is the phase-plane diagram for a static perfect fluid obeying a $\gamma$-law equation of state. Only the top left of the figure ( $M<0, D>0$ ) represents physically realistic situations. Arrows are drawn in the direction of increasing values of $f$ in the metric (2.3). There is only one type of behavior. For a fixed value of $\gamma$, each curve depicts the "evolution" (in terms of a spatial direction) of a one-parameter family of space-times. A conformal Penrose diagram of the maximal analytic extension for such a space-time is drawn in Fig. 3(b). Typically, each point in this diagram represents a two-plane. The family of curves with arrows indicates the fluid flow-lines, while the other family of curves represents the hypersurfaces $\{t=$ const \} that are orthogonal to the flow. Note the symmetry of Fig. 3(a) under a reflection in the origin.
tions of Einstein's equations, since the physical effects of $\boldsymbol{\Lambda}$ can be incorporated in terms of a perfect fluid with $\mu+p=0$ (see, e.g., Ref. 20). However, it must be remembered that not only does this involve an adjustment of the expressions for the energy density and pressure of a perfect fluid (as is done in Ref. 12), but also that this is such that it will not in general preserve any preassigned equation of state (a fact which is ignored in Ref. 12). Thus the system (3.4) of Ref. 12, which pertains to the case of arbitrary $K$ and $\Lambda$, and a $\gamma$-law equation of state, is not in general equivalent to the subsystem obtained by putting $\Lambda=0$. There is never a situation when, under the adjustment of $\mu$ and $p$, a $\gamma$-law equation of state is mapped into a $\gamma$-law, and, in fact, the only situation when an equation of state is preserved is when it is of the form $p=-\mu+$ const. Henceforth, I shall therefore assume that $\Lambda=0$ in referral to Ref. 12. The second point is that while, in the case of plane symmetry ( $K=0$ ), the prescription for the general solution is correct for $p \neq 0$, so that the function $G:=m / p$ is defined, it is one which is analogous to some of those prescriptions that are employed in the spherically symmetric case and that were mentioned in Sec. I, i.e., as alluded to in Ref. 12, it is more adapted to a process that yields the equation of state at a final step, rather than being amenable to the imposition of an equation of state from the
start. This means that is may be safely concluded that if the function $G$ is assumed to be proportional to $f^{3}$, then the equation of state is a $\gamma$-law one, as observed in Ref. 12. However, it is also important to check that such an equation is of physical interest, i.e., that $\mu>0$ and that $1 \leq \gamma \leq 2$, and it is easily shown that this is not the case. The most general function $G$ that produces a $\gamma$-law equation of state ( $1<\gamma \leqslant 2$ ) may be easily found from Eqs. (4.5) and (4.7) of Ref. 12, which in the present notation are

$$
\begin{equation*}
\frac{1 d p}{p d f}=\frac{\left(f^{2}+2(d G / d f)\right)\left(f^{3}+2 G\right)}{2 G\left(f^{3}-2 G\right)} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
m=\frac{2}{f^{2}}\left(p \frac{d G}{d f}+G \frac{d p}{d f}\right) \tag{3.2}
\end{equation*}
$$

respectively. Additional factors of 2 have been inserted, since the function $m$ as defined in Ref. 12 differs by such a factor from the function $m$ of the present article; it is to be noted that the denominator in (3.1) cannot vanish identically. Upon substitution of the relation $p=(\gamma-1) \mu$, with $1<\gamma \leqslant 2$, Eqs. (3.1) and (3.2) constrain $G$ to satisfy the restriction

$$
\frac{d G}{d f}+\frac{\gamma}{2(\gamma-1) f} G=\frac{(2-\gamma) f^{2}}{4(\gamma-1)}
$$

whose general solution is

$$
\begin{equation*}
G=\frac{(2-\gamma)}{7 \gamma-6} f^{3}+A f^{-\gamma / 2(\gamma-1)} \tag{3.3}
\end{equation*}
$$

where $A$ is an arbitrary constant. In this context, Hojman and Santamarina ${ }^{12}$ considered the special case $A=0$, when $G=\alpha f^{3}$ for some constant $\alpha=(2-\gamma) /(7 \gamma-6)$, where $\alpha$ is distinct from 0 and 1 , because $G \not \equiv 0$ and $\gamma \neq 1$. However, Eq. (2.7) and the definition of $G$ show that $p G / f \leqslant 0$, and with $G=\alpha f^{3}$ this means that $\alpha p \leqslant 0$. Now if $1<\gamma \leqslant 2$, then $0 \leqslant \alpha<1$, and since the case $\alpha=0$ is inadmissible, the requirement that $\alpha p$ be nonpositive now forces $p$ to be strictly negative, and hence so also is $\mu$.

Finally, it may be noted that if there is a $\gamma$-law of state, the general form (3.3) of $G$ allows one to determine, by quadratures, the functional forms for $\mu$ and $p$, using Eqs. (3.1) and (3.2). From these relationships, the metric functions $f$ and $g$ are determined by quadratures from Eqs. (2.5) and (2.7), the expression for $F$ being in general implicit. An alternative procedure is readily obtained from Eq. (2.13), which was derived by exploiting the extra symmetry of the system (2.11) that exists when $K=0$. It should first be recalled that since $\widetilde{D}=\frac{1}{2}(\mu / m) f^{3}$, Eq. (2.7) implies that $\widetilde{D}<0$, and so the obvious solutions of (2.13) in which $\widetilde{D}$ is constant are of no further interest. In order to obtain the remaining solutions, the variables $\widetilde{D}$ and $\tau$ can be separated in (2.13), and the resulting expression integrated to give

$$
\begin{equation*}
\widetilde{D}=B a e^{a \tau} /\left(1+B b e^{a \tau}\right) \tag{3.4}
\end{equation*}
$$

where $a:=(7 \gamma-6) /[2(\gamma-1)], b:=\frac{1}{2}(2-\gamma)$, and $B$ is a negative constant. Equation (2.11b) can now be written in the form

$$
\frac{d M}{d \tau}=M(\widetilde{D}-1)
$$

and integrated with the aid of (3.4), with the result that

$$
M= \begin{cases}M_{0} e^{-\tau}\left(1+B b e^{a \tau}\right)^{1 / b} & (b \neq 0),  \tag{3.5}\\ M_{0} \exp \left(-\tau+B e^{4 \tau}\right) & (b=0),\end{cases}
$$

where $M_{0}$ is a negative constant. Since $f=e^{\tau}, M$ is determined explicitly as a function of $f$, and, by (3.4), so also is $D=\widetilde{D} M$. Now $D=\frac{1}{2} \mu f^{2}$, and hence $\mu$ is given explicitly in terms of $f$. Inserting $p=(\gamma-1) \mu$ in Eq. (2.5) results in the relationship

$$
\begin{equation*}
g=g_{0} \mu^{-(\gamma-1) / \gamma} \tag{3.6}
\end{equation*}
$$

where $g_{0}$ is a nonzero constant. Having determined $\mu$ as a function of $f$, Eq. (3.6) yields $g$ as a function of $f$. Thus all physical and geometrical variables are obtained explicitly as simple functions of $f$, which, by means of (2.7), may be used in place of $x$ in the metric (2.3). In terms of coordinates $(t, f$, $y, z$ ) the general exact solution is then provided by the metric

$$
d s^{2}=-g^{2} d t^{2}+d f^{2} /(-2 M)+f^{2}\left(d y^{2}+d z^{2}\right)
$$

Here, $M$ is given by Eq. (3.5) in terms of $f=e^{\tau}$, where it should be recalled that $a=(7 \gamma-6) /[2(\gamma-1)]$, $b=\frac{1}{2}(2-\gamma)$, and $g$ is determined in the manner explained above, i.e.,

$$
g=g_{0}\left[2 B M a f^{a-2} /\left(1+B b f^{a}\right)\right]^{-(\gamma-1) / \gamma} .
$$

By an appropriate rescaling of the coordinates, it may be arranged that $M_{0}=-1$ and $g_{0}=1$, so that the solution depends on two essential parameters, $\gamma$ and $B$. In the particular case when $\gamma=2$, the solution so obtained is readily seen to be equivalent to that of Tabensky and Taub, ${ }^{21}$ by means of thetransition $B \rightarrow-a^{8 / 3} / 32, t \rightarrow a T / 2^{1 / 2}, f \rightarrow 2 Z^{1 / 2} / a^{1 / 6}$, $y \rightarrow\left(a^{2 / 3} / 2\right) x$, and $z \rightarrow\left(a^{2 / 3} / 2\right) y$, where the new coordinates ( $T, Z, x, y$ ) and the new parameter $a$ are those of Ref. 21. Similarly, in the particular case when $\gamma=\frac{4}{3}$, the above solution is readily seen to be equivalent to that obtained by Teixeira, Wolk, and Som, ${ }^{22}$ either by means of the transition $B \rightarrow-\frac{486}{5}\left(\frac{4}{5}\right)^{2 / 3} p_{0}^{5 / 3}, \quad t \rightarrow t, \quad f \rightarrow \frac{1}{3}\left(5 /\left[4 \mathrm{p}_{0}\right]\right)^{1 / 3} z, y$ $\rightarrow 3\left(4 p_{0} / 5\right)^{1 / 3} x$, and $z \rightarrow 3\left(4 p_{0} / 5\right)^{1 / 3} y$, where the new coordinates $(t, z, x, y)$ and the new parameter, $p_{0}$, are those of Ref. 2, or by means of the transition $B \rightarrow-\frac{486}{3125} \cdot 4^{2 / 3} p_{0}{ }^{5 / 3}$, $t \rightarrow\left(3 p_{0}\right)^{1 / 4} x^{0}, \quad f \rightarrow \frac{5}{3} \cdot\left(4 p_{0}\right)^{-1 / 3} f^{-1 / 2}=\frac{5}{3} \cdot 6^{1 / 5} /\left(4 p_{0}\right)^{1 / 3}$ $\times\left[1+5 e^{6 p_{0}^{1 / 2} x}\right]^{-1 / 5}, \quad y \rightarrow \frac{3}{3}\left(4 p_{0}\right)^{1 / 3} y$, and $z \rightarrow \frac{3}{3}\left(4 p_{0}\right)^{1 / 3} z$, where the new function $f$, the new coordinates $\left(x^{0}, x, y, z\right)$, and the new parameter $p_{0}$ are those of Ref. 22. In view of this equivalence, the additional conditions that were imposed in Ref. 22, and which relate to the values of the metric coefficients and their first derivatives on the plane $x=0$, are seen to be superfluous. It should also be noted that the general treatment in Ref. 2 that is attributed to Taub ${ }^{23}$ amounts to no more than a formulation of the problem as the solution of two coupled nonlinear first-order ordinary differential equations, and so it cannot be regarded as a proper prescription for the general solution; this observation persists upon specialization to the case of a $\gamma$-law equation of state.

It is also possible to obtain a quadrature expression for $f$ in terms of the variable $x$ in the metric (2.3), by employing (2.7):

$$
\begin{equation*}
x= \pm \cdot \int \frac{1}{(-2 M(f))^{1 / 2}} d f+C \tag{3.7}
\end{equation*}
$$

where $C$ is an arbitrary constant, which, without loss of generality, is zero. Thus all physical and geometrical variables of interest can also be expressed in the coordinates $(t, x, y, z)$ of metric (2.3), at least up to a single quadrature given by (3.7), and subsequent inversion of the relationship so obtained.
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The introduction of a new system of coordinates permits a partial solution of Einstein's field equations for the interior of a uniformly rotating, stationary, axisymmetric perfect fluid, and reduces the problem to two second-order partial differential equations for two unknown functions.

## I. INTRODUCTION

The study of the "interior" stationary axisymmetric problem in general relativity has been hampered by the fact that, contrary to what is true for the corresponding "exterior" problem, no significant reduction of Einstein's field equations to a simpler-but equivalent-system is known. Thus, while in the "exterior" problem there is a well-known choice of coordinates, ${ }^{1}$ which reduces the problem to a system of two second-order partial differential equations for two unknown functions, ${ }^{2}$ no such reduction for the "interior" problem has been achieved, except for the important cases of Einstein-Maxwell fields ${ }^{3}$ and dust, ${ }^{4}$ where the same coordinate choice can be made.

In this paper we present a different choice of coordinates which allows a similar reduction of the problem to two second-order partial differential equations for the case of a uniformly rotating perfect fluid (with nonconstant pressure).

## II. THE CHOICE OF COORDINATES

The derivation of the form of the metric for stationary axially symmetric space times has been given repeatedly in the literature. We will therefore write down immediately the line element appropriate to our problem as follows ${ }^{5}$ :

$$
\begin{align*}
d s^{2}= & g_{a b} d x^{a} d x^{b} \\
= & e^{2 U}(d t+A d \varphi)^{2}-e^{-2 U} W^{2} d \varphi^{2} \\
& -e^{-2 U} \gamma_{M N} d x^{M} d x^{N}, \tag{1}
\end{align*}
$$

where $t\left(=x^{0}\right)$ and $\varphi\left(=x^{1}\right)$ are two coordinates adapted to the timelike and rotational Killing vectors implied by the assumed symmetries $\left(\xi=\partial_{t}, \eta=\partial_{\varphi}\right)$, and the metric functions $U, A, W, \gamma_{M N}$ depend only on the coordinates $x^{M}=\left(x^{2}, x^{3}\right)$ which label the points on the two-surfaces orthogonal to the Killing orbits. The existence of these twosurfaces is guaranteed by the assumption that the source is a perfect fluid rotating about the symmetry axis, i.e., its fourvelocity $\mathbf{u}$ satisfies the condition ${ }^{6} u_{[a} \xi_{b} \eta_{c]}=0$.

For uniformly rotating perfect fluids, i.e., when $u^{\varphi}=\Omega u^{t}$ with $\Omega=$ const, the transformation $\varphi=\varphi^{\prime}+\Omega t$, which preserves the form of (1), defines comoving coordinates where $u^{\Phi^{\prime}}=0$. Dropping the prime, we assume in the following that (1) is written in comoving coordinates. The equations of motion $T^{a b} ; b=0$, where

$$
\begin{equation*}
T^{a b}=(\mu+p) u^{a} u^{b}-p g^{a b} \tag{2}
\end{equation*}
$$

is the energy-momentum tensor of a perfect fluid, with $\mu$ the
energy density and $p$ the pressure, can be written in the form

$$
\begin{equation*}
d p+(\mu+p) d U=0 \tag{3}
\end{equation*}
$$

so that the surfaces of constant $p($ or $\mu)$ and $U$ coincide.
The form of the metric (1) is unchanged under general coordinate transformations $x^{M}=x^{M}\left(x^{N^{\prime}}\right)$ in the two-space orthogonal to the Killing orbits. The usual choice of coordinates is to demand that $\gamma_{22}=\gamma_{33}$ and $\gamma_{23}=0$ and allows the field equations to be written in a compact form. We shall make a different choice of coordinates in an attempt to reduce the mathematical complexity of the system of equations to be solved. That such a reduction might be possible is suggested by the following observation: the second derivatives of the metric functions enter four of the six nontrivial Einstein equations only through the second derivatives of $W$ and a single combination of second derivatives of $\gamma_{M N}$-the scalar curvature of the two-space $\gamma_{M N} d x^{M} d x^{N}$ (see Ref. 7). This implies that choosing the function $W$ as a coordinate makes three of these four equations first order in the unknowns. Similarly, choosing either $U$ or $A$ as a second coordinate ${ }^{8}$ makes one of the remaining two field equations first order also. We shall choose $U$ as the second coordinate so that our coordinate system remains valid even in the static case ( $A=0$ ).

The choice of $W$ and $U$ as coordinates can be made (locally) provided that

$$
\begin{equation*}
d W \wedge d U \neq 0 \tag{4}
\end{equation*}
$$

Since $W$ vanishes on the axis, ${ }^{9}$ we expect this condition to hold at least near the axis for realistic configurations (stars) which contain part of the axis and for which the pressure [and by (3), $U$ ] varies between the center and the surface along the axis. If the configurations have an additional symmetry (equatorial) plane-as would be expected for isolated rotating objects-condition (4) would, by symmetry, be violated in that plane (the vectors $\nabla W$ and $\nabla U$ would have to be parallel there). We thus, a priori, expect our coordinate system to be good throughout the interior of realistic rotating stars except for points on a symmetry plane.

The space-times excluded by condition (4)-in addition to the case that $W$ and $U$ are functionally related which leads to unbounded configurations-are those of constant pressure (in particular, dust), where $U=$ const. The case $W=$ const does not arise since $W$ vanishes on the axis but cannot vanish throughout the space-time.

The choice of $W$ and $U$ as coordinates, in addition to making four of the six field equations first order in the un-
knowns, allows a simple description of the intrinsic geometry of the equipressure surfaces in the three-space orthogonal to the motion of the fluid. The metric on these two-surfaces is given by

$$
\begin{align*}
d \sigma^{2} & =\left.\left(g_{a b}-u_{a} u_{b}\right) d x^{a} d x^{b}\right|_{U=\text { const }} \\
& =-e^{-2 U}\left\{\left.\gamma_{W W}\right|_{U=\text { const }} d W^{2}+W^{2} d \varphi^{2}\right\} . \tag{5}
\end{align*}
$$

Recalling that the metric of a surface of revolution in Euclidean three-space, described (in cylindrical coordinates $\rho, z, \varphi$ ) by the equation $z=z(\rho)$, is

$$
\begin{equation*}
d \sigma_{E}^{2}=\left\{1+\left(\frac{d z}{d \rho}\right)^{2}\right\} d \rho^{2}+\rho^{2} d \varphi^{2} \tag{6}
\end{equation*}
$$

we can easily construct, for any given function $\gamma_{W W}(U, W)$ the surface $z(\rho)$ in Euclidean three-space, the intrinsic geometry of which is the same as that of fluid's equipressure surfaces.

## III. THE FIELD EQUATIONS

Our choice of $W$ and $U$ as coordinates leaves $A, \gamma_{w W}$, $\gamma_{U U}$, and $\gamma_{U W}$ as the four unknown functions to be determined by the field equations. It turns out that the field equations becomes simpler if we express $\gamma_{M N}$ in terms of its inverse $\gamma^{M N}$. With the notation

$$
\begin{align*}
& \gamma^{W W} \equiv P, \quad \gamma^{U U} \equiv Q, \quad \gamma^{U W} \equiv R,  \tag{7}\\
& \operatorname{det} \gamma_{M N} \equiv \Delta^{2}=1 /\left(P Q-R^{2}\right), \tag{8}
\end{align*}
$$

the line element (1) becomes

$$
\begin{align*}
d s^{2}= & e^{2 U}(d t+A d \varphi)^{2}-e^{-2 U} W^{2} d \varphi^{2} \\
& -e^{-2 U} \Delta^{2}\left\{P d U^{2}+Q d W^{2}-2 R d U d W\right\} \tag{9}
\end{align*}
$$

We shall further rename our coordinates using lowercase letters $\rho, h$, as follows:

$$
\begin{equation*}
W=\rho, \quad U=-\ln h, \tag{10}
\end{equation*}
$$

so that the line element finally becomes

$$
\begin{align*}
d s^{2}= & \left(1 / h^{2}\right)(d t+A d \varphi)^{2}-h^{2} \rho^{2} d \varphi^{2} \\
& -h^{2} \Delta^{2}\left\{P\left(\frac{d h}{h}\right)^{2}+Q d \rho^{2}+2 R \frac{d h}{h} d \rho\right\} . \tag{11}
\end{align*}
$$

Equation (3) now reads $d p=(\mu+p)(d h / h)$, and can be integrated once an equation of state has been given. To integrate Eq. (3) for an arbitrary equation of state we express both $p$ and $\mu$ through an arbitrary function of $h f(h)$, so that (3) is an identity. The following parametrization is convenient $\left.f^{\prime}=d f / d h\right)$ :

$$
\begin{equation*}
8 \pi p=f / h^{2}, \quad 8 \pi(\mu+p)=f^{\prime} / h-2 f / h^{2} \tag{12}
\end{equation*}
$$

The field equations $E^{a}{ }_{b}=G^{a}{ }_{b}-8 \pi T^{a}{ }_{b}=0$, where $G^{a}{ }_{b}=R^{a}{ }_{b}-\frac{1}{2} R \delta_{b}^{a}$ is Einstein's tensor and $T^{a}{ }_{b}$ the energymomentum tensor (2), will now be written in the orthonormal frame defined by the one-forms ${ }^{10}$

$$
\begin{aligned}
& \omega^{0}=(1 / h)(d t+A d \varphi), \quad \omega^{2}=(1 / \sqrt{Q}) d h, \\
& \omega^{1}=h \rho d \varphi, \quad \omega^{3}=\Delta \sqrt{Q}[h d \rho+(R / Q) d h],
\end{aligned}
$$

so that $d s^{2}=\left(\omega^{0}\right)^{2}-\left(\omega^{1}\right)^{2}-\left(\omega^{2}\right)^{2}-\left(\omega^{3}\right)^{2}$.

A straightforward calculation gives, for the nontrivial components of $E^{a}{ }_{b}$,

$$
\begin{align*}
&-h^{2}\left(E_{2}^{2}+E_{3}^{3}\right)=(1 / \rho \Delta)\left\{(P \Delta)_{\rho}-h(R \Delta)_{h}\right\}-2 f \\
&= 0  \tag{14}\\
&-h^{2}\left(E_{2}^{2}-E_{3}^{3}\right)= \frac{1}{\rho \Delta Q}\left(1-\Delta^{2} R^{2}\right)\left(\frac{1}{\Delta}\right)_{\rho} \\
&+\frac{\Delta Q}{\rho} h\left(\frac{R}{\Delta Q}\right)_{h}-2 Q \\
&+\frac{1}{2 \rho^{2} h^{4}}\left\{Q\left(h A_{h}\right)^{2}-2 R h A_{h} A_{\rho}\right.  \tag{15}\\
&\left.+\left(R^{2}-\frac{1}{\Delta^{2}}\right) \frac{A_{\rho}^{2}}{Q}\right\}=0 \\
&-h^{2} E_{3}^{2}= \frac{R}{\rho Q}\left(\frac{1}{\Delta}\right)_{\rho}+\frac{1}{\rho \Delta} \frac{h(\Delta \sqrt{Q})_{h}}{\Delta \sqrt{Q}} \\
&+\frac{1}{2 \rho^{2} h^{4} \Delta} A_{\rho}\left(h A_{h}-\frac{R}{Q} A_{\rho}\right)=0  \tag{16}\\
& \frac{1}{2} h^{2}\left(E_{0}^{0}-E_{1}^{1}-E_{2}^{2}-E_{3}^{3}\right) \\
&=(1 / \rho \Delta)\left\{(\rho R \Delta)_{\rho}-h(\rho Q \Delta)_{h}\right\}+2 \omega^{2}-\frac{1}{2} h f^{\prime}=0, \\
& 2 \Delta E_{1}^{0}=\left\{\frac{\Delta}{\rho h^{4}}\left(P A_{\rho}-R h A_{h}\right)\right\}_{\rho}  \tag{17}\\
&+h\left\{\frac{\Delta}{\rho h^{4}}\left(Q h A_{h}-R A_{\rho}\right)\right\}_{h}=0  \tag{18}\\
&-h^{2} E_{1}^{1}=-K+Q+\omega^{2}-f=0 \tag{19}
\end{align*}
$$

where for brevity we have written

$$
\begin{align*}
K= & -\frac{1}{\Delta}\left\{\left[P \Delta_{\rho}-R h \Delta_{h}+\frac{1}{2} \Delta\left(P_{\rho}-h R_{h}\right)\right]_{\rho}\right. \\
& -h\left[R \Delta_{\rho}-Q h \Delta_{h}+\frac{1}{2} \Delta\left(R_{\rho}-h Q_{h}\right)\right]_{h}  \tag{20}\\
& \left.+(\Delta R)_{\rho}\left(\frac{h P_{h}}{P}-\frac{h Q_{h}}{Q}\right)-h(\Delta R)_{h}\left(\frac{P_{\rho}}{P}-\frac{Q_{\rho}}{Q}\right)\right\}
\end{align*}
$$

for the scalar curvature of the two-space $\gamma_{M N} d x^{M} d x^{N}$, and

$$
\begin{align*}
\omega^{2} & =\left(1 / 4 \rho^{2} h^{4}\right)\left\{P A_{\rho}^{2}+Q\left(h A_{h}\right)^{2}-2 R h A_{h} A_{\rho}\right\} \\
& =-h^{2} g_{a b} \omega^{a} \omega^{b} \tag{21}
\end{align*}
$$

for the magnitude (up to a factor $h^{2}$ ) of the vorticity vector of the fluid

$$
\begin{equation*}
\omega^{a}=(1 / 2 \sqrt{-g}) \epsilon^{a b c d} u_{b} u_{c, d} \tag{22}
\end{equation*}
$$

As was anticipated in Sec. II, the first four field equations (14)-(17) involve only first derivatives of the metric functions $A, P, Q, R$. The second derivatives of $A$ appear in Eq. (18) only, while the second derivatives of $P, Q, R$ appear in Eq. (19) only. Using the Bianchi identities one can show that Eqs. (18) and (19) are satisfied identically when $A, P, Q, R$ satisfy Eqs. (14)-(17).

## IV. REDUCTION TO A SYSTEM OF TWO EQUATIONS

Eliminating ( $1 / \Delta)_{\rho}$ between Eqs. (14), (15), and (16) in two different ways and using the definition of $\Delta^{2}($ Eq. 8), we
obtain
$(1 / 2 \Delta Q)\left\{\Delta R\right.$ [Eq. (15)] $-\left(1-\Delta^{2} R^{2}\right)$ [Eq. (16)] $\}$

$$
\begin{equation*}
=\frac{h P_{h}}{4 \rho}-P \frac{A_{\rho} A_{h}}{4 \rho^{2} h^{3}}-R\left\{1-\left(\frac{A_{h}}{2 \rho h}\right)^{2}\right\}=0 \tag{23}
\end{equation*}
$$

and
$\frac{1}{2}[\mathrm{Eq} \cdot(14)]+\frac{1}{2}[\mathrm{Eq} .(15)]+\Delta R[\mathrm{Eq} .(16)]$

$$
\begin{equation*}
=\frac{P_{\rho}}{2 \rho}-f-P\left(\frac{A_{\rho}}{2 \rho h^{2}}\right)^{2}-Q\left\{1-\left(\frac{A_{h}}{2 \rho h}\right)^{2}\right\}=0 \tag{24}
\end{equation*}
$$

We observe that Eqs. (23) and (24) can be trivially satisfied by using them to express the unknowns $R$ and $Q$ in terms of $P$ and $A$ (and their 1st derivatives). If we now substitute for $R$ and $Q$ in Eqs. (14) and (17) the expressions ${ }^{11}$
$R=\left[h P_{h} / 4 \rho-P\left(A_{\rho} A_{h} / 4 \rho^{2} h^{3}\right)\right] /\left[1-\left(A_{h} / 2 \rho h\right)^{2}\right]$
and
$Q=\left[P_{\rho} / 2 \rho-f-P\left(A_{\rho} / 2 \rho h^{2}\right)^{2}\right] /\left[1-\left(A_{h} / 2 \rho h\right)^{2}\right]$,
we shall obtain two second-order partial differential equations for the remaining unknown functions $P$ and $A$. Equivalently, we can substitute for $R$ and $Q$ in Eqs. (18) and (19) after using Eqs. (14) and (17) to eliminate the derivatives of $\Delta$. A long calculation gives the equations

$$
\begin{align*}
P(1 & \left.-\frac{A_{z}^{2}}{\xi}\right) P_{\xi \xi}+\left(P_{\xi}-f-P \frac{A_{\xi}^{2}}{z^{2}}\right) \frac{z^{2} P_{z z}}{\xi} \\
& -\left(\frac{z P_{z}}{\xi}-2 P \frac{A_{\xi} A_{z}}{z \xi}\right)\left(z P_{z \xi}-z f_{z}-\frac{z P_{z}}{4 \xi}\right) \\
& -\left(1-\frac{A_{z}^{2}}{\xi}\right)\left\{\left(P_{\xi}-f\right)\left(P_{\xi}-2 f\right)\right. \\
& \left.-\frac{z P_{z}}{\xi}\left(P_{\xi}-f-\frac{1}{2} z f_{z}\right)\right\} \\
& -\frac{1}{\xi}\left\{2 A_{z}\left(P_{\xi}-f\right)-P_{z} A_{\xi}\right\} \\
& \times\left\{P_{z} A_{\xi}+\frac{1}{2} P \frac{A_{z}}{\xi}-\frac{z P_{z}}{\xi} A_{z}\right\}=0 \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
P(1 & \left.-\frac{A_{z}^{2}}{\xi}\right) A_{\xi \xi}+\left(P_{\xi}-f-P \frac{A_{\xi}^{2}}{z^{2}}\right) \frac{z^{2} A_{z z}}{\xi} \\
& -\left(\frac{z P_{z}}{\xi}-2 P \frac{A_{\xi} A_{z}}{z \xi}\right)\left(z A_{z \xi}-\frac{z A_{z}}{2 \xi}\right) \\
& -\left(1-\frac{A_{z}^{2}}{\xi}\right)\left\{\frac{z A_{z}}{\xi}\left(P_{\xi}-f\right)-\frac{z P_{z}}{\xi} A_{\xi}\right. \\
& \left.+\frac{z^{2} A_{z} f_{z}}{2 \xi}-f A_{\xi}\right\}=0, \tag{26}
\end{align*}
$$

where we have introduced the new independent variables

$$
\begin{equation*}
\xi \equiv \rho^{2} \quad \text { and } \quad z \equiv h^{2} \tag{27}
\end{equation*}
$$

In these equations $f(z)$ is an arbitrary function specifying the equation of state. If we let $f=0$ we obtain the equations appropriate for a stationary axisymmetric vacuum spacetime in our coordinates. In the static case ( $A=0$ ), Eq. (26) is satisfied identically.

As might be expected, Eqs. (25) and (26) are derivable from a variational principle

$$
\delta \int \mathscr{L} \frac{d z}{z} d \xi=0
$$

It can be shown that an appropriate Lagrangian density is

$$
\begin{align*}
\mathscr{L}= & \left(1-A_{z}^{2} / \xi\right) / P \Delta \\
= & {\left[\frac{P_{\xi}-f}{P}\left(1-\frac{A_{z}^{2}}{\xi}\right)-\frac{1}{\xi}\left(\frac{z P_{z}}{2 P}\right)^{2}\right.} \\
& \left.-\left(\frac{A_{\xi}}{z}\right)^{2}+\frac{P_{z} A_{z} A_{\xi}}{P \xi}\right]^{1 / 2} . \tag{28}
\end{align*}
$$

## V. BEHAVIOR NEAR THE AXIS

In the previous section it was shown that Einstein's equations for the interior of a uniformly rotating perfect fluid reduce in our formalism to Eqs. (25) and (26); and any functions $P(z, \xi), A(z, \xi)$, and $f(z)$, satisfying these equations and the conditions $A \neq z \sqrt{\xi}$ and $P Q-R^{2} \neq 0$, determine a space-time with $G_{b}^{a}=8 \pi T_{b}^{a}$. For the resulting metric to be nonsingular on the axis, however, we must impose on the functions $P$ and $A$ the boundary conditions

$$
\begin{equation*}
P \rightarrow 1+p_{1} \xi \quad \text { and } A \rightarrow a_{1} \xi \text { as } \xi \rightarrow 0 \tag{29}
\end{equation*}
$$

where $p_{1}$ and $a_{1}$ are arbitrary functions of $z$. These conditions follow from the requirements of "elementary flatness" ${ }^{12}$ and finite angular velocity of the locally nonrotating observers ${ }^{13}$ on the axis. They also ensure that the magnitude of the fluid's acceleration and vorticity remain finite on the axis. Finally, the arbitrary functions $p_{1}$ and $a_{1}$ must satisfy $p_{1}-f-\left(a_{1} / z\right)^{2}>0$, so that the metric has the required signature $\left(P Q-R^{2}>0\right)$ on the axis, while $f(z)$ must lead to a realistic equation of state.

If we assume that $P$ and $A$ can be expanded in a power series in $\boldsymbol{\xi}$ near the axis, i.e.,

$$
\begin{equation*}
P=1+\sum_{n=1} p_{n} \xi^{n}, \quad A=\sum_{n=1} a_{n} \xi^{n}, \tag{30}
\end{equation*}
$$

Then Eqs. (25) and (26) determine successively the coefficients $p_{n}, a_{n}$ for $n \geqslant 2$ in terms of $p_{n-1}, \ldots, p_{1}$ and $a_{n-1}, \ldots, a_{1}$, and thus ultimately in terms of $p_{1}$ and $a_{1}$. The coefficients $p_{2}$ and $a_{2}$, for example, are given by (a prime denoting differentiation w.r.t. $z$ )

$$
\begin{align*}
2 p_{2}= & -p_{1}^{\prime \prime}\left\{z^{2}\left(p_{1}-f\right)-a_{1}^{2}\right\}+z^{2} p_{1}^{\prime}\left(\frac{3}{4} p_{1}^{\prime}-\frac{1}{2} f^{\prime}\right) \\
& -2 a_{1} a_{1}^{\prime}\left(p_{1}^{\prime}-f^{\prime}\right)+a_{1}^{\prime 2}\left(p_{1}-f\right)-z p_{1}^{\prime}\left(p_{1}-f\right) \\
& +\left(p_{1}-f\right)\left(p_{1}-2 f\right), \tag{31}
\end{align*}
$$

and

$$
\begin{align*}
2 a_{2}= & -a_{1}^{\prime \prime}\left\{z^{2}\left(p_{1}-f\right)-a_{1}^{2}\right\} \\
& +\frac{1}{2} z a_{1}^{\prime}\left(z p_{1}^{\prime}-2 a_{1} a_{1}^{\prime} / z\right) \\
& +z a_{1}^{\prime}\left(p_{1}-f\right)-z p_{1}^{\prime} a_{1}+\left(z^{2} / 2\right) a_{1}^{\prime} f^{\prime}-f a_{1} . \tag{32}
\end{align*}
$$

It can be verified that $P=1+p_{1} \xi$ and $A=0, p_{1}$ satisfying Eq. (31) with $p_{2}=a_{1}=0$, is an exact solution of Eq. (25), describing a static and spherically symmetric space-time for any equation of state $f(z)$.

Futher applications of the formalism presented in this paper are given in the following paper.
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The formalism of the previous article is used to obtain solutions of Einstein's field equations for the interior of a rigidly rotating perfect fluid, with zero magnetic Weyl tensor. It is found that these solutions cannot represent isolated rotating masses.

## I. INTRODUCTION

In the previous article (Ref. 1, hereinafter referred to as I) a formalism has been developed for the "interior" problem in the case of a rigidly rotating perfect fluid, with an arbitrary equation of state. By an appropriate choice of the coordinate system and a suitable definition of the four functions characterizing the metric, a simplification of the field equations is achieved: The four independent Einstein equations are reduced to a system of two differential equations of second order for two unknown functions, while the other two functions are obtained algebraically.

As an application of the formalism in I, we present here the solutions with vanishing magnetic Weyl tensor, which can be expressed in our coordinate system. Although the existence of such solutions has been proved recently, ${ }^{2}$ their explicit expressions have not been given before. In Sec. II we show that the condition that a single component of the magnetic Weyl tensor vanishes restricts the equation of state to $\mu=p+$ const and the two field equations of Ref. I reduce to one fourth-order ordinary differential equation. In Sec. III the solutions of that equation are obtained and their properties are discussed. The solutions split into two families, the first of which is calculated analytically, and it is found that the equipressure surfaces are spherical. The second family of solutions is obtained up to quadratures and does not reduce to the spherically symmetric solution when there is no rotation. In both families it is found that the remaining components of the magnetic Weyl tensor also vanish.

## II. SOLUTIONS OF THE FIELD EQUATIONS WITH VANISHING MAGNETIC WEYL TENSOR

In a recent paper ${ }^{2}$ Collins has proved the existence of shear-free rotating perfect fluids with zero magnetic Weyl tensor. The "magnetic" part of the Weyl tensor with respect to the fluid flow is defined by

$$
\begin{equation*}
H_{a b}=\frac{1}{2} \epsilon_{a c}{ }^{g h} C_{g h b d} u^{c} u^{d}, \tag{1}
\end{equation*}
$$

where $C_{a b c d}$ is the Weyl tensor and $u^{a}$ is the four-velocity of the fluid.

In the orthonormal frame defined in I [Eq. (13)],

$$
\begin{align*}
& \omega^{0}=(1 / h)(d t+A d \varphi), \quad \omega^{1}=h \rho d \varphi  \tag{2}\\
& \omega^{2}=(1 / \sqrt{Q}) d h, \omega^{3}=\Delta h \sqrt{Q}[d \rho+(R / h Q) d h]
\end{align*}
$$

the nonzero components of $H_{a b}$ are
$H_{11}=R^{2}{ }_{310}=-\left(1 / 2 \rho^{2} h^{4} \Delta\right)\left(h A_{h}-2 \rho A_{\rho}\right)$,

$$
\begin{align*}
= & -\frac{1}{2 \rho h^{4} \Delta}\left\{-h A_{\rho h}+4 A_{\rho}+\frac{R}{Q}\left(A_{\rho \rho}-\frac{A_{\rho}}{\rho}\right)\right. \\
& \left.-\frac{h A_{h} Q_{\rho}}{2 Q}-\frac{A_{\rho}^{2}}{2 \rho h^{4} Q}\left(h Q A_{h}-R A_{\rho}\right)\right\},  \tag{4}\\
H_{23}= & H_{32}=\frac{1}{2}\left(R_{220}^{1}+R_{303}^{1}\right)=\frac{1}{2 \rho h^{4} Q}\left\{Q h N_{h}-R N_{\rho}\right. \\
& +N\left(\frac{R}{\rho}+R_{\rho}-\frac{h Q_{h}}{2}-6 Q-\frac{A_{\rho} N}{2 \rho h^{4}}\right) \\
& \left.+\frac{1}{\Delta^{2}}\left(A_{\rho \rho}-\frac{A_{\rho}}{\rho}-A_{\rho} \frac{\Delta_{\rho}}{\Delta}\right)\right\}, \tag{5}
\end{align*}
$$

where $N=R A_{\rho}-h Q A_{h}$.
It is obvious that in a static field $(A=0)$ the conditions

$$
\begin{equation*}
H_{a b}=0 \tag{6}
\end{equation*}
$$

are satisfied identically. It has been proven ${ }^{2}$ that even if the field is stationary $(A \neq 0)$ there exist solutions of the field equations compatible with (6).

We shall use only the condition

$$
\begin{equation*}
H_{11}=0, \tag{7}
\end{equation*}
$$

and the field equations I [Eq. (25)] and I [Eq. (26)] to derive these solutions. Later it will be shown that all the conditions (6) are satisfied.

Following I, we put

$$
\rho^{2}=\xi
$$

so (7) becomes

$$
\begin{equation*}
\left(1 / 2 \xi h^{4} \Delta\right)\left(h A_{h}-4 \xi A_{\xi}\right)=0 \tag{8}
\end{equation*}
$$

and can immediately be integrated to give

$$
\begin{equation*}
A=A(x), \quad x=\xi h^{4}, \tag{9}
\end{equation*}
$$

where $A(x)$ is an arbitrary function of $x$. The dependence of $A$ on the angular velocity $\Omega$ must be

$$
\begin{equation*}
A(x)=\Omega \cdot \tilde{A}(x) \tag{10}
\end{equation*}
$$

where the function $\widetilde{A}(x)$ may depend on $\Omega$ but is finite for $\Omega=0$.

Now by changing the independent variable $\xi$ to

$$
\begin{equation*}
\xi \rightarrow x=\xi h^{4} \tag{11}
\end{equation*}
$$

and noting that for any function $N(h, \xi)$

$$
\begin{aligned}
& N_{h}(h, \xi)=N_{h}(h, x)+(4 x / h) N_{x}(h, x) \\
& N_{\xi}(h, \xi)=h^{4} \cdot N_{x}(h, x)
\end{aligned}
$$

the field equation I [Eq. (26)] can be written ${ }^{3}$ as

$$
\begin{gather*}
h^{4}\left(A^{\prime \prime}+2 A^{\prime 3}\right) \cdot\left(-h P_{h}+P\right)+A^{\prime}\left(1-4 x A^{\prime 2}\right)\left(f-h f^{\prime} / 2\right) \\
-4 x f\left(A^{\prime \prime}+2 A^{\prime 3}\right)=0 \tag{12}
\end{gather*}
$$

where

$$
A^{\prime}=\frac{d A}{d x}, \quad A^{\prime \prime}=\frac{d^{2} A}{d x^{2}}, \quad f^{\prime}=\frac{d f}{d h}
$$

Two obvious solutions of (12) for any $P(h, x)$ can be easily excluded.
(i) $A^{\prime \prime}+2 A^{\prime 3}=0$ and $f-\frac{1}{2} h f^{\prime}=0$ because it gives as an equation of state $\mu+p=0$, which is physically unacceptable.
(ii) $1-4 x A^{\prime 2}=0$, which implies $A^{\prime \prime}+2 A^{\prime 3}=0$, because it gives $A=\sqrt{x}+$ const, which causes the denominators in I [Eq. (23')] and I [Eq. (24')] to vanish.

## Setting

$$
\begin{equation*}
g(x)=A^{\prime}\left(1-4 x A^{\prime 2}\right) /\left(A^{\prime \prime}+2 A^{\prime 3}\right)+4 x \tag{13}
\end{equation*}
$$

Eq. (12) can be written as

$$
\begin{equation*}
P_{h}-\frac{P}{h}=g(x) \frac{2 f-h f^{\prime}}{2 h^{5}}-\frac{4 x}{h^{5}}\left(2 f-\frac{h f^{\prime}}{2}\right) \tag{14}
\end{equation*}
$$

This last equation is a linear first-order differential equation for $P$ that can be integrated to give

$$
\begin{align*}
P(h, x)= & h T(x)+g(x) \\
& \times h \int \frac{2 f-h f^{\prime}}{2 h^{6}} d h-4 x h \int \frac{4 f-h f^{\prime}}{2 h^{6}} d h, \tag{15}
\end{align*}
$$

where $T(x)$ is an arbitrary function of $x$.
The function $P$ must take the value 1 on the axis (I [Eq. (29)]), i.e., $P(h, x=0)=1$. This regularity condition restricts the function $f(h)$, or equivalently the equation of state. We find that $f(h)$ must have the form

$$
\begin{equation*}
f=-\frac{3}{4} \kappa h^{2}+[1 / g(0)] h^{4}, \tag{16}
\end{equation*}
$$

where $g(0)=g(x=0)$ and $\kappa=$ const.
Using I [Eq. (12)], the equation of state is found to be

$$
\begin{equation*}
\mu=p+\frac{3}{2} \kappa / 8 \pi . \tag{17}
\end{equation*}
$$

Now (15) can be rewritten in the form

$$
\begin{equation*}
P(h, x)=[1 / g(0)] g(x)+h \Sigma(x)-\kappa x / h^{2} \tag{18}
\end{equation*}
$$

where $\Sigma(x)$ is an arbitrary function of $x$ subject to the condition $\Sigma(0)=0$.

Summarizing, the field equation I [Eq. (26)] has been satisfied with an equation of state given by (17) and functions $A$ and $P$ given by (9) and (18), respectively. We will examine now if there exists a choice of the functions $A(x)$ and $\Sigma(x)$ that will satisfy I [Eq. (25)]. Substituting the expressions found above for $f(h), A(x)$, and $P(h, x)$ in I [Eq. (25)] we obtain a polynomial of fifth degree with respect to $h$, with coefficients which are functions of $x$. It is found that three of these coefficients vanish identically while the other three will vanish if $A(x)$ and $\Sigma(x)$ satisfy the equations
$A^{\prime 2}\left(2 g g^{\prime}-4 g^{\prime} x+8 x-4 g\right)+g^{\prime \prime}(g-4 x)+g^{\prime}-2=0$,
$A^{\prime 2} \Sigma\left(3 g / 4 x-3-4 g^{\prime}\right)-\left(3 / 16 x^{2}\right) \Sigma(g-4 x)=0$,
$4 x \Sigma^{\prime}-\Sigma=0$,
where $g(x)$ is given by (13).

The choice $\Sigma(x)=0$ satisfies Eqs. (20) and (21) (see Ref. 4) and we are left with Eq. (19) for the determination of $A(x)$. Putting

$$
\begin{align*}
& u(x)=1 / A^{\prime 2}  \tag{22}\\
& G(x)=g(x)-2 x \tag{23}
\end{align*}
$$

and using (13) we have

$$
\begin{equation*}
g(x)=\left(2 u+8 x-4 x u^{\prime}\right) /\left(4-u^{\prime}\right) \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
G(x)=\left(2 u-2 x u^{\prime}\right) /\left(4-u^{\prime}\right) \tag{25}
\end{equation*}
$$

so that (19) becomes

$$
\begin{equation*}
(1 / u) 2 G G^{\prime}+G^{\prime \prime}(G-2 x)+G^{\prime}=0 \tag{26}
\end{equation*}
$$

Equation (26) [or equivalently Eq. (19)] is an ordinary differential equation of fourth order for the function $A(x)$, as can be seen from (25) and (22). The function $P(h, x)$ is given by (18) with $\Sigma=0$, i.e.,

$$
\begin{equation*}
P(h, x)=[1 / g(0)] g(x)-\kappa x / h^{2} \tag{27}
\end{equation*}
$$

## III. SOLUTIONS OF EQ. (26)

## A. Case (a): $G=$ const

When $G=$ const, Eq. (26) is an identity, and Eq. (25) implies that $u(x)$ must be a linear function of $x$, while from (22) and (10) we may write for $A(x)$

$$
\begin{equation*}
A(x)=\Omega a\left(\sqrt{1-b^{2} x}-1\right), \quad a, b=\mathrm{const} \tag{28}
\end{equation*}
$$

where the constants $a$ and $b$ are finite for $\Omega=0$.
From (24) and (27) we find the function $P(h, x)$ :

$$
\begin{equation*}
P(h, x)=1+b^{2} x\left(1+b^{2} a^{2} \Omega^{2}\right)-x \kappa / h^{2} \tag{29}
\end{equation*}
$$

Finally from I [Eq. (24')] and I [Eq. (23')] we obtain $Q(h, x)$ and $R(h, x)$ :

$$
\begin{align*}
& Q(h, x)=\left(h^{2} / 4\right)\left\{-\kappa+b^{2} h^{2}\left(2+b^{2} a^{2} \Omega^{2}\right)\right\}  \tag{30}\\
& \begin{aligned}
2 \rho R & =\left(x / h^{2}\right)\left\{-\kappa+b^{2} h^{2}\left(2+b^{2} a^{2} \Omega^{2}\right)\right\} \\
& =\left(4 x / h^{4}\right) Q
\end{aligned}
\end{align*}
$$

We observe that the function $P(h, x)$ has the form that corresponds to the spherically symmetric solution

$$
\begin{equation*}
P=1+x \cdot \pi(h) . \tag{32}
\end{equation*}
$$

Although the above stationary solution was derived by using the vanishing of only one component of the magnetic Weyl tensor [Eq. (7)] and the field equations, it is easily checked that all the conditions (6) are satisfied. So for this solution, the magnetic Weyl tensor vanishes. Also the acceleration and vorticity four-vectors are parallel. These fourvectors, in our coordinate system, are given by

$$
\begin{aligned}
a^{a} & =u_{; b}^{a} u^{b}=(1 / h)(0,0, Q,-R / h), \\
\omega^{a} & =(1 / 2 \sqrt{-g}) \epsilon^{a b c d} u_{b} u_{c ; d} \\
& =\left(1 / 2 \rho h^{3} \Delta\right)\left(0,0, A_{\rho},-A_{h}\right),
\end{aligned}
$$

and it is seen from (8) and (31) that $h Q A_{h}=R A_{\rho}$ so the acceleration and vorticity four-vectors are parallel. Because of the above properties this solution is Collins' case 2. The particular case in which there is no acceleration ( $\dot{u}_{2}=0=\dot{u}_{1}$ in Collins' notation) cannot be examined in our coordinate system because it implies $h=$ const.

Another property of this solution is that, even though stationary, the equipressure surfaces are spherical. To prove that, let us look for an axially symmetric surface in Euclidean three-space described (in cylindrical coordinates $R, z, \varphi$ ) by $z=z(R)$ such that the geometry on that surface (I [Eq. (6)])

$$
\begin{equation*}
d \sigma_{E}^{2}=\left\{1+\left(\frac{d z}{d R}\right)^{2}\right\} d R^{2}+R^{2} d \varphi^{2} \tag{33}
\end{equation*}
$$

is the same as that of the fluid's equipressure surfaces, $h=$ const (I [Eq. (5)]),

$$
\begin{equation*}
d \sigma^{2}=\rho^{2} h^{2} d \varphi^{2}+\Delta^{2} Q h^{2} d \rho^{2} \tag{34}
\end{equation*}
$$

From (33) and (34) we find

$$
\begin{align*}
& h \rho=R  \tag{35}\\
& \Delta^{2} Q-1=\left(\frac{d z}{d R}\right)^{2} \tag{36}
\end{align*}
$$

Using (29)-(31) and the definition of $\Delta^{2}=1 /\left(P Q-R^{2}\right)$, (36) is written

$$
\begin{equation*}
\left(\frac{d z}{d R}\right)^{2}=h^{2} b^{2} \frac{R^{2}}{1-h^{2} b^{2} R^{2}} \tag{37}
\end{equation*}
$$

The last equation can be integrated to give

$$
\begin{equation*}
Z= \pm \sqrt{1 / h^{2} b^{2}}-R^{2}+\mathrm{const} \tag{38}
\end{equation*}
$$

which is the equation of a sphere in the Euclidean threespace. Without loss of generality we may put const $=0$.

## B. Case (b): $G \neq$ const

When $G \neq$ const, we can partially integrate Eq. (26). In order to be able to find the static limit of this case it is convenient to write out explicitly the dependence of the various functions on the angular velocity $\Omega$. In the following we shall denote by a tilde (') every function finite for $\Omega=0$. By Eqs. (13) and (23) the functions $g(x)$ and $G(x)$ are finite for $\Omega=0$. From (22) we can write for $u(x)$

$$
\begin{equation*}
u=\left(1 / \Omega^{2}\right) \tilde{u} \tag{39}
\end{equation*}
$$

Defining the function $\tilde{\psi}(x)$ by

$$
\begin{equation*}
\tilde{u}=4 x \Omega^{2}+(2 x-G) \tilde{\psi} \tag{40}
\end{equation*}
$$

Eq. (25) gives

$$
\begin{equation*}
2 x \tilde{\psi}^{\prime}=(\tilde{\psi} G)^{\prime} \tag{41}
\end{equation*}
$$

The latter is solved formally if we put

$$
\begin{equation*}
\tilde{\psi}=\widetilde{L}^{\prime} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
G=2\left(x-\tilde{L} / \widetilde{L}^{\prime}\right) \tag{43}
\end{equation*}
$$

The function $\widetilde{L}(x)$ will be determined from (26). Substituting for $u$ and $G$ from (40) and (43) we find the following equation for $\widetilde{L}(x)$ :

$$
\begin{equation*}
\frac{d}{d x}\left\{\frac{x \widetilde{L}^{\prime \prime 2}}{\widetilde{L}^{\prime 4}} \cdot \Omega^{2}+\frac{1}{2} \frac{\widetilde{L} \widetilde{L}^{m 2}}{\widetilde{L}^{\prime 4}}\right\}=0 \tag{44}
\end{equation*}
$$

An integration of this equation gives

$$
\begin{equation*}
\left(\widetilde{L}^{\prime \prime 2} / \widetilde{L}^{\prime 4}\right)\left(\Omega^{2} x+\frac{1}{2} \widetilde{L}\right)=\widetilde{C}_{1}^{2}, \quad \widetilde{C}_{1}=\text { const. } \tag{45}
\end{equation*}
$$

Now from (40), (42), and (43) we have

$$
\begin{equation*}
\frac{1}{2} \widetilde{L}=\tilde{u} / 4-\Omega^{2} x \tag{46}
\end{equation*}
$$

so $(45)$ is written

$$
\begin{equation*}
\left(\tilde{u}^{\prime \prime} / 16\right) \cdot \sqrt{\tilde{u}}=\widetilde{C}_{1}\left(\tilde{u}^{\prime} / 4-\Omega^{2}\right)^{2} \tag{47}
\end{equation*}
$$

The last equation can be integrated to give

$$
\begin{align*}
& \ln \left|\Omega^{2}-\frac{\tilde{u}^{\prime}}{4}\right|+\frac{\Omega^{2}}{\Omega^{2}-\tilde{u}^{\prime} 4}=2 \widetilde{C}_{1} \sqrt{\tilde{u}}+\widetilde{C}_{2} \\
& \quad \widetilde{C}_{2}=\text { const. } \tag{48}
\end{align*}
$$

Equation (48) determines, in principle, the function $u(x)$ and consequently $A(x)$. When $\widetilde{C}_{1}=0$, this equation gives $\tilde{u}^{\prime}$ $=$ const, which leads to case (a). The function $P(h, x)$ is given by (27) and $Q$ and $R$ by

$$
\begin{align*}
& Q=\frac{h^{4}}{g(0)} \cdot\left\{1+2 \widetilde{C}_{1} \sqrt{\tilde{u}}-\frac{1}{2} \frac{\Omega^{2}}{\Omega^{2}-\tilde{u}^{\prime} / 4}\right\}-\frac{\kappa h^{2}}{4}  \tag{49}\\
& 2 \rho R=\frac{2 x}{g(0)}\left\{2+2 \widetilde{C}_{1} \sqrt{\tilde{u}}-\frac{\Omega^{2}}{\Omega^{2}-\tilde{u}^{\prime} / 4}\right\}-\frac{\kappa x}{h^{2}} \tag{50}
\end{align*}
$$

It is easily proved, using Eqs. (27) and (48)-(50) that the conditions (6) are satisfied, so for this solution the magnetic Weyl tensor vanishes. This is Collins' case 1. The particular case in which the acceleration is orthogonal to the vorticity vector ( $\dot{u}_{1}=0$ in Collins' notation) means that $(1 / \Delta) A_{\rho}=0$. Either $1 / \Delta=0$, which cannot be examined in our coordinate system, or $A_{\rho}=0$. The second possibility, together with (8), gives $A_{h}=0$ so the field is static. The main property of the above solution is that it does not reduce to the spherically symmetric solution when there is no rotation. In order that $P(h, x)$ have the form $P=1+x \cdot \pi(h)$ of the static spherically symmetric field, $\tilde{u}(x)$ has to be a linear function of $x$. But this is not the case, when $\widetilde{C}_{1} \neq 0$, as can be seen from (48).

An isolated rotating perfect fluid mass is expected to have an oblate spheroidal shape which becomes spherical in the limit of no rotation. Neither of the solutions found above satisfies this criterion and hence neither can represent an isolated rotating mass.
${ }^{1}$ S. Bonanos and D. Sklavenites, J. Math. Phys. 26, 2275 (1985).
${ }^{2}$ C. B. Collins, J. Math. Phys. 25, 995 (1984).
${ }^{3}$ We use the field equations I [Eq. (25)] and I [Eq. (26)] putting $z=h^{2}$.
${ }^{4}$ The solution $\Sigma(x)=c \cdot x^{1 / 4}, c=$ const, of Eq. (21) is not compatible with Eqs. (19) and (20).
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#### Abstract

An example of the equivalence between a perfect fluid and a viscous fluid is presented, showing that the Schwarzschild interior solution obtained from a perfect fluid can also be derived from a viscous fluid with heat conduction. The equivalence between a scalar field and a viscous fluid is investigated, showing that under certain circumstances, both can generate, from Einstein's equations, the same space-time geometry. Some examples are presented and, in particular, it is shown that every plane-symmetric solution deduced from a scalar field can also be derived from a viscous fluid.


## I. INTRODUCTION

Recently attention has been devoted to the problem of obtaining the same space-time geometry from different stress-energy tensors. As is well known, a metric tensor does not lead to a unique stress-energy tensor. It has been shown in several examples that, under certain conditions, an exact solution of Einstein's field equations can be interpreted as due to different material distributions satisfying the energy conditions. Tupper ${ }^{1,2}$ and Raychaudhuri and Saha ${ }^{3,4}$ found conditions for the equivalence between a perfect fluid and a viscous magnetohydrodynamic fluid with heat conduction, both leading to the same metric tensor and therefore the same space-time geometry.

Interesting cases arise when these ideas are applied to a number of important exact solutions to give them an alternative interpretation. For example, Coley and Tupper ${ }^{5}$ showed that the zero-curvature Friedmann-Robertson-Walker (FRW) cosmological model can be deduced from a viscous fluid. On the other hand, there is an interest in viscous fluids as suitable models to describe, for example, the interior of a star in certain density ranges. ${ }^{6,7}$ Also, in cosmology the effect of the viscosity has been taken into account by Belinskii et $a l .{ }^{8}$

However, exact solutions for viscous fluids are difficult to find in the usual way. Therefore, the dual interpretation of known metrics can be seen as a useful tool either to better understand the effect of the viscosity or to obtain exact solutions for viscous fluid sources.

In this paper we first apply the results obtained by Tupper ${ }^{1,2}$ and Coley and Tupper ${ }^{5}$ to the Schwarzschild interior solution, so that it may be interpreted as due to a viscous fluid with heat conduction.

In the second part of the paper we investigate the analogy between a scalar field and a viscous fluid. Tabensky and Taub ${ }^{9}$ considered the analogy between a scalar field and an irrotational stiff matter perfect fluid. However, such an analogy works only when the gradient of the scalar field (which is proportional to the velocity of the equivalent fluid) is timelike. Such a restriction upon the gradient of the scalar field is avoided when one considers a viscous fluid with heat conduction.

We illustrate these results with two examples; the first one concerns the plane-symmetric solutions which can be derived from a scalar field, as in the Tabensky and Taub
paper, and we show that in this case the analogy is always possible, i.e., every plane-symmetric solution (derived from a scalar field) is equivalent to a viscous fluid. In the second example we study the scalar field solutions given by Tupper ${ }^{10}$; these solutions are static and spherically symmetric ones and they reproduce the same predictions as the Schwarzschild exterior solution with respect to the tests of general relativity (the three classical tests and the radar reflection experiment).

## II. SCHWARZSCHILD INTERIOR SOLUTION

In this section we summarize the results obtained by Tupper, ${ }^{1,2}$ particularized to a perfect fluid and a viscous fluid with heat conduction, and we apply them to the Schwarzschild interior solution.

The stress-energy tensor of a perfect fluid is given by

$$
\begin{equation*}
T_{a b}=(p+\rho) v_{a} v_{b}+p g_{a b} \tag{1}
\end{equation*}
$$

where $v^{a} v_{a}=-1$. The stress-energy tensor for a viscous fluid with heat conduction is ${ }^{11,12}$

$$
\begin{equation*}
\hat{T}_{a b}=(\hat{\rho}+\hat{p}) u_{a} u_{b}+\hat{p} g_{a b}-2 \eta \sigma_{a b}+2 q_{(a} u_{b)} \tag{2}
\end{equation*}
$$

where $u^{a} u_{a}=-1, q^{a}$ is the heat conduction vector, which is orthogonal to the velocity field ( $q^{a} u_{a}=0$ ), $\eta$ is the shear viscosity ( $\eta>0$ ), and $\sigma_{a b}$ is the shear tensor ${ }^{11}$ satisfying

$$
\begin{equation*}
g^{a b} \sigma_{a b}=\sigma_{a b} u^{b}=0 \tag{3}
\end{equation*}
$$

The equivalence between both fluids, in the sense that both generate the same geometry, implies the equality between their respective stress-energy tensors; so, by equating (1) and (2), the following results are obtained (a detailed discussion is given in Tupper, Refs. 1 and 2):

$$
\begin{align*}
& \hat{\rho}=\alpha^{2}(p+\rho)-p, \quad \hat{p}=\frac{1}{3}(\hat{\rho}-\rho)+p, \\
& q_{a}=\alpha(p+\rho)\left(v_{a}-\alpha u_{a}\right), \\
& -2 \eta \sigma_{a b}=(p+\rho) v_{a} v_{b}-(\hat{p}+\hat{\rho}) u_{a} u_{b}  \tag{4}\\
& \quad+(p-\hat{p}) g_{a b}-2 q_{(a} u_{b)}, \\
& \alpha \equiv-v^{a} u_{a} .
\end{align*}
$$

The vector $u^{a}$ is obtained from the differential equation resulting from the substitution of the definition of the shear tensor ${ }^{11}$ into (4):
$u_{(a ; b)}+\stackrel{\circ}{u}_{(a} u_{b)}-(\theta / 3)\left(g_{a b}+u_{a} u_{b}\right)$

$$
\begin{align*}
& -[(p+\rho) / 6 \eta]\left[\left(\alpha^{2}-1\right) g_{a b}-\left(2 \alpha^{2}+1\right) u_{a} u_{b}\right] \\
= & {[(p+\rho) / 2 \eta]\left[2 \alpha u_{(a} v_{b)}-v_{a} v_{b}\right] . } \tag{5}
\end{align*}
$$

Let us now apply these results to the particular case of the Schwarzschild interior solution, which is a static and spherically symmetric perfect fluid solution ${ }^{13}$

$$
\begin{align*}
d s^{2}= & -\left(a-b \sqrt{1-\frac{r^{2}}{R^{2}}}\right)^{2} d t^{2}+\frac{d r^{2}}{1-r^{2} / R^{2}} \\
& +r^{2} d \Omega^{2} \tag{6}
\end{align*}
$$

$a$ and $b$ being constants whose value is taken to match with the Schwarzschild exterior solution onto a surface $r=r_{0}$ ( $2 a=3 \sqrt{1-r_{0}^{2} / R^{2}}, b=\frac{1}{2}$ ). The perfect fluid corresponding to this solution is characterized by

$$
\begin{align*}
& \rho=3 / R^{2}=\text { const }, \quad p=\frac{3 b \sqrt{1-r^{2} / R^{2}}-a}{R^{2}\left(a-b \sqrt{1-r^{2} / R^{2}}\right)}, \\
& v^{a}=\left(\left[a-b \sqrt{1-r^{2} / R^{2}}\right]^{-1}, 0,0,0\right) . \tag{7}
\end{align*}
$$

From the definition of $\alpha$ and the requirement of spherical symmetry, we have

$$
\begin{equation*}
u_{a}=\left(-\alpha g_{00}^{1 / 2}, \sqrt{\alpha^{2}-1} g_{11}, 0,0\right) \tag{8}
\end{equation*}
$$

Equations (4) read in this case

$$
\begin{align*}
\hat{\rho}= & R^{-2}\left(a-b \sqrt{1-r^{2} / R^{2}}\right)^{-1}\left[a(1+2 \alpha)^{2}\right. \\
& \left.-3 b \sqrt{1-r^{2} / R^{2}}\right], \\
\hat{p}= & \frac{1}{3} R^{-2}\left(a-b \sqrt{1-r^{2} / R^{2}}\right)^{-1}\left[a\left(2 \alpha^{2}-5\right)\right. \\
& \left.+9 b \sqrt{1-r^{2} / R^{2}}\right],  \tag{9}\\
q_{a}= & -\alpha(p+\rho)\left(\left(\alpha^{2}-1\right) g_{o 0}^{1 / 2}, \alpha \sqrt{\alpha^{2}-1} g_{11}^{1 / 2}, 0,0\right),
\end{align*}
$$

and (5) becomes a differential equation for $\alpha$
$\alpha \alpha^{\prime}=-(1 / 2 \eta) e^{\lambda}(p+\rho)\left(\alpha^{2}-1\right)^{3 / 2}+\left(\alpha^{2}-1\right)\left(1 / r-v^{\prime}\right)$.

To integrate (10) we suppose that $\eta$ remains constant when $r<r_{0}$ and $\eta=0$ for $r \geqslant r_{0}$. This leads to

$$
\begin{equation*}
\alpha^{2}=1+b^{2} \eta^{2} R^{2} \frac{r^{2}}{\left[C b \eta\left(a R-b \sqrt{R^{2}-r^{2}}\right)-a R\right]^{2}} \tag{11}
\end{equation*}
$$

$C=$ const.
So we have completely determined a viscous fluid (with constant shear viscosity) which generates the same metric tensor as the perfect fluid (7). Taking into account the above value for the constants $a$ and $b$ we obtain

$$
\begin{equation*}
\hat{p}\left(r_{0}\right)=q^{a}\left(r_{0}\right)=\sigma_{a b}\left(r_{0}\right)=0, \quad u_{a}\left(r_{0}\right)=v_{a} . \tag{12}
\end{equation*}
$$

Therefore, the solution (6) regarded as due to the viscous fluid can also match with the Schwarzschild exterior solution. Note that at the origin $(r=0)$ both fluids coincide and are regular (there are no singularities).

## III. EQUIVALENCE BETWEEN A SCALAR FIELD AND A VISCOUS FLUID

In this section we investigate the equivalence between a scalar field and a viscous fluid. The stress-energy tensor corresponding to a scalar field $\phi$ is given by

$$
\begin{equation*}
T_{a b}=\phi_{a} \phi_{b}-\frac{1}{2} \phi^{c} \phi_{c} g_{a b}, \tag{13}
\end{equation*}
$$

where $\phi_{a}$ stands for the gradient of $\phi$, and satisfies

$$
\begin{equation*}
\phi_{; a}^{a}=0, \tag{14}
\end{equation*}
$$

as a consequence of the conservation law $T_{; b}^{a b}=0$.
Tabensky and Taub ${ }^{9}$ showed that (13) is equivalent to a stiff matter perfect fluid, the velocity of the perfect fluid being proportional to $\phi_{a}$. This equivalence is only valid if $\phi^{a} \phi_{a}<0$.

As in the previous section, equivalence between (13) and the viscous fluid (2) implies

$$
\begin{align*}
& \begin{array}{l}
\phi_{a} \phi_{b}-\frac{1}{2} \phi^{c} \phi_{c} g_{a b}=(p+\rho) u_{a} u_{b}+p g_{a b}-2 \eta \sigma_{a b} \\
\\
\quad+2 q_{(a} u_{b)} . \\
\text { Contracting (15) with } g^{a b}, u^{a} u^{b}, \text { and } u^{a} q^{b}, \text { we get } \\
3 p-\rho=-\phi^{a} \phi_{a}, \quad \rho=\dot{\phi}^{2}+\frac{1}{2} \phi^{a} \phi_{a}, \\
q^{a} \phi_{a}=-Q^{2} / \stackrel{\circ}{\phi},
\end{array}
\end{align*}
$$

where $\mathrm{Q}^{2}=q^{a} q_{a} ; \dot{\phi}=\phi^{a} u_{a}$ and we have assumed $\dot{\phi} \neq 0$. Next, $\dot{\phi}$ can be obtained by contracting (15) with $\phi^{a} u^{b}$

$$
\begin{equation*}
\dot{\phi}^{2}=\frac{1}{2}\left\{-\phi^{a} \phi_{a}+\sqrt{\left(\phi^{a} \phi_{a}\right)^{2}+4 Q^{2}}\right\}, \tag{17}
\end{equation*}
$$

where the positive sign for the square root has been taken to keep $\rho$ positive.

From expressions (16) and (17) and after a straightforward calculation we obtain

$$
\begin{align*}
& \rho=\sqrt{\left(\phi^{a} \phi_{a}\right)^{2}+4 Q^{2}}  \tag{18}\\
& p=\frac{1}{3}\left(\rho-\phi^{a} \phi_{a}\right)  \tag{19}\\
& q_{a}=-\dot{\phi}\left(\phi_{a}+\dot{\phi} u_{a}\right) . \tag{20}
\end{align*}
$$

After substituting (18)-(20) into (13), we have

$$
\begin{align*}
2 \eta \sigma_{a b}= & \frac{1}{3}\left[\dot{\phi}^{2}+\phi^{a} \phi_{a}\right]\left(g_{a b}+u_{a} u_{b}\right) \\
& -\dot{\phi}^{2} u_{a} u_{b}-2 \dot{\phi} \phi_{(a} u_{b)}-\phi_{a} \phi_{b} \tag{21}
\end{align*}
$$

This last expression constitutes a differential equation for the components of the velocity field $u_{a}$. Therefore, once it has been integrated, the viscous fluid equivalent to the scalar field is completely determined.

Depending on the character of $\phi_{a}$ (timelike, spacelike, or null) the pressure will vary continuously from values $p>\frac{1}{3} \rho$ in the case $\phi^{a} \phi_{a}<0$ to values $p<\frac{1}{3} \rho$ when $\phi^{a} \phi_{a}>0$, with $p=\frac{1}{3} \rho$ in the case $\phi^{a} \phi_{a}=0$, as it can be easily seen from (19).

Note that now, conversely to the Tabensky and Taub results, the character of $\phi_{a}$ does not impose any other restriction, because from (20) it follows that $u^{a} u_{a}=-1$ is identically satisfied whatever the character of $\phi_{a}$.

In the case $\phi^{a} \phi_{a}=0$ we can see moreover that the vector $u^{a}+q^{a}$ (where $q^{a}$ stands for the space-like unit vector in the $q^{a}$ direction) is lightlike and orthogonal to $\phi^{a}$.

From (21) it is easy to see that $q^{a}$ is an eigenvector of $\sigma_{a b}$ with eigenvalue $-Q^{2} / 3 \eta \dot{\phi}^{2}$.

In the special case in which $q^{a}=0$ we can distinguish two different situations: in the case $\phi^{a} u_{a} \neq 0,2 \eta \sigma_{a b}=0$ and we trivially reproduce the Tabensky and Taub results. ${ }^{9}$ The other case $\phi^{a} u_{a}=0$ leads to $p=-\frac{1}{3} \rho$, namely, negative pressure, which seems to be an unphysical situation.

If we set $\phi^{a} u_{a}=0$ in the general case $q^{a} \neq 0$, we obtain immediately $q^{a}=0$ and the consequent results given above.

We have shown how we can determine a viscous fluid generating the same solution as a scalar field. Note that field equations can be written simply as $R_{a b}=\phi_{a} \phi_{b}$ in the case of a scalar field; these equations can be easily integrated in some cases (e.g., for plane-symmetric solutions, ${ }^{9}$ Tabensky and Taub formulated the Cauchy problem for the field equations by using a Riemann-Volterra representation). Then, taking into account all that was stated above, exact solutions for viscous fluid sources can be obtained in a more simple way; in this sense the scalar field could be seen as an intermediate to obtain solutions for more complex stress-energy tensors.

To illustrate the above results we apply them to two solutions corresponding to a scalar field.
(a) The first is the general plane-symmetric solution for a scalar field ${ }^{9}$

$$
\begin{equation*}
d s^{2}=\left(e^{\Omega} / \sqrt{t}\right)\left(-d t^{2}+d z^{2}\right)+t\left(d x^{2}+d y^{2}\right) \tag{22}
\end{equation*}
$$

where the scalar field satisfies

$$
\begin{equation*}
\phi_{z z}=\phi_{t t}+t^{-1} \phi_{t} \tag{23}
\end{equation*}
$$

and the derivatives of $\Omega$ are related to those of $\phi$ by

$$
\begin{equation*}
\Omega_{t}=t\left(\phi_{t}^{2}+\phi_{z}^{2}\right), \quad \Omega_{z}=2 t \phi_{t} \phi_{z} \tag{24}
\end{equation*}
$$

Our purpose is to show that every plane-symmetric solution of type (22) can always be derived from a viscous fluid source. To do this, we start from (21) by calculating the components of the shear tensor according to this expression and equating them to those calculated from the definition ${ }^{11}$ of the shear tensor.

The requirement of plane symmetry applied to the fluid imposes $u_{x}=u_{y}=0$. So Eq. (21) leads only to one differential equation

$$
\begin{align*}
& u_{z}^{2}\left(u_{t, t}-\frac{1}{2} t^{-1} u_{t}\right)-u_{t, z} u_{t} u_{z}-(1 / 2 \eta)\left(e^{\Omega} \sqrt{t}\right) \\
& \quad \times\left[\phi_{t}+\sqrt{t} e^{-\Omega} u_{t}\left(\phi_{z} u_{z}-\phi_{t} u_{t}\right)\right]^{2} \\
& =-\left(e^{\Omega} \sqrt{t}\right) t \phi_{t} \phi_{z} u_{z} \tag{25}
\end{align*}
$$

The normalization condition for the velocity field reads

$$
\begin{equation*}
u_{z}^{2}-u_{t}^{2}=-e^{\Omega} / \sqrt{t} \tag{26}
\end{equation*}
$$

We take
$u_{t}=\left(e^{\Omega} / \sqrt{t}\right)^{1 / 2} \cosh \theta, \quad u_{z}=\left(e^{\Omega} / \sqrt{t}\right)^{1 / 2} \sinh \theta$.
Substituting (27) in (25) we obtain

$$
\begin{align*}
& \left(e^{\Omega} / \sqrt{t}\right)^{1 / 2}\left\{\left(\Omega_{t}-\frac{3}{2} t^{-1}-2 \theta_{z}\right) \cosh \theta+\left(2 \theta_{t}-\Omega_{z}\right) \sinh \theta\right\} \\
& \quad=\eta^{-1}\left(\phi_{z} \cosh \theta-\phi_{t} \sinh \theta\right)^{2} \tag{28}
\end{align*}
$$

Equation (28) constitutes a quasilinear partial differential equation. ${ }^{14}$ Therefore every plane-symmetric solution obtained from a scalar field $\phi$ can also be derived from a viscous fluid.

As an example illustrating this general case, let us consider the scalar field $\phi=a z$, which generates the line element ${ }^{9}$

$$
\begin{equation*}
d s^{2}=\left(e^{a^{2} t^{2} / 2} / \sqrt{t}\right)\left(-d t^{2}+d z^{2}\right)+t\left(d x^{2}+d y^{2}\right) \tag{29}
\end{equation*}
$$

Equation (25) can be easily integrated, assuming $\eta$ constant, to give

$$
\begin{align*}
& u_{t}=2 \eta \sqrt{t} e^{a^{2} t^{2} / 2} \\
& u_{z}=e^{a^{2} t^{2} / 4}\left(4 \eta^{2} t e^{a^{2^{2}} t^{2} / 2}-1 / \sqrt{t}\right)^{1 / 2} \tag{30}
\end{align*}
$$

The other magnitudes characterizing the viscous fluid are easily calculated from Eqs. (18)-(20)

$$
\begin{align*}
& q_{t}=-2 \eta a^{2} t\left[-1+2 \eta t^{3 / 2} e^{a^{2} t^{2} / 2}\right], \\
& q_{z}=-4 \eta^{2} a^{2} t^{2}\left[4 \eta^{2} e^{a^{2} t^{2}}-(1 / \sqrt{t}) e^{a^{2} t^{2} / 2}\right]^{1 / 2}, \\
& \rho=a^{2}\left\{16 \eta^{2} t^{3}\left(4 \eta^{2} t-e^{-a^{2} t^{2} / 2} / \sqrt{t}\right)+t e^{-a^{2} t^{2}}\right\}^{1 / 2},  \tag{31}\\
& p=\frac{1}{}\left(\rho-a^{2} \sqrt{t} e^{-a^{2} t^{2} / 2}\right) .
\end{align*}
$$

(b) Let us now study other solutions corresponding to a scalar field which have the interesting property of reproducing the tests of general relativity. ${ }^{10}$ These solutions correspond to a static spherically symmetric asymptotically flat space-time with line element

$$
\begin{equation*}
d s^{2}=-e^{2 ห(r)} d t^{2}+e^{2 \mu(r)}\left(d r^{2}+r^{2} d \Omega^{2}\right) \tag{32}
\end{equation*}
$$

In order to satisfy the tests of general relativity, two solutions have been given.
(i) $\exp 2 \mu=(1+M / r)^{2+m / M}(1-M / r)^{2-m / M}$,

$$
\begin{equation*}
\exp 2 v=(1-M / r)^{m / M}(1+M / r)^{-m / M} \tag{33}
\end{equation*}
$$

which corresponds to the scalar field

$$
\begin{equation*}
\phi=(h m / 2 M) \ln [(1-M / r) /(1+M / r)] \tag{34}
\end{equation*}
$$

where $h, m$, and $M$ are constants. In this case the differential equation for the velocity field (21) is written

$$
\begin{align*}
u_{r, r} & +\frac{h^{2}}{2 \eta} \frac{m^{2} r^{4}}{\left(r^{2}-M^{2}\right)^{4}}\left(\frac{r-M}{r+M}\right)^{m / M} u_{r}^{2}+\frac{h^{2}}{2 \eta} \frac{m^{2}}{\left(r^{2}-M^{2}\right)^{2}} \\
& -\left[\left(r^{2}+M^{2}-3 m r^{2}\right) / r\left(r^{2}-M^{2}\right)\right] u_{r}=0 \tag{35}
\end{align*}
$$

This equation always has a solution for every $r$ different from $r=0$ and $r=M$ (provided $\eta \neq 0$ ).
(ii) $\exp 2 \mu=\exp (2 m / r)$,

$$
\begin{equation*}
\exp 2 v=\exp -(2 m / r) \tag{36}
\end{equation*}
$$

which corresponds to the scalar field

$$
\begin{equation*}
\psi=-h m / r \tag{37}
\end{equation*}
$$

In this case the differential equation for the velocity field is
$u_{r, r}+\frac{h^{2} m^{2}}{2 \eta r^{4}}\left(1+e^{-2 m / r} u_{r}^{2}\right)-\left(\frac{1}{r}-\frac{3 m}{r^{2}}\right) u_{r}=0$.
As in Eq. (35), this equation always has a solution, except in $r=0$.
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#### Abstract

Methods from the author's previous work and the classes of solutions which they produce are extended to the wave equations which govern the massive scalar field and the massless spin- $\frac{1}{2}$ field on the Kerr-Newman geometry and the massless fields of spin 1 and 2 on the Kerr geometry. The solutions found are exact and expressed in simple closed forms in terms of elementary functions, but they only exist when appropriate constraints hold on some of the black hole parameters and on the frequency of the field in some cases. The behavior on the horizon, at null infinity, and with respect to the angular variables is analyzed for some example solutions. For the examples studied, it is found that the ones having radial behavior of a normal mode are not free of angular singularities. An exact relation is established between the scalar wave equation on the extreme Kerr-Newman geometry and the Whittaker-Hill equation.


## I. INTRODUCTION

In a previous paper ${ }^{1}$ (hereafter denoted by I) the radial differential equations which govern fields on the Schwarzschild, Reissner-Nordström, and extreme Kerr black hole background geometries were examined with a view to finding exact solutions which may be written explicitly in terms of elementary functions in closed form. Several classes of simple closed-form solutions for the massless spin-zero field were displayed in detail. With a time dependence of $\exp (-i \omega t)$ for the field, these special solutions were found to exist for countably infinite sets of particular values among some of the quantities $\omega$, mass $M$ of the black hole, charge $e$, angular momentum $a$, and separation constant $\lambda$ (for the angular differential equation resulting from separation of variables). For the extreme Reissner-Nordström and extreme Kerr geometries the special solutions discussed in I have singular angular dependence of the field, while some solutions on nonextreme Reissner-Nordström have nonsingular angular dependence.

In this paper the methods of I will be used to find closedform solutions in situations more general than those of $I$. One generalization will be to a massive spin-0 field on the Kerr-Newman ${ }^{2}$ background geometry, and a second generalization will be to fields with nonzero spin: spin $\frac{1}{2}$ on the Kerr-Newman geometry, and spin 1 and 2 on the Kerr geometry. We will also include a test electromagnetic field as part of the background in the spin-0 and spin- $\frac{1}{2}$ cases.

Our analysis will incidentally provide some of the proofs omitted in I.

The Kerr-Newman metric in Boyer-Lindquist coordinates is given by

$$
\begin{align*}
d s^{2}= & {\left[1-\left(2 M r-e^{2}\right) / \Sigma\right] d t^{2}-\left(\Sigma^{2} / \Delta\right) d r^{2}-\Sigma d \theta^{2} } \\
& -\left[r^{2}+a^{2}+a^{2} \sin ^{2} \theta\left(2 M r-e^{2}\right) / \Sigma\right] \sin ^{2} \theta d \phi^{2} \\
& +\left[2\left(2 M r-e^{2}\right) a \sin ^{2} \theta / \Sigma\right] d \phi d t, \tag{1}
\end{align*}
$$

where $\Delta \equiv r^{2}-2 M r+a^{2}+e^{2}$ and $\Sigma \equiv r^{2}+a^{2} \cos ^{2} \theta$. We restrict ourselves to physical values of the black hole parameters, namely real values satisfying $M^{2} \geqslant a^{2}+e^{2}, M>0$.

Inclusion of a test electromagnetic field means that the covariant derivative $\nabla_{v}$ with respect to (1) is replaced by
$\nabla_{v}+i Q \mathscr{A}$ in the construction of covariant wave equations; here $Q$ is the charge of the test field and the electromagnetic one-form is given by

$$
\begin{equation*}
\mathscr{A}=(e r / \Sigma)\left(d t-a \sin ^{2} \theta d \phi\right) \tag{2}
\end{equation*}
$$

In Sec. II we list the radial differential equations which are considered in this paper, namely the spin-0 and spin $-\frac{1}{2}$ fields on the Kerr-Newman geometry and the spin-1 and spin- 2 fields on the Kerr geometry. Both extreme and nonextreme geometries and all subclasses $a e=0$ are included. All fields considered are separable, so field components may be expressed as $f(r) S(\theta) \exp (-i \omega t+i m \phi)$. The following constant parameters occur in the field equations of Sec. II: $M, e$, $a, Q, \omega, m$, the mass $\mu$ of the field, and $\lambda$. We require $\mu^{2}>0$, $m$ an integer for integer spin, and $m$ a half-odd integer for $\operatorname{spin} \frac{1}{2}$.

In order to avoid proliferating special cases we shall require $\omega \neq 0$ and thus not consider static fields. Static fields could be easily found by the methods of this paper, if desired, but in most, or maybe all, cases they are already known.

All of the differential equations on black hole geometries which we consider have the property that they take the form

$$
\begin{equation*}
\psi_{x x}+A \psi=0 \tag{3}
\end{equation*}
$$

where $A$ is a fourth-degree polynomial in $r$, and $x$ is a coordinate defined by $d x=\delta d r / \Delta, \delta=$ const. [In some cases a factor transformation on the radial field is used in addition to achieve (3).] In terms of $x, A$ is a fourth-degree polynomial in $\operatorname{coth} x$ in the exterior of nonextreme geometries ( $\operatorname{coth} x$ becomes $\tanh x$ in the interior), and it is a fourth-degree polynomial in $1 / x$ on extreme black hole geometries. The constant coefficients in $A$ are different functions of ( $M, e, a, Q, \omega, m, \mu, \lambda$ ) in the various field equations of Sec. II.

The methods used here and in I for obtaining closedform solutions make use of the property (3), and the solutions exist for infinite classes of special values of the coefficients in $A$, and so for special values of some (but not all) of the parameters ( $M, e, a, Q, \omega, m, \mu, \lambda$ ).

The extreme geometries ( $M^{2}=a^{2}+e^{2}$ and subclasses $M^{2}=a^{2}$ and $M^{2}=e^{2}$ ) are dealt with in Sec. III. There it is shown that the field equations considered in this paper when
taken on extreme geometries can, with restrictions on parameters in some cases, be further transformed from (3) to a standard equation of mathematical physics, namely the Whittaker-Hill equation. In particular it is shown that on the extreme Kerr-Newman geometry the massless scalar field (with no restrictions on parameters) is governed by the Whittaker-Hill equation, thus the known properties of Whittaker functions can be used to analyze the massless scalar field. This fact was shown in I for the cases $M^{2}=a^{2}$ and $M^{2}=e^{2}$. In order to obtain closed-form solutions we make use of special solutions to the Whittaker-Hill equation which exist for classes of special values of the constants in the equation and which can be obtained from finite trigonometric series known in the theory of the Whittaker-Hill equation. The special classes of Whittaker-Hill constants, their relation to ( $M, e, a, Q, \omega, m, \mu, \lambda$ ), and the corresponding solutions are given in Sec. III. This method for extreme geometries yields no solutions in the case of spins 1 and 2.

For nonextreme geometries the quantity $A$ in (3) has the form

$$
\begin{equation*}
A=A_{0}+A_{1} y+A_{2} y^{2}+A_{3} y^{3}+A_{4} y^{4}, \tag{4}
\end{equation*}
$$

where the coefficients $A_{i}, i=0,1,2,3,4$, are constant, and $y$ is $\operatorname{coth} x$ or $\tanh x$. In Sec. IV a method for obtaining closedform solutions to (3) with $A$ given by (4) is described and conditions sufficient for the applicability of the method are derived. By the method, a solution $\psi$ is explicitly determined as a simple function of $y$ from (42) when all $A_{i}$ are specified, plus, for any non-negative integer $n, n+4$ additional parameters $\left[\alpha, \beta, \gamma\right.$, and $n+1$ coefficients $a_{i}$ of a polynomial of degree $n$ in $(y+1)]$ are also known. The method gives a simple way in which these additional parameters may always be determined from the $A_{i}$; however, the determination puts restrictions on the specification of the $A_{i}$ and thus on the parameters ( $M, e, a_{j}, Q, \omega, m, \mu, \lambda$ ). For nonextreme exterior geometries, $r$ is linear in $\operatorname{coth} x$, and so the method determines, for each radial field, simple solutions $\psi(r)$ which are given explicitly by (62) as a function of $r$ and of whichever of the parameters ( $M, e, a, Q, \omega, m, \mu, \lambda$ ) occur in the field equation.

In Sec. V the method of Sec. IV is applied to the field equations listed in Sec. II, the allowed classes of black hole parameter values are thus found, and thus the corresponding closed-form solutions. For all spins, it turns out that at each fixed $n$ there are infinite classes of allowed parameters. The domain of these solutions, and those of Sec. III, may be taken to be the region exterior to the horizon of the black hole, but it may alternatively be taken to be the interior region.

In Sec. VI some properties of particular example solutions are discussed. Among the examples are the following. There is a massless scalar field (and also a spin- $\frac{1}{2}$ field) on the Kerr-Newman geometry which behaves radially as a normal mode but is angularly singular. Another such scalar field [given by ( 98 )] fails to be a normal mode for the opposite reason-it is angularly nonsingular but its radial dependence is not that of a normal mode. This field has finite null data on past null infinity and on the past horizon but blows up on the future horizon. The existence of an exact solution with this behavior shows that in order to obtain a finite field
from past data there must be conditions on the data in addition to finiteness. That the data be bounded as the retarded time on the past horizon increases to infinity would be sufficient to exclude this solution. On the extreme Kerr-Newman geometry there is a nonstatic massive field [given by (96)] which is angularly nonsingular and has the same behavior at null infinity and on the horizons as does a static massless field.

All examples in Sec. VI fail to be exact normal modes either in their radial behavior or their angular behavior. However, for $n>0$ and $|a \omega|$ not small some of the solutions (27) or (62) may be normal modes, or may be exact illustrations of other interesting kinds of solutions which have been shown or suggested to exist for fields on black hole background geometries. We do not pursue an investigation of those possibilities here.

## II. THE DIFFERENTIAL EQUATIONS

## A. Massive spin-0 field on a Kerr-Newman background geometry

A spin-0 field $\Psi$ of mass $\mu$ on the background (1) satisfies

$$
\begin{equation*}
\left(\nabla^{v}+i Q \mathscr{A}^{v}\right)\left(\nabla_{v}+i Q \mathscr{A}_{v}\right) \Psi+\mu^{2} \Psi=0 \tag{5}
\end{equation*}
$$

This equation is separable, $\Psi=\psi(r) S(\theta) \exp (-i \omega t+i m \phi)$, and the resulting radial equation is (subscripts $r, x$, and $x^{\prime}$ will denote differentiation)

$$
\begin{equation*}
\Delta\left(\Delta \psi_{r}\right)_{r}+\epsilon^{2} M^{2} A \psi=0 \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
& \epsilon \equiv \sqrt{M^{2}-}-a^{2}-e^{2}  \tag{7}\\
& \epsilon^{2} M^{2} A=- \\
&-\left\{r^{4}\left(\mu^{2}-\omega^{2}\right)+r^{3}\left(-2 M \mu^{2}+2 e Q \omega\right)\right. \\
&+r^{2}\left[\mu^{2}\left(a^{2}+e^{2}\right)+\lambda-a^{2} \omega^{2}-e^{2} Q^{2}\right] \\
&+r\left[-2 M \lambda-2 M a^{2} \omega^{2}+4 M a m \omega\right. \\
&\left.+2 a^{2} \omega e Q-2 a m e Q\right]  \tag{8}\\
&\left.+\lambda\left(a^{2}+e^{2}\right)+a \omega e^{2}(a \omega-2 m)-a^{2} m^{2}\right\} .
\end{align*}
$$

The separation constant $\lambda$ appears also in the angular differential equation for $S(\theta)$.

## B. Spin- $\frac{1}{2}$ field on a Kerr-Newman background geometry

A field of spin $\frac{1}{2}$ satisfies the covariant Dirac equation and this equation has been shown to be separable ${ }^{3-5}$ on the background (1). Both components of the radial field can be obtained from a single function $R(r)$ which satisfies a secondorder differential equation. We use the equation given by Page, ${ }^{4}$ which may be written

$$
\begin{align*}
& \sqrt{\Delta}\left(\sqrt{\Delta} R_{r}\right)_{r}-\frac{i \mu \Delta}{b+i \mu r} R_{r}+\left\{\frac{K^{2}+i(r-M) K}{\Delta}-2 i \omega r\right. \\
& \left.\quad+i e Q-\frac{\mu K}{b+i \mu r}-\mu^{2} r^{2}-b^{2}\right\} R=0 \tag{9}
\end{align*}
$$

where $\quad K \equiv\left(r^{2}+a^{2}\right) \omega-e Q r-a m \quad$ and $\quad b^{2}=\lambda$ $+a^{2} \omega^{2}-2 a m \omega$.

## C. Fields of spin 1 and 2 on Kerr and ReissnerNordstrom geometries

The physically interesting equations for fields of spin 1 and 2 in connection with a Kerr-Newman geometry are those governing electromagnetic and gravitational perturbations ${ }^{3,6,7}$ of a charged, rotating black hole. Both perturbations are necessarily present and the equations governing them which have been derived in Refs. 3, 6, and 7 are coupled with respect to the two fields and do not by separation of variables split into radial and angular ordinary differential equations. So when $a e \neq 0$ we have no radial equation to which our methods might be applied.

When $e=0$ (Kerr geometry) the perturbation equations are separable ${ }^{8}$ and we use the Teukolski equation ${ }^{8}$

$$
\begin{equation*}
\Delta^{1-s}\left(\Delta^{1+s} R_{r}\right)_{r}+B R=0 \tag{10}
\end{equation*}
$$

where
$B=\left(r^{2}+a^{2}\right)^{2} \omega^{2}-4 a M r \omega m+a^{2} m^{2}+2 i a m s(r-M)$

$$
\begin{equation*}
-2 i s M \omega\left(r^{2}-a^{2}\right)+2 i s \omega r \Delta-a^{2} \omega^{2} \Delta-\lambda \Delta \tag{11}
\end{equation*}
$$

and $s$ is the spin weight $\pm 1, \pm 2$ for fields of spin 1 and 2 , respectively.

When $a=0$ (Reissner-Nordström) the equations for the spin-1 and -2 perturbations have been decoupled and separated by Chandrasekhar, ${ }^{9}$ Moncrief, ${ }^{10}$ and others. However, the method of obtaining (3) which works for (6), (9), and (10) does not work when applied to the radial equations of Chandrasekhar or Moncrief. The Moncrief equations are the simplest and most closely resemble (3), but for them, instead of being a fourth-degree polynomial in $r, A$ is degree six plus $1 / r$ and $1 / r^{2}$ terms. There are Debye potentials for the spin-1 perturbations, ${ }^{11}$ but their governing equation also does not take the form (3) but rather has $A$ of degree four plus $1 / r$ and $1 / r^{2}$ terms. Thus for spin- 1 and -2 fields we have no radial equations of the form to which our method is applicable when $e \neq 0$.

## III. CLOSED-FORM SOLUTIONS ON EXTREME GEOMETRIES

For the extreme ( $M^{2}=a^{2}+e^{2}$ ) black hole geometries the coordinate change from $r$ to $x^{\prime}$ given by

$$
\begin{equation*}
x^{\prime}=-M /(r-M), \tag{12}
\end{equation*}
$$

coupled with a factor transformation on the radial field in some cases, will transform each of the field equations of Sec. II into

$$
\begin{equation*}
\psi_{x^{\prime} x^{\prime}}+A \psi=0 \tag{13}
\end{equation*}
$$

where $A$ is a polynomial of fourth degree in $1 / x^{\prime}$, which we write as

$$
\begin{equation*}
A=d_{0}+d_{1} / x^{\prime}+d_{2} / x^{\prime 2}+d_{3} / x^{\prime 3}+d_{4} / x^{\prime 4} . \tag{14}
\end{equation*}
$$

[Equation (13) with (14) is the form of (3) on extreme geometries, the prime is on $x$ merely to agree with the notation of I.] The method in I for obtaining closed-form solutions on extreme geometries is to transform (13) to the Whittaker-Hill equation

$$
\begin{equation*}
\chi_{x x}+\left(\theta_{0}+2 \theta_{1} \cos 2 x+2 \theta_{2} \cos 4 x\right) \chi=0 \tag{15}
\end{equation*}
$$

because it has solutions expressible in terms of finite trigonometric sereis ${ }^{1,12}$ when certain relations hold among the constants $\theta_{0}, \theta_{1}$, and $\theta_{2}$.

The sequence of transformations $x^{\prime}=c \exp (2 z)$, $\psi=\chi \exp (z), z=i x$, with $c$ constant, will convert (13) into (15) if we impose conditions on the coefficients $d_{i}$, namely,

$$
\begin{equation*}
d_{4}=c^{4} d_{0} \tag{16a}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{3}=c^{2} d_{1} \tag{16b}
\end{equation*}
$$

with the $\theta_{i}$ identified as

$$
\begin{align*}
& \theta_{0}=1-4 d_{2}  \tag{17a}\\
& \theta_{1}=-4 c d_{1}  \tag{17b}\\
& \theta_{2}=-4 c^{2} d_{0} \tag{17c}
\end{align*}
$$

where $c$ is known up to sign from (16b).
The solutions to (15) are most conveniently described in terms of parameters $\xi, p$, and $\lambda_{h}$ defined by

$$
\begin{align*}
& \xi^{2}=16 \theta_{2}  \tag{18a}\\
& (p+1) \xi=-2 \theta_{1}  \tag{18b}\\
& \lambda_{h}=\theta_{0}+2 \theta_{2} \tag{18c}
\end{align*}
$$

and in terms of a quantity, $V$, defined by

$$
\begin{equation*}
\chi=V \exp (-\xi \cos 2 x / 4) \tag{19}
\end{equation*}
$$

which satisfies Ince's equation

$$
\begin{equation*}
V_{x x}+\xi(\sin 2 x) V_{x}+\left(\lambda_{h}-p \xi \cos 2 x\right) V=0 \tag{20}
\end{equation*}
$$

For $\theta_{0}, \theta_{1}, \theta_{2}$ real and $\theta_{2}>0$, (20) has four types of finite series solutions, which are ${ }^{1,12}$

$$
\begin{align*}
V= & \left(\sum_{k=0}^{n} a_{k} \cos 2 k x, \sum_{k=0}^{n} a_{k} \cos (2 k+1) x,\right. \\
& \left.\sum_{k=1}^{n} a_{k} \sin 2 k x, \sum_{k=0}^{n} a_{k} \sin (2 k+1) x\right), \tag{21}
\end{align*}
$$

and for each type in (21), $p$ must satisfy the corresponding condition

$$
\begin{equation*}
p=(2 n, 2 n+1,2 n, 2 n+1) \tag{22}
\end{equation*}
$$

where $n$ is any non-negative integer [ $n \geqslant 1$ for type (iii)]. For each type, the column vector $\mathbf{a}=\left(a_{0}, \ldots, a_{n}\right)^{T}$ of coefficients and the quantity $\lambda_{h}$ are determined by an eigenvalue problem

$$
\begin{equation*}
\mathscr{L} \mathbf{a}=\lambda_{h} \mathbf{a}, \tag{23}
\end{equation*}
$$

where $\mathscr{L}$ is a tridiagonal matrix given correspondingly to the types in (21) by

$$
\left(\begin{array}{cccccc}
- & (n+1) \xi, & (n+2) \xi, & (n+3) \xi, & \ldots, & 2 n \xi  \tag{24a}\\
0, & 4 \cdot 1^{2}, & 4 \cdot 2^{2}, & 4 \cdot 3^{2}, & \ldots, & 4 n^{2} \\
2 n \xi, & (n-1) \xi, & (n-2) \xi, & (n-3) \xi, & \ldots \xi & -
\end{array}\right),
$$

$$
\left(\begin{array}{ccccc}
- & (n+2) \xi, & (n+3) \xi, & \ldots, & (2 n+1) \xi  \tag{24b}\\
1+(n+1) \xi, & 3^{2}, & 5^{2}, & \ldots, & (2 n+1)^{2} \\
n \xi, & (n-1) \xi, & (n-2) \xi, & \ldots \xi & -
\end{array}\right)
$$

$$
\left(\begin{array}{ccccc}
- & (n+2) \xi, & (n+3) \xi, & \ldots, & 2 n \xi  \tag{24c}\\
4 \cdot 1^{2}, & 4 \cdot 2^{2}, & 4 \cdot 3^{2}, & \ldots, & 4 n^{2} \\
(n-1) \xi, & (n-2) \xi, & (n-3) \xi, & \ldots \xi & -
\end{array}\right),
$$

$$
\left(\begin{array}{ccccc}
- & (n+2) \xi, & (n+3) \xi, & \ldots, & (2 n+1) \xi  \tag{24d}\\
1+(n+1) \xi, & 3^{2}, & 5^{2}, & \ldots, & (2 n+1)^{2} \\
n \xi, & (n-1) \xi, & (n-2) \xi, & \ldots \xi & -
\end{array}\right),
$$

The main diagonal of $\mathscr{L}$ is the middle row in each case of (24), the adjacent diagonals are the other two rows. All elements of each $\mathscr{L}$ not on one of these diagonals are zero. The matrix $\mathscr{L}$ is $n$ by $n$ for type (iii) and ( $n+1$ ) by $(n+1)$ for the other types.

Each matrix $\mathscr{L}$ is similar to a real, symmetric, Jacobi matrix and has $(n+1)$ real, distinct eigenvalues $\lambda_{h}$ [ $n$ eigenvalues for type (iii)]. Hence, in each type, there are ( $n+1$ ) conditions (18c) [ $n$ conditions for type (iii)] on $\theta_{0}+2 \theta_{2}$, and each condition gives a finite series (21) for $V$. Each condition can always be satisfied since we may consider $\theta_{2}$ to be given, $\theta_{1}$ to be defined by (18a) and (18b), and $\theta_{0}$ to be defined by (18c). After each eigenvalue $\lambda_{h}$ is found, all the corresponding coefficients $a_{k}$ may be very easily generated recursively from (23); for example, starting at the last equation of (23) with $a_{n}=1$, each successive equation determines a single $a_{k}$ in terms of known quantities.

To insure that the transformation to (15) can actually be carried out and the types (24) obtained, we require (16)-(18) and

$$
\begin{equation*}
c \neq 0, \quad \theta_{2}>0, \quad \theta_{0}, \theta_{1}, \theta_{2} \text { real. } \tag{25}
\end{equation*}
$$

Note that these imply $d_{0} d_{1} d_{3} d_{4} \neq 0$. As a separate case we sometimes allow $\theta_{1} \theta_{2}=0$ if it leads to a nontrivial solution, but then (16) and (18) imply $\theta_{1}=\theta_{2}=d_{0}=d_{1}$ $=d_{3}=d_{4}=0$, and (15) is not needed since $\psi$ is easily obtained from the single powers of $\left|x^{\prime}\right|$ which solve (13). In many cases allowing $\theta_{0} \theta_{1}=0$ leads only to static fields and we shall not mention each such occurrence in what follows.

In the following subsections the method described above will be applied to the field equations of Sec. II on the corresponding extreme geometry. This will be accomplished by obtaining the transformation to (15) and finding the $d_{i}$ in terms of the parameters $(M, e, a, Q, \omega, m, \mu, \lambda)$. Our conditions (16), (18a), and (25) are then conditions on these parameters, since $\theta_{0}, \theta_{1}, \theta_{2}$, and $\xi$ are determined in terms of the parameters via (17) and (18b). Each matrix $\mathscr{L}$ is then determined by (24), and for each $n$ in each type the remaining conditions on the parameters are known from (18c) and

$$
\begin{equation*}
\operatorname{det}\left(\mathscr{L}-\lambda_{h} I\right)=0 \tag{26}
\end{equation*}
$$

For each $n$ in each type, $\chi$ is given by (19) and a solution for the field is given by

$$
\begin{equation*}
\psi=\left|x^{\prime}\right|^{1 / 2} \chi=\left|x^{\prime}\right|^{1 / 2} V \exp \left[\frac{-1}{(p+1)}\left(d_{1} x^{\prime}+\frac{d_{3}}{x^{\prime}}\right)\right] . \tag{27}
\end{equation*}
$$

Specializations of the parameters ( $M, e, a, Q, \omega, m, \mu, \lambda$ ) other than (16)-(18) and (25) can lead to solutions in terms of
standard functions; for example, when $d_{3}=d_{4}=0,(13)$ is solved by Coulomb functions, or when $d_{0}=d_{1}=d_{3}=0$, the solutions to (13) are simply expressed in terms of Bessel functions.

## A. Massive spin-0 field on extreme Kerr-Newman geometry

In this case, Eq. (6) of Sec. II A is the relevant field equation which transforms into (13) with $A$ of (14) given by

$$
\begin{align*}
d_{0}= & T^{2} / M^{2},  \tag{28a}\\
d_{1}= & -2 T[2 M \omega-e Q] / M,  \tag{28b}\\
d_{2}= & 6 M^{2} \omega^{2}-M^{2} \mu^{2}-6 M \omega e Q \\
& +a^{2} \omega^{2}+e^{2} Q^{2}-\lambda,  \tag{28c}\\
d_{3}= & 2 M^{2} \mu^{2}-4 M^{2} \omega^{2}+2 M \omega e Q,  \tag{28d}\\
d_{4}= & M^{2} \omega^{2}-M^{2} \mu^{2}, \tag{28e}
\end{align*}
$$

where $T \equiv\left(M^{2}+a^{2}\right) \omega-a m-e Q M$. With these coefficients, (16) can be satisfied in two (and only two) instances:

$$
\begin{equation*}
\mu=0, \tag{29a}
\end{equation*}
$$

and

$$
\begin{equation*}
M^{2} \mu^{2}=e Q(2 M \omega-e Q) \tag{29b}
\end{equation*}
$$

No conditions beyond (29) are needed to obtain (15) and thus we have shown, as mentioned in the Introduction, that the scalar field is governed by the Whittaker-Hill equation if the field is massless [or also if (29b) holds].

We now give the results of applying our full conditions (16)-(18) and (25) to (28).

It turns out that the case (29b) is empty unless we allow $\theta_{1} \theta_{2}=0$, and then $\mu^{2}=\omega^{2}, e Q=M \omega, a^{2} \omega=a m$, $d_{2}=a^{2} \omega^{2}-\lambda$, and since all the $d_{i}$ except $d_{2}$ vanish we have from (13)

$$
\begin{equation*}
\psi=\left|x^{\prime}\right|^{\left(1 \pm \sqrt{1+4 \lambda-4 a^{2} \omega^{2}}\right) / 2} . \tag{30}
\end{equation*}
$$

If in this case $a \neq 0$, then $a \omega=m$ and we have the restriction $m^{2}<M^{2} \omega^{2}<M^{2} Q^{2}$.

In the case of (29a) our conditions (which include $\theta_{1} \theta_{2} \neq 0$ ) can be shown to imply

$$
\begin{equation*}
2 M \omega=e Q+i \tau \tag{31}
\end{equation*}
$$

where $\tau$ is real and nonzero so that $\omega$ is necessarily complex. Furthermore, two subclasses completely cover (29a): $a=0$ and $a e Q=m M$.

In the first instance ( $a=0$ ) we have from (28) and (18)

$$
\begin{align*}
& \tau=\frac{1}{4}(p+1)^{2}  \tag{32a}\\
& \xi=4 j\left(\tau /|\tau| \sqrt{\frac{1}{4}(p+1)^{2}+e^{2} Q^{2}}\right.  \tag{32b}\\
& \lambda_{h}=1+4 \lambda+2(p+1)^{2}+4 e^{2} Q^{2} \tag{32c}
\end{align*}
$$

where $j= \pm 1$. For each value of $e Q$, each of the four types of $\mathscr{L}$ will now generate, via (26) and (32), a value for $\tau^{2}$, a value for $\lambda$, and a solution to (13) given by

$$
\begin{align*}
\psi= & \left|x^{\prime}\right|^{1 / 2} V \exp \left[-\frac{(p+1)}{4}\left(x^{\prime}+\frac{1}{x^{\prime}}\right)\right. \\
& \left.-i e Q \frac{\tau}{2|\tau|}\left(x^{\prime}-\frac{1}{x^{\prime}}\right)\right], \tag{33}
\end{align*}
$$

where $V$, given by one of (21), is a polynomial in $x^{\prime}$ and $1 / x^{\prime}$ [times $\left|x^{\prime}\right|^{1 / 2}$ for types (ii) and (iv)]. If $Q=0$ is allowed in (32) and (33) they reduce to the results found in I for the extreme Reissner-Nordström geometry.

In the subcase $a e Q=m M$ we have
$\tau^{2}=\frac{1}{4}(p+1)^{2}$,
$\xi=4 j(\tau /|\tau|) \sqrt{1+a^{2} / M^{2}} \sqrt{\frac{1}{4}(p+1)^{2}+e^{2} Q^{2}}$,

$$
\begin{align*}
\lambda_{h}= & 1+4 \lambda+\frac{1}{4}\left(8+3 a^{2} / M^{2}\right)(p+1)^{2}+\left(4+a^{2} / M^{2}\right) e^{2} Q^{2}  \tag{34b}\\
& -2 i a^{2} e Q \tau / M^{2}, \tag{34c}
\end{align*}
$$

so that $\operatorname{Im} \lambda=a^{2} e Q \tau / 2 M^{2}$. For given values of $a / M$ and $m$, each type of $\mathscr{L}$ generates a value for $\tau^{2}$, a value for $\lambda$, and a solution to (13) given by

$$
\begin{align*}
\psi= & \left|x^{\prime}\right|^{1 / 2} V \exp \left\{-(\tau / 2|\tau|)\left[x^{\prime}\left(1+a^{2} / M^{2}\right)\right.\right. \\
& \left.\left.\times(\tau+i e Q)+(\tau-i e Q) / x^{\prime}\right]\right\} \tag{35}
\end{align*}
$$

where again $V$ is one of (21). Equations (34) and (35) reduce to the results of $I$ where $e=m=0$.

In the case of (32) and (33) the angular function $S(\theta)$ is well behaved only when $\lambda=l(l+1)$ and $l$ is a non-negative integer, but this can only occur if $\lambda_{h} \geqslant 1+2(p+1)^{2}+4 e^{2} Q^{2}$. For types (ii)-(iv), it can be shown that for each $n$ the eigenvalues $\lambda_{h}$ are all bounded below $1+2(p+1)^{2}+4 e^{2} Q^{2}$, so $l$ is not real (though $\lambda$ is) and $S(\theta)$ is singular. For type (i) it can be shown that at most one eigenvalue is greater than or equal to $1+2(p+1)^{2}+e^{2} Q^{2}$. These bounds on $\lambda_{h}$ and consequent behavior of $S(\theta)$ are the same as found in I when $Q=0$.

When $a \neq 0$ the angular function $S(\theta)$ is well behaved when $\lambda$ is an eigenvalue of the spheroidal wave equation. Such eigenvalues are functions of $a^{2} \omega^{2}$ and may be determined numerically when $a^{2} \omega^{2}$ is given. To confine our discussion to real eigenvalues (this is possible even though $a \omega$ is pure imaginary) we take $Q=m=0$ in the case of (34) and (35). There the specification of $a / M$ determines the value of $a^{2} \omega^{2}$ via (34a) and (31). Thus we will have a well-behaved $S(\theta)$ if there are any choices of types of $\mathscr{L}$, values of $a / M$, and values of $n$ such that $\lambda$ determined by $(34 \mathrm{c})$ coincides with an eigenvalue. Like in the case of $a=0$, bounds on $\lambda_{h}$ and hence on $\lambda$ may be established from the form of $\mathscr{L}$, but since the eigenvalues are not known explicitly when $a \neq 0$ these bounds do not immediately preclude the real value of $\lambda$ determined by ( 34 c ) from being an eigenvalue.

## B. Spin- $\frac{1}{2}$ field on extreme Kerr-Newman geometry

The field equation in this case is (9) and it turns out that to obtain (13) we must set $\mu=0$ and $R=\Delta^{1 / 4} \psi$. Then we have
$d_{0}=T^{2} / M^{2}$,
$d_{1}=-T[4 M \omega-2 e Q+i] / M$,
$d_{2}=\left[\left(6 M^{2}+a^{2}\right) \omega^{2}-e Q(6 M \omega-e Q)+\frac{1}{4}-\lambda\right]$,
$d_{3}=-M \omega(4 M \omega-2 e Q-i)$,
$d_{4}=M^{2} \omega^{2}$.
This case of the spin- $\frac{1}{2}$ field on the Kerr-Newman geometry is degenerate in that the conditions (16)-(18) and (25) when applied to (36) do not yield solutions at each integer $n$.

In fact, they imply that we must have $n=0$ and $V$ constant with the parameters satisfying $\lambda_{h}=0, e Q=2 M \omega$ (so $\omega$ is real), and $\lambda=2 a m \omega-a^{2} \omega^{2}$. The solution for $\psi$ is then

$$
\begin{equation*}
\psi=\sqrt{\left|x^{\prime}\right|} \exp \left(i T x^{\prime} / M-i M \omega / x^{\prime}\right) \tag{37}
\end{equation*}
$$

## C. Spin-1 and -2 fields on extreme Kerr geometry

The field equation in this case is $(10)$ and it is transformed into (13) when $x^{\prime}$ is defined by (12) and when $R=\Delta^{-s / 2} \psi$. Then we have

$$
\begin{align*}
& d_{0}=\left(2 M^{2} \omega-a m\right)^{2} / M^{2}  \tag{38a}\\
& d_{1}=-2\left(2 M^{2} \omega-a m\right)(2 M \omega-i s) / M  \tag{38b}\\
& d_{2}=7 M^{2} \omega^{2}-s^{2}-s-\lambda  \tag{38c}\\
& d_{3}=-2 M \omega(2 M \omega+i s)  \tag{38~d}\\
& d_{4}=M^{2} \omega^{2} \tag{38e}
\end{align*}
$$

These quantities are similar in structure to (36), but because of the absence of the $e Q$ term the requirement (16) implies $M \omega s=0$ so that the method yields no solutions in this case.

## IV. METHOD FOR OBTAINING CLOSED-FORM SOLUTIONS ON NONEXTREME GEOMETRIES

In this section a method of solving

$$
\begin{align*}
& \psi_{x x}+A \psi=0  \tag{39}\\
& A=A_{0}+A_{1} y+A_{2} y^{2}+A_{3} y^{3}+A_{4} y^{4} \tag{40}
\end{align*}
$$

with the $A_{i}$ constant and $y$ being $\operatorname{coth} x$ or $\tanh x$, will be described and sufficient conditions for the applicability of the method will be proved. In Sec. V the method will be used to construct closed-form solutions to the field equations of Sec. II on nonextreme geometries.

For definiteness we choose

$$
\begin{equation*}
y=\operatorname{coth} x \tag{41}
\end{equation*}
$$

and simple modifications of what follows would handle the choice $y=\tanh x$.

Introduce constants $\alpha, \beta$, and $\gamma$, to be determined, and a function $V$ by letting

$$
\begin{align*}
\psi & =(\sinh x)^{\beta} V \exp (\alpha x+\gamma y) \\
& =\exp (\gamma y) V /(y+1)^{(\beta-\alpha) / 2}(y-1)^{(\alpha+\beta) / 2} \tag{42}
\end{align*}
$$

It follows that $V$ must satisfy

$$
\begin{align*}
& (y-1)^{2}(y+1)^{2} \frac{d^{2} V}{d y^{2}}-2(y+1)(y-1) \\
& \quad \times\left[\alpha+\gamma+(\beta-1) y-\gamma y^{2}\right] \frac{d V}{d y}+\widetilde{A} V=0 \tag{43}
\end{align*}
$$

where

$$
\begin{align*}
\widetilde{A}= & A+(\alpha+\gamma)^{2}+\beta+2(\alpha \beta+\gamma \beta-\gamma) y \\
& +\left(\beta^{2}-\beta-2 \alpha \gamma-2 \gamma^{2}\right) y^{2} \\
& +2 \gamma(1-\beta) y^{3}+\gamma^{2} y^{4} \tag{44}
\end{align*}
$$

Define coefficients $\tilde{A}_{i}$ in $\tilde{A}$ by

$$
\begin{align*}
\tilde{A}= & \tilde{A}_{0}-\tilde{A}_{1}(y+1)+\tilde{A}_{2}(y+1)^{2} \\
& -\widetilde{A}_{3}(y+1)^{3}+\tilde{A}_{4}(y+1)^{4} \tag{45}
\end{align*}
$$

Then
$\tilde{A}_{0}=(\alpha-\beta)^{2}+A_{0}-A_{1}+A_{2}-A_{3}+A_{4}$,
$\widetilde{A}_{1}=2 \beta^{2}-2(\alpha+1) \beta-4 \gamma(\alpha-\beta+1)$

$$
\begin{equation*}
-A_{1}+2 A_{2}-3 A_{3}+4 A_{4} \tag{46b}
\end{equation*}
$$

$\widetilde{A}_{2}=4 \gamma^{2}+2 \gamma(3 \beta-\alpha-3)+\beta^{2}-\beta+A_{2}-3 A_{3}+6 A_{4}$,
$\widetilde{A}_{3}=4 \gamma^{2}+2(\beta-1) \gamma-A_{3}+4 A_{4}$,
$\widetilde{A}_{4}=\gamma^{2}+A_{4}$.
It is also useful to define coefficients $\tilde{\boldsymbol{A}}_{\boldsymbol{i}}$ by rearranging (45) into

$$
\begin{align*}
\tilde{A}^{-}= & \tilde{A}_{0}^{-}-\tilde{A}_{1}^{-}(y-1)+\tilde{A}_{2}^{-}(y-1)^{2} \\
& -\widetilde{A}_{3}^{-}(y-1)^{3}+\tilde{A}_{4}^{-}(y-1)^{4} ; \tag{47}
\end{align*}
$$

then

$$
\begin{equation*}
\widetilde{A}_{0}^{-}=\tilde{A}_{0}-2 \tilde{A}_{1}+4 \tilde{A}_{2}-8 \widetilde{A}_{3}+16 \tilde{A}_{4} \tag{48}
\end{equation*}
$$

and similarly for the other $\tilde{A}_{i}^{-}$.
We want to require that (43) be satisfied when $V$ is a polynomial in $y$ of degree $n$. The simplest recursion relation for coefficients in $V$ results if the coefficients are those of powers of $(y \pm 1)$ rather than of $y$, hence we write

$$
\begin{equation*}
V=\sum_{k=0}^{n}(-1)^{k} a_{k}(y+1)^{k}, \quad a_{n} \neq 0 \tag{49}
\end{equation*}
$$

where the $a_{k}$ are constants, and substitute into (43). Because of the form of (42) we may assume without loss of generality that $a_{0} \neq 0$; the substitution then yields

$$
\begin{align*}
& \tilde{A}_{4}=0,  \tag{50a}\\
& \tilde{A}_{0}=0,  \tag{50b}\\
& \tilde{A}_{3}= 2 n \gamma,  \tag{50c}\\
& 4(k+1)(k+1+\alpha-\beta) a_{k+1} \\
&+\left[\widetilde{A}_{1}+2 k(k+\alpha-3 \beta-4 \gamma+1)\right] a_{k} \\
& \quad+\left[\widetilde{A}_{2}+(k-1)(k-2 \beta-8 \gamma)\right] a_{k-1} \\
&+2 \gamma(n+2-k) a_{k-2}=0, \\
& \quad k=0,1,2, \ldots, n,  \tag{51}\\
& {\left[\widetilde{A}_{2}\right.}+n(n+1-2 \beta-8 \gamma)] a_{n}+2 \gamma a_{n-1}=0, \tag{52}
\end{align*}
$$

where $a_{k} \equiv 0$ if $k<0$ or $k \geqslant n+1$.
Note that (49) may be rearranged into a polynomial in $(y-1)$ whose leading term $a_{0}^{-}$is given by $a_{0}^{-}$ $=\Sigma_{k=0}^{n}(-1)^{k} 2^{k+1} a_{k}$.

The following result allows for a nice formulation of the determination of the $a_{k}$ and hence of $V$ and $\psi$ : if (50) holds and if $\widetilde{A}_{0}^{-} a_{0}^{-}=0$ then (52) is linearly dependent on (51).

Proof: Let the left-hand sides of (51) and (52) be denoted by $E_{k}$ for $k=0,1,2, \ldots,(n+1)$. Then direct calculation gives

$$
\begin{align*}
& \sum_{k=0}^{n+1}(-1)^{k} 2^{k} E_{k} \\
& \quad=\left(\frac{1}{2} \widetilde{A}_{1}-\widetilde{A}_{2}+4 n \gamma\right) \sum_{k=0}^{n}(-1)^{k} 2^{k+1} a_{k} \tag{53}
\end{align*}
$$

Since by (48) and (50),

$$
\frac{1}{2} \tilde{A}_{1}-\widetilde{A}_{2}+4 n \gamma=\frac{1}{2} \tilde{A}_{1}-\tilde{A}_{2}+2 \widetilde{A}_{3}=-\frac{1}{4} \tilde{A}_{0}^{-}
$$

we see that (53) is

$$
\begin{equation*}
\sum_{k=0}^{n+1}(-1)^{k} 2^{k} E_{k}=-\frac{1}{4} \tilde{A}_{0}^{-} a_{0}^{-} . \tag{54}
\end{equation*}
$$

Thus we see that (52) is linearly dependent on (51) if

$$
\begin{equation*}
\tilde{A}_{0}^{-} a_{0}^{-}=0 \tag{55}
\end{equation*}
$$

We therefore have the following method of insuring that (49) solves (43) and of determining the $a_{k}$. We require (50), and we make (52) hold by requiring (51), $a_{0}^{-} \neq 0$, and

$$
\begin{equation*}
\tilde{A}_{0}^{-}=0 \tag{56}
\end{equation*}
$$

We also require

$$
\begin{equation*}
\operatorname{det} \mathscr{M}=0, \tag{57}
\end{equation*}
$$

where $\mathscr{M}$ is the $(n+1)$ by $(n+1)$ matrix of coefficients of the $a_{k}$ in (51) with elements

$$
\begin{align*}
\mathscr{M}_{k i}= & 4(k+1)(k+1+\alpha-\beta) \delta_{k+1}^{i} \\
& +\left[\tilde{A}_{1}+2 k(k+\alpha-3 \beta-4 \gamma+1)\right] \delta_{k}^{i} \\
& +\left[\tilde{A}_{2}+(k-1)(k-2 \beta-8 \gamma)\right] \delta_{k-1}^{i} \\
& +2 \gamma(n+2-k) \delta_{k-2}^{i} \tag{58}
\end{align*}
$$

where $0 \leqslant i, k \leqslant n$, and $\delta_{k}^{i}$ is the Kronecker delta. Then (51) may be considered to be $n+1$ linear homogeneous equations $\mathscr{M} \vec{a}=0$ which are guaranteed by (57) to have nonzero solutions for the column vector $\vec{a}=\left(a_{0}, a_{1}, \ldots, a_{n}\right)^{T}$.

Note that because of (46b) and (46c) the condition (57) is explicit in terms of the parameters $\alpha, \beta, \gamma$, and the constants $A_{i}$ as are our conditions (50) and (56) which may be written
$\widetilde{A}_{4}=\gamma^{2}+A_{4}=0$,
$\tilde{A}_{0}=(\alpha-\beta)^{2}+A_{0}-A_{1}+A_{2}-A_{3}+A_{4}=0$,
$\tilde{A}_{0}^{-}=(\alpha+\beta)^{2}+A_{0}+A_{1}+A_{2}+A_{3}+A_{4}=0$,
$\widetilde{A}_{3}-2 n \gamma=2(\beta-n-1) \gamma-A_{3}=0$.
The conditions which are being imposed on the constants $A_{i}$ are now clear. We may consider (59a)-(59c) to determine $\alpha, \beta$, and $\gamma$ and then ( 59 d ) is a constraint on the $A_{i}$, and we have as well the constraint (57).

After all conditions (57) and (59) are satisfied and $\alpha, \beta$, and $\gamma$ determined, and the $a_{k}$ are found from (51) (easily done, for example, by iteration starting with $a_{0}=1$ ), then a solution to (39) is given by the elementary function (42).

The apparent alternative for obtaining linear dependence of (52) on (51) by allowing $a_{0}^{-}=0$ in (55) can actually be disregarded, because the form of (42) implies that any solution corresponding to some $\alpha, \beta$, and $n$ values with $a_{0}^{-}=0$ is the same as one with $a_{0}^{-} \neq 0$ and some appropriate other values of $\alpha, \beta$, and $n$.

Note that since our method requires $\tilde{A}_{0}=\tilde{A}_{0}^{-}=0$, it makes all three terms in (43) have a factor of $(y+1)(y-1)$ so that the order of the regular singular points at $y=1$ and $y=-1$ is reduced.

## V. CLOSED-FORM SOLUTIONS ON NONEXTREME GEOMETRIES

When $M^{2}>a^{2}+e^{2}$, each one of the differential equations in Sec. II may be transformed to (39) by a coordinate change from $r$ to $x$ given by

$$
\begin{equation*}
x=\frac{1}{2} \ln \left|\left(r-r_{+}\right) /\left(r-r_{-}\right)\right|, \tag{60}
\end{equation*}
$$

where $r_{ \pm} \equiv M \pm M \epsilon, \epsilon$ is given by (7) with $0<\epsilon \leqslant 1$, and we have

$$
\begin{equation*}
r=M(1-\epsilon y) \tag{61}
\end{equation*}
$$

with $y=\operatorname{coth} x$. [In some cases a factor transformation on the radial field is also involved and in the case of (9) we also require $\mu=0$.] Thus the method of Sec. IV may be applied to obtain closed-form solutions to the equations of Sec. II.

The application will be carried out in this section, and will consist of the following. The $\tilde{A}_{i}$ will be displayed in terms of the parameters $M, \epsilon, a, Q, \omega, m, \mu$, and $\lambda$ occurring in the radial field equations, and (59) will be solved algebraically for $\alpha, \beta, \gamma$, and $\omega$ in terms of $M, \epsilon, a, Q, m, \mu$, and $n$. It turns out that $\lambda$ enters only in (57) and not in (59), so $\alpha, \beta, \gamma$, and $\omega$ can be expressed independently of $\lambda$. The fact that we are solving for $\omega$ in addition to $\alpha, \beta$, and $\gamma$ reflects the constraint which (59) puts on the parameters. After solving (59), (57) will be imposed; then it happens that at each $n$, (57) is equivalent to an eigenvalue problem for $\lambda$ with respect to an $(n+1)$ by $(n+1)$ matrix whose elements may be expressed in terms of $M, \epsilon, a, Q, \omega, m$, and $\mu$. Further explicit algebraic analysis of allowed parameter values cannot proceed for arbitrary $n$ because that would entail solving (57) for $\lambda$ with $n$ arbitrary. The analysis may be done easily, however, for small $n$. For example, for $n=0$ the condition is that which results from setting $\widetilde{A}_{2}=0$ in (44c). With a computer one may easily go up to $n=30$ or more.

A solution for the field in every case is obtained once the algebraic steps just described are completed and the $a_{k}$ 's are found from (51). The solution is given by
$\psi=\frac{\exp (-\gamma r / \epsilon M)}{\left|r-r_{+}\right|^{(\beta-\alpha) / 2}\left|r-r_{-}\right|^{(\alpha+\beta) / 2}} \sum_{k=0}^{n} a_{k}\left(\frac{r-r_{+}}{M \epsilon}\right)^{k}$.

## A. Massive spin-0 field on nonextreme Kerr-Newman geometry

From (8), (44), (59), and (61) we have
$\tilde{A}_{4}=\gamma^{2}+M^{2} \epsilon^{2} \omega^{2}-M^{2} \epsilon^{2} \mu^{2}=0$,
$\tilde{A}_{0}=(\alpha-\beta)^{2}+\left(1 / M^{2} \epsilon^{2}\right)\left[M^{2}(1+\epsilon)^{2} \omega+a^{2} \omega-a m\right.$
$-e Q M(1+\epsilon)]^{2}=0$,
$\tilde{A}_{0}^{-}=(\alpha+\beta)^{2}+\left(1 / M^{2} \epsilon^{2}\right)\left[M^{2}(1-\epsilon)^{2} \omega+a^{2} \omega-a m\right.$

$$
\begin{equation*}
-e Q M(1-\epsilon)]^{2}=0 \tag{63c}
\end{equation*}
$$

$\tilde{A}_{3}-2 n \gamma=4 \gamma^{2}+2(\beta-1-n) \gamma+4 \epsilon(\epsilon+1) M^{2} \omega^{2}$

$$
\begin{equation*}
-2 e Q M \epsilon \omega-2(2 \epsilon+1) M^{2} \epsilon \mu^{2}=0 \tag{63d}
\end{equation*}
$$

and the quantities $\widetilde{A}_{1}$ and $\widetilde{A}_{2}$ which specify $\mathscr{M}$ are given by

$$
\begin{align*}
\tilde{A}_{1}= & (2 / \epsilon)\left\{2(\epsilon+1)^{3} M^{2} \omega^{2}+(\epsilon+2) a^{2} \omega^{2}+e^{2} Q^{2}(\epsilon+1)\right. \\
& -\epsilon(\epsilon+1)^{2} M^{2} \mu^{2}-e Q\left[3(\epsilon+1)^{2} M \omega\right. \\
& \left.-a m / M+a^{2} \omega / M\right] \\
& -2 a m \omega-\epsilon \lambda+2(\beta-\alpha-1) \epsilon \gamma+\beta(\beta-\alpha-1) \epsilon\} \tag{64}
\end{align*}
$$

$$
\begin{align*}
\tilde{A}_{2}= & 6(\epsilon+1)^{2} M^{2} \omega^{2}+a^{2} \omega^{2}-(5 \epsilon+1)(\epsilon+1) M^{2} \mu^{2} \\
& +e^{2} Q^{2}-6 e Q(\epsilon+1) M \omega-\lambda \\
& +2 \gamma(2 \gamma+3 \beta-\alpha-3)+\beta(\beta-1) \tag{65}
\end{align*}
$$

Because of (64) and (65), $\mathscr{M}$ as given by (58) has the form $\mathscr{M}=\mathscr{M}^{\prime}-\lambda \mathscr{N}$, where $\mathscr{M}^{\prime}$ is independent of $\lambda$ and $\mathscr{N}_{i j}=\delta_{i}^{j}+\delta_{i+1}^{j}$. Thus (51) becomes the eigenvalue problem $\mathscr{N}^{-1} \mathscr{M}^{\prime} \vec{a}=\lambda \vec{a}$ and (57) becomes

$$
\begin{equation*}
\operatorname{det}\left(\mathscr{N}^{-1} \mathscr{M}^{\prime}-\lambda I\right)=0 \tag{66}
\end{equation*}
$$

The conditions (59) are now expressed as (63) and these we solve for ( $\alpha, \beta, \gamma, \omega$ ). Equations (63b) and (63c) have four solutions for $(\alpha, \beta)$ given by

$$
\begin{equation*}
(\alpha, \beta)=\left[\left(\alpha_{0}, \beta_{0}\right),\left(\beta_{0}, \alpha_{0}\right),-\left(\alpha_{0}, \beta_{0}\right),-\left(\beta_{0}, \alpha_{0}\right)\right] \tag{67}
\end{equation*}
$$

where $\alpha_{0}$ and $\beta_{0}$ are defined by
$\alpha_{0}=i(2 M \omega-e Q)$,
$\beta_{0}=-i\left[M^{2}\left(1+\epsilon^{2}\right) \omega+a^{2} \omega-a m-e Q M\right] / \epsilon M$.
In the case $(\alpha, \beta)=\left(\alpha_{0}, \beta_{0}\right)$ the desired formulas for $(\alpha, \beta, \gamma, \omega)$ in terms of $M, \epsilon, a, Q, m$, and $\mu$ are obtained as follows. Define $\widetilde{\omega}$ to be a root of the quartic

$$
\begin{gather*}
\left(\widetilde{\omega}^{2}+\tilde{\mu}^{2}\right)\left[\left(\epsilon^{2}+1-\tilde{a}^{2}\right) \widetilde{\omega}-(\tilde{a} \tilde{m}+\epsilon+E)\right]^{2} \\
-\epsilon^{2}\left[\widetilde{\omega}(2 \widetilde{\omega}-E)+\tilde{\mu}^{2}\right]^{2}=0 \tag{70}
\end{gather*}
$$

where $\tilde{\mu}=M \mu /(n+1), \tilde{a}=a / i M, \tilde{m}=m /(n+1)$, and $E=e Q / i(n+1)$. Then $\omega$ is given by

$$
\begin{equation*}
\omega=i(n+1) \widetilde{\omega} / M \tag{71}
\end{equation*}
$$

substitution into (68) and (69), respectively, produces $\alpha$ and $\beta$, and $\gamma$ is given by
$\gamma=\epsilon\left\{\left[\mu^{2} M^{2}-M \omega(2 M \omega-e Q)\right] /[\beta-(n+1)]\right\}$,
where (63) requires $\beta \neq n+1$.
In the case $(\alpha, \beta)=\left(\beta_{0}, \alpha_{0}\right), \omega$ is obtained from (71) and $4 \widetilde{\omega}^{3}+(1-2 E) \widetilde{\omega}^{2}+2 \tilde{\mu}^{2}(2-E) \widetilde{\omega}$
$-\tilde{\mu}^{2}\left[\tilde{\mu}^{2}-(1-E)^{2}\right]=0$,
instead of (70), and $\gamma$ is given by (72), where $\alpha$ and $\beta$ are given by (69) and (68), respectively.

The results for the last two choices of $(\alpha, \beta)$ in (67) may be obtained by the formal replacements $(\omega, a, e Q)$ $\rightarrow-(\omega, a, e Q)$ in the results just discussed for the first two choices. Thus the dependence of $(\alpha, \beta, \gamma, \omega)$ on the other parameters has been established explicitly in all cases for arbitrary $n$ since the solutions to (70) and (73) may be written in terms of radicals.

We now give some illustrative results in special cases.
When $\mu=0$ possible values of $(\alpha, \beta, \gamma, \omega)$ are
$\omega=-[i(n+1)+2 e Q] / 4 M=i \gamma / \epsilon M$,
$\beta=(n+1) / 2$,
$\alpha=-\frac{\left[\left(\epsilon^{2}+1\right) M^{2}+a^{2}\right](n+1)-2 i\left[2 a M m+e^{3} Q\right]}{4 \epsilon M^{2}}$,
and
$\omega=\frac{i \epsilon M(n+1)+a m+e Q M(1 \pm \epsilon)}{(\epsilon \pm 1)^{2} M^{2}+a^{2}}=\frac{\mp i \gamma}{\epsilon M}$,
$\beta=\frac{\left[\left(\epsilon^{2}+1\right) M^{2}+a^{2}\right](n+1) \pm i\left[2 a M m+e^{3} Q\right]}{(\epsilon \pm 1)^{2} M^{2}+a^{2}}$,
$\alpha=-\frac{2 \epsilon M^{2}(n+1)-i\left[2 a M m+e^{3} Q\right]}{(\epsilon \pm 1)^{2} M^{2}+a^{2}}$,
plus those values obtained upon replacing $i$ by $-i$ everywhere in (74) and (75). Equations (74) and (75) provide generalizations of the Reissner-Nordström case with $Q=0$ given by Eqs. (46) and (47) in I to the present case of Kerr-Newman geometry with an electromagnetic test field possibly present.

Next consider $n=0, Q=0$. In that case there is a solution with real $\lambda$ for which all quantities may be expressed in terms of a real quantity $\sigma$, constrained only by $\sigma \geqslant 1$, and we have
$\gamma=-\epsilon \sigma^{2} / 4, \quad \alpha=\sigma(\sigma-2)\left[M^{2}\left(1+\epsilon^{2}\right)+a^{2}\right] / 4 \epsilon M^{2}$,
$\beta=-\frac{1}{2} \sigma(\sigma-2), \quad \omega=i \sigma(\sigma-2) / 4 M$,
$\mu^{2}=\sigma^{2}(\sigma-1) / 4 M^{2}, \quad \lambda=\sigma\left[a^{2} \sigma^{3}+4 e^{2} \sigma-16 M^{2}\right] / 16 M^{2}$,
$m=0$.
Note that $\omega$ is pure imaginary and all other quantities are real in this case.

A set of parameter values with both $\omega$ and $\lambda$ real can be found by requiring $n=0, \operatorname{Im} \omega=0, e Q \neq 0$. In that case we must have $0<\sigma<(\epsilon+1)^{2} / 2 \epsilon$, and then
$e^{2} Q^{2}=8 \epsilon \sigma\left[(\epsilon+1)^{2}-2 \sigma \epsilon\right] /(\epsilon+1)^{4}, \quad \omega=e Q / 2 M$,
$\gamma=-2 \epsilon^{2} \sigma /(\epsilon+1)^{2}, \quad \mu^{2}=2 \epsilon \sigma / M^{2}(\epsilon+1)^{2}$,
$\alpha=0, \quad \beta=0$,
$\lambda=2 \epsilon \sigma\left\{-2 \epsilon \sigma\left[2 M^{2}\left(\epsilon^{2}-1\right)+a^{2}\right]+M^{2}(\epsilon+1)^{2}\left(\epsilon^{2}-3\right)\right.$
$\left.+a^{2}(\epsilon+1)^{2}\right\} / M^{2}(\epsilon+1)^{4}$,
$2 M m a=-e^{3} Q$.
The last equation is a constraint on $M, e, a$, and $\sigma$ since we require $m$ to be an integer.

A final simple case occurs when $\mu^{2}=\omega^{2}$. Then for all $n$ we must have $\gamma=0, e Q=M \omega, \beta_{0}$ $=i\left[a m-M^{2} \epsilon^{2} \omega-a^{2} \omega\right] / \epsilon M, \alpha_{0}=i M \omega$. Checking $\lambda$ when $n=0$ we find that $\lambda$ is not real unless we choose $M^{2} \omega+a^{2} \omega-a m=0$ and the first or third case of $(67)$; then $\lambda=M^{2} \epsilon^{2} \omega^{2}+a^{2} \omega^{2}$ and $m \neq 0$.

## B. Spin- $\frac{1}{2}$ field on nonextreme Kerr-Newman background geometry

The field equation in this case is (9) and we want to put it into the form of ( 39 ), but eliminating all first-derivative terms in (9) by a pure coordinate transformation to a complex $x$ does not accomplish this. Eliminating all first-derivative terms by a coordinate transformation to $x$ as given by (60) coupled with the appropriate factor transformation on $R$ results in (39) only if $\mu=0$. Hence we restrict ourselves to $\mu=0$, and then we have (39) holding for $\psi=R / \Delta^{1 / 4}, x$ given by ( 60 ), and $A$ given by
$M^{2} \epsilon^{2} A=K^{2}+i(r-M) K-2 i \omega r \Delta+i e Q \Delta+\frac{1}{2} \Delta$

$$
\begin{equation*}
-\frac{1}{4}(r-M)^{2}-\lambda \Delta-a^{2} \omega^{2} \Delta+2 a m \omega \Delta . \tag{76}
\end{equation*}
$$

From (61) and (76) we obtain the form which (59), (46b), and (46c), take in this case

$$
\begin{align*}
\tilde{A}_{4}= & M^{2} \epsilon^{2} \omega^{2}+\gamma^{2}=0,  \tag{77a}\\
\tilde{A}_{0}= & (\alpha-\beta)^{2}+\left(1 / \epsilon^{2} M^{2}\right)\left\{\left[M^{2}(\epsilon+1)^{2}+a^{2}\right] \omega-a m\right. \\
& -e Q(1+\epsilon) M+(i / 2) M \epsilon\}^{2}=0,  \tag{77b}\\
\widetilde{A}_{0}^{-}= & (\alpha+\beta)^{2}+\left(1 / \epsilon^{2} M^{2}\right)\left\{\left[M^{2}(1-\epsilon)^{2}+a^{2}\right] \omega-a m\right. \\
& -e Q(1-\epsilon) M-(i / 2) M \epsilon\}^{2}=0,  \tag{77c}\\
\widetilde{A}_{3}= & 4 \epsilon(\epsilon+1) M^{2} \omega^{2}-2 e Q \epsilon M \omega+4 \gamma^{2} \\
& +2(\beta-1) \gamma-i \epsilon M \omega=2 n \gamma,  \tag{77d}\\
\widetilde{A}_{1}= & (2 / \epsilon)\left\{2(\epsilon+1)^{3} M^{2} \omega^{2}+(\epsilon+2) a^{2} \omega^{2}+(\epsilon+1) e^{2} Q^{2}\right. \\
& -e Q\left[3(\epsilon+1)^{2} M \omega-a m / M+a^{2} \omega / M\right]-2 a m \omega \\
& -\epsilon \lambda+2(\beta-\alpha-1) \epsilon \gamma+\beta(\beta-\alpha-1) \epsilon\} \\
& -(i / \epsilon M)\left[\left(\epsilon^{2}-1\right) M^{2} \omega-a^{2} \omega+a m+M \epsilon\right]+\frac{1}{2}, \tag{78}
\end{align*}
$$

$$
\begin{align*}
\tilde{A}_{2}= & 6(\epsilon+1)^{2} M^{2} \omega^{2}+a^{2} \omega^{2}+e^{2} Q^{2}-6 e Q(\epsilon+1) M \omega-\lambda \\
& +2 \gamma(2 \gamma+3 \beta-\alpha-3)+\beta(\beta-1)-3 i \epsilon M \omega+\frac{1}{4} . \tag{79}
\end{align*}
$$

The condition which determines $\lambda$ is (66) with $\widetilde{A}_{1}$ and $\widetilde{A}_{2}$ given by (78) and (79).

From (77) the quantities $(\alpha, \beta, \gamma, \omega)$ may be found in terms of $n$ and the other parameters in the same manner as they were obtained in Sec. V A for the spin-zero case.

Defining $\left(\alpha_{1 / 2}, \beta_{1 / 2}\right)$ by
$\alpha_{1 / 2}=i_{1}[2 M \omega-e Q+i / 2]$,
$\beta_{1 / 2}=-i_{1}\left[M^{2}\left(1+\epsilon^{2}\right) \omega+a^{2} \omega-a m-e Q M\right] / \epsilon M$,
the solutions for $(\alpha, \beta, \gamma, \omega)$ are then the following three sets given by (82)-(84):

$$
\begin{align*}
M \omega= & {\left[2 i_{2}(n+1)-\left(2 i_{1} i_{2} / \epsilon\right)(a m / M+e Q)+2 e Q+i\right] } \\
& \times\left[4-2 i_{1} i_{2}\left(\left(\epsilon^{2}+1\right) / \epsilon+a^{2} / \epsilon M^{2}\right)\right]^{-1}, \tag{82a}
\end{align*}
$$

$\gamma=i_{2} \epsilon M \omega$,
$\beta=\beta_{1 / 2}$,
$\alpha=\alpha_{1 / 2}$,
where there are four solutions in (82) corresponding to $i_{1}= \pm i$ and, independently, $i_{2}= \pm i$ :
$M \omega=-i_{1}(n+1) / 4+e Q / 2$,
$\gamma=-(n+1) \epsilon / 4-i_{1} \epsilon e Q / 2$,
$\beta=(n+1) / 2+i i_{1} / 2$,
$\alpha=-\frac{(n+1)}{4 \epsilon}\left(\epsilon^{2}+1+\frac{a^{2}}{M^{2}}\right)+\frac{i_{1} e^{3} Q}{2 \epsilon M^{2}}+\frac{i_{1} a m}{\epsilon M} ;$
$\gamma=-i \epsilon M \omega$,
$\beta=\alpha_{1 / 2}, \quad i_{1}=-i$,
$\alpha=\beta_{1 / 2}, \quad i_{1}=-i$,
$n=0$,
where $\omega$ is arbitrary in (84).

## C. Spln-1 and -2 fields on nonextreme Kerr geometry

The field equation in this case is (10) and it is transformed into (39) by introducing $x$ again by (60) and letting $R=\Delta^{-s / 2} \psi$. The result for $A$ is then

$$
\begin{equation*}
A=\left(1 / M^{2} \epsilon^{2}\right)\left[B-s \Delta-s^{2}(r-M)^{2}\right] \tag{85}
\end{equation*}
$$

where $B$ is given by (11).
The form which (59), (46b), and (46c) take in this case is the following:

$$
\begin{align*}
\tilde{A}_{0}= & (\alpha-\beta)^{2}+\frac{1}{M^{2} \epsilon^{2}}\left\{\left[(\epsilon+1)^{2} M^{2}+a^{2}\right] \omega\right. \\
& -a m-i s \epsilon M\}^{2}=0,  \tag{86a}\\
\tilde{A}_{0}^{-}= & (\alpha+\beta)^{2}+\frac{1}{M^{2} \epsilon^{2}}\left\{\left[(1-\epsilon)^{2} M^{2}+a^{2}\right] \omega\right. \\
& -a m+i s \epsilon M\}^{2}=0,  \tag{86b}\\
\tilde{A}_{4}= & \epsilon^{2} M^{2} \omega^{2}+\gamma^{2}=0,  \tag{86c}\\
\tilde{A}_{3}= & 4 \epsilon(\epsilon+1) M^{2} \omega^{2}+2 i s \epsilon M \omega+4 \gamma^{2}+2(\beta-1) \gamma \\
= & 2 n \gamma,  \tag{86d}\\
\tilde{A}_{2}= & 6(\epsilon+1)^{2} M^{2} \omega^{2}+a^{2} \omega^{2}+6 i s \epsilon M \omega-s^{2}-s-\lambda \\
& +2 \gamma(2 \gamma+3 \beta-3-\alpha)+\beta(\beta-1)  \tag{87}\\
\tilde{A}_{1}= & (1 / \epsilon)\left\{4(\epsilon+1)^{3} M^{2} \omega^{2}+2(\epsilon+2) a^{2} \omega^{2}\right. \\
& +i s\left[4\left(\epsilon^{2}-1\right) M \omega+2 a m / M\right] \\
& \left.-4 a m \omega-2 \epsilon s^{2}-2 \epsilon s-2 \epsilon \lambda\right\} \\
& +4(\beta-\alpha-1) \gamma+2 \beta(\beta-\alpha-1) \tag{88}
\end{align*}
$$

The condition for $\lambda$ is again (66) with this $\tilde{A}_{1}$ and $\tilde{A}_{2}$.
Algebraic expressions for ( $\alpha, \beta, \gamma, \omega$ ) may be found also in this case of fields of spin 1 and 2. The solutions to (86) for $(\alpha, \beta, \gamma, \omega)$ are given by
$M \omega=\frac{2 i s \epsilon+i s \epsilon i_{3}\left(i_{1}+i_{2}\right)-2 i_{3} \epsilon(n+1)+i_{3}\left(i_{1}-i_{2}\right) a m / M}{4 \epsilon-2 \epsilon i_{3}\left(i_{1}+i_{2}\right)-2 i_{3}\left(i_{1}-i_{2}\right)}$,
$\gamma=i_{3} \epsilon M \omega$,
$2 M \epsilon \alpha=\left(i_{1}+i_{2}\right)\left(2 M^{2} \omega-a m\right)+\left(i_{1}-i_{2}\right)\left(2 M^{2} \epsilon \omega-i s \epsilon M\right)$,

$$
\begin{align*}
2 M \epsilon \beta= & \left(i_{1}+i_{2}\right)\left(-2 \epsilon M^{2} \omega+i s \epsilon M\right)  \tag{90b}\\
& +\left(i_{1}-i_{2}\right)\left(-2 M^{2} \omega+a m\right) \tag{90c}
\end{align*}
$$

where $s= \pm 1, \pm 2$, and $i_{1}, i_{2}$, and $i_{3}$ may independently take the values $\pm i$ with the following exceptions. For $\left(i_{1}, i_{2}, i_{3}\right)=(-,-,+) i,(89)$ is to be disregarded and the solution is given by ( 90 ) with $\omega$ arbitrary but with the constraint $2 s=n+1$ so that the only possible values of $(s, n)$ in this special case are ( 1,1 ) and (2,3). For $a=0$ and $\left(i_{1}, i_{2}, i_{3}\right)= \pm(+,-,-) i$ the solutions are given by ( 90 ) with $\epsilon=1, \omega$ arbitrary, and $(s, n)=[(\mp 1,0),(\mp 2,1)]$.

## VI. BEHAVIOR OF CLOSED-FORM SOLUTIONS

Because the number of solutions found in this paper is so large, we do not give here an exhaustive description of their behavior. We do, however, summarize some of the main results, and for particularly interesting example solutions we
point out some which have well-behaved angular dependence and some which do not, analyze field behavior as the conformal boundaries $\mathscr{H}^{ \pm}$and $\mathscr{I}^{ \pm}$of the space-time are approached, and compare our radial fields to normal modes.

Two interesting sorts of solutions which we might wish to find in closed form (but seemingly do not) would be (a) an exact physically reasonable radiation field or (b) a normal mode radial solution (one representing only outgoing radiation as $r \rightarrow \infty$ and satisfying the proper boundary conditions ${ }^{13}$ as $r \rightarrow r_{+}$; the mode would be stable if $\operatorname{Im} w<0$ and unstable if $\operatorname{Im} w>0$ ). Since spherically symmetric geometries $(a=0)$ have been shown to be stable to perturbation by massless fields no unstable normal modes can be found in those cases. For the Kerr geometry, stability with respect to massless fields probably holds although it is not yet rigorously proven, ${ }^{14}$ so we might not expect to find any unstable normal modes; however, some authors do think that they exist. ${ }^{15}$ Other authors ${ }^{16}$ believe unstable normal modes exist for a massive perturbing scalar field of the Kerr geometry. None of the examples which we analyze prove to be of sorts (a) or (b), though some could be normal modes for large $n$ or values of $a$ at which it is difficult to discover whether $\lambda$ is an angular eigenvalue. For those parameter values for which the analysis is easily completed we find some exact fields which have the proper normal mode radial behavior but fail to have $\lambda$ be an eigenvalue at least for small $|a \omega|$, and we find the reverse-angularly well-behaved fields which fail to have normal mode behavior either as $r \rightarrow \infty$ or as $r \rightarrow r_{+}$. The care with which our solutions avoid being normal modes leads one to suspect that the conditions which have been imposed to obtain closed forms may put one outside the class of normal mode solutions.

Other types of fields which we find are ones which, though nonstatic, behave just as some static massless fields are known to do in the respect that they blow up on $\mathscr{H}^{+}$or $\mathscr{H}^{-}$if they are well behaved on $\mathscr{J}^{+}$and $\mathscr{I}^{-}$and blow up on $\mathscr{I}^{+}$or $\mathscr{J}^{-}$if finite on $\mathscr{H}^{+}$and $\mathscr{H}^{-}$. These types of fields occur frequently when $w$ has a nonzero imaginary part.

Another closed-form field which we have found has the properties that it goes to zero like $1 / r$, is nonradiative at $\mathscr{I}^{-}$, is finite on $\mathscr{H}^{-}$, has outgoing radiation at $\mathscr{I}^{+}$(with a profile exponentially increasing towards the future on $\mathscr{I}^{+}$), and is infinite on $\mathscr{H}^{+}$but is infinite nowhere inside the boundaries $\mathscr{H}^{ \pm}$and $\mathscr{I}^{ \pm}$. Such a field is not well behaved but has finite null data on $\mathscr{I}^{-}$and finite but unbounded null data on $\mathscr{H}^{-}$.

To discuss behavior at $\mathscr{H}^{ \pm}$and $\mathscr{I}^{ \pm}$we define null coordinates $u$ and $v$ by $2 u=t-r^{*}, 2 v=t+r^{*}$, where
$r^{*}=r+\frac{r_{+}^{2}+a^{2}}{2 \epsilon M} \ln \left|r-r_{+}\right|-\frac{r_{-}^{2}+a^{2}}{2 \epsilon M} \ln \left|r-r_{-}\right|$,
on nonextreme geometries, and

$$
\begin{equation*}
r^{*}=r-\left(M^{2}+a^{2}\right) /(r-M)+2 M \ln |r-M| \tag{92}
\end{equation*}
$$

on extreme geometries ( $r_{+}=r_{-}=M$ ). Then at fixed $u$ we approach $\mathscr{I}^{+}$via $u \rightarrow \infty$ (or $r \rightarrow \infty$ ) and $\mathscr{H}^{-}$via $v \rightarrow-\infty$ (or $r \rightarrow r_{+}$), and at fixed $v$ we approach $\mathscr{I}^{-}$via $u \rightarrow-\infty$ (or $r \rightarrow \infty$ ) and $\mathscr{H}^{+}$via $u \rightarrow+\infty\left(\right.$ or $r \rightarrow r_{+}$).

On extreme geometries the behavior of

$$
\begin{align*}
\psi \exp (-i \omega t) & =\psi \exp \left(-2 i \omega u-i \omega r^{*}\right) \\
& =\psi \exp \left(-2 i \omega v+i \omega r^{*}\right) \tag{93}
\end{align*}
$$

at the conformal boundaries is easily obtained from (27) using (12) and (92). Similarly, on nonextreme geometries we use $(60)-(62)$ and (91), from which we obtain

$$
\begin{equation*}
\psi \rightarrow \exp \left(-\gamma r^{*} / \epsilon M\right) / r^{\beta-n-2 \gamma / \epsilon}, \quad \text { as } r \rightarrow \infty \tag{94}
\end{equation*}
$$

and
$\psi \rightarrow$ const $\exp \left(\epsilon M(\alpha-\beta) r^{*} /\left(r_{+}^{2}+a^{2}\right)\right), \quad$ as $r \rightarrow r_{+}$.
Our notation for behaviors of $\psi \exp (-i \omega t)$ at the conformal boundaries will be to list them in square brackets in the order $\mathscr{H}^{-}, \mathscr{H}^{+}, \mathscr{I}^{-}, \mathscr{I}^{+}$.

## A. Solutions on extreme geometries

The variety of closed-form solutions generated on extreme geometries by the method of Sec. III is considerably less than that obtained on nonextreme geometries in Sec. V. For spins 1 and 2 on the extreme Kerr geometry the method employed gives no solutions, and for the spin-1 field on the extreme Kerr-Newman geometry it yields a solution, given by (37), only if the field is massless ( $\mu=0$ ), $n=0$, and a nonvanishing electromagnetic test field is present. The spin$\frac{1}{2}$ field has real $\omega$, but its angular part $S(\theta)$ cannot be nonsingular for all $a \omega$ and $l$ because we have $\lambda=2 a m \omega-a^{2} \omega^{2}$ and this expression cannot be an eigenvalue since it goes to zero instead of $l\left(l+\frac{1}{2}\right)^{2}$ as $a \omega$ goes to zero.

The only solution on an extreme geometry for a massive field $(\mu \neq 0)$ is the spin- 0 field, specialized by $\mu^{2}=\omega^{2}$ and other conditions, on the extreme Kerr-Newman geometry. The radial field in this case is given by (30), $\omega$ is real, and the angular factor $S(\theta)$ is nonsingular. Though $\omega \neq 0$, this field behaves in the same fashion as the static field with $m=\mu=Q=0$; namely, it goes as $[\infty, \infty, 0,0]$ or $[0,0, \infty, \infty]$ at the conformal boundaries. In fact, for $a=0$, (30) gives exactly the static formulas for $\psi$, so we have
$\psi \exp (-i \omega t)$

$$
\begin{equation*}
=\left(1 /(r-M)^{t+1},(r-M)^{l}\right) \exp (-i \omega(u+v)) \tag{96}
\end{equation*}
$$

In particular, the first case of (96) has, for $l=0$, a nontrivial radiation field at $\mathscr{I}^{-}$and $\mathscr{I}^{+}$, and

$$
\begin{align*}
\psi \exp (-i \omega t) & \rightarrow\left[\infty, \infty, \exp (-i \omega v) \frac{\exp (-i \omega u)}{r}\right. \\
& \left.\exp (-i \omega u) \frac{\exp (-i \omega v)}{r}\right] \tag{97}
\end{align*}
$$

When the spin-0 field is massless, $\omega$ has a nonvanishing imaginary part and if $a m \neq 0$ then $Q=0$ so that the presence of an electromagnetic test field is required unless we restrict to extreme Reissner-Nordström or to only $m=0$ modes. When $a=0$ the radial massless scalar field is (33) and $S(\theta)$ is singular except possibly for only one eigenvalue at each $n$ out of the $4 n+3$ eigenvalues of the four types of $\mathscr{L}$ in (24). When $a \neq 0$, the radial field is (35), we must have $a e Q=m M$, and a numerical investigation is needed to show whether $S(\theta)$ may be nonsingular.

## B. Solutions on nonextreme geometries

On the appropriate nonextreme geometries there are closed-form solutions given in Sec. $V$ for fields of any spins 0 , $\frac{1}{2}, 1,2$. Restrictions on the parameters are not as severe as with the extreme geometries; in particular, the presence of an electromagnetic test field is not required except in highly special cases. We are still restricted, however, to massless fields when the spin is nonzero. There are several classes of solutions with real $\omega$, several with complex $\omega$, and several with nonsingular $S(\theta)$. The explicit formula for the radial field is (62).

A massless scalar field on the Kerr-Newman geometry which results from (75) (with the lower sign chosen) provides an example of an angularly nonsingular field which behaves well at $\mathscr{H}^{-}$and $\mathscr{I}^{-}$but badly at $\mathscr{H}^{+}$and has an exponential radiation profile on $\mathscr{I}^{+}$. This is easily seen explicitly by setting $n=Q=0$ in (75); then from (62) the solution to (5) is
$\psi \exp (-i \omega t)=\frac{\left|r-r_{+}\right|^{-i a m / 2 M \epsilon}}{\left|r-r_{-}\right|^{1-i a m / 2 M \epsilon}} \exp (-2 i \omega u)$,
where $\omega=(a m+i \epsilon M) /\left(r_{-}^{2}+a^{2}\right)$, and the asymptotic behavior when $m=0$ is

$$
\begin{align*}
& \psi \exp (-i \omega t) \\
& \quad \rightarrow[\text { const } \exp (-2 i \omega u), \infty, 0 / r, \exp (-2 i \omega u) / r] \tag{99}
\end{align*}
$$

It can be shown [by examining the expression for $\lambda$ which results from setting $\widetilde{A}_{2}=0$ in (65)] that for $m=0$ and sufficiently small $|a \omega|$ there exists a choice of $\epsilon, 0<\epsilon<1$, such that $\lambda$ is an eigenvalue in the angular differential equation and $S(\theta)$ is therefore nonsingular. This radial field has pure imaginary $\omega$ and proper behavior as $r \rightarrow \infty$, but it is not a normal mode as is clear from (98). If $a m \neq 0$ in (75) then $\omega$ has a nonvanishing real part, as expected for a normal mode, but $S(\theta)$ may be singular.

When the upper sign is chosen in (75) we can show for $n=Q=m=0$ that $\lambda<0$ and so $\lambda$ is not an eigenvalue as $a \omega \rightarrow 0$.

The scalar field characterized in Sec. VA by $n=Q=m=0, \omega=i \sigma(\sigma-2) / 4 M, \mu^{2}=\sigma^{2}(\sigma-1) / 4 M^{2}$, $\sigma \geqslant 1$ behaves as $\psi \rightarrow r^{-\sigma} \exp \left(i \sqrt{\omega^{2}-\mu^{2}} r^{*}\right)$ for $r \rightarrow \infty$ and as $\psi \rightarrow \exp \left(-i \omega r^{*}\right)$ for $r \rightarrow r_{+}$. For $\sigma=1$ the field is massless and behaves radially as a stable normal mode, but $\lambda<0$ so the field is angularly singular at least as $a \omega \rightarrow 0$. The field is massive if $\sigma>1$ and for $a \omega \rightarrow 0$ (or $a=0$ ) it can be shown that for every $e, 0 \leqslant e^{2}<M^{2}$, there exists a value of $\sigma$, $\sigma>2(1+\sqrt{1+l(l+1)})+o(a)>4$, such that $\lambda$ is an eigenvalue with the exception that $a=e=0$ is excluded. The field then behaves radially like an unstable normal mode except that the $r$ falloff is at the faster rate $1 / r^{\sigma}, \sigma>4$, instead of $1 / r$ as $r \rightarrow \infty$.

The scalar field discussed last in Sec. V A having $\mu^{2}=\omega^{2}, n=0$, and $e Q m \neq 0$ is angularly nonsingular when we restrict $\omega$ by $\omega^{2}=l(l+1) /\left(M^{2}-e^{2}\right)$.

As an example of nonzero spin field consider the spin-1 field determined by (83) with $i_{1}=i$ and $Q=0$. Then from (62) and (91) we find

$$
\begin{equation*}
\psi=\exp \left(i \omega r^{*}\right)\left(\left|r-r_{+}\right|^{g_{+} /}\left|r-r_{-}\right|^{8_{-}}\right) V \tag{100}
\end{equation*}
$$

where $\omega=-i(n+1) / 4 M$ and $g_{ \pm} \equiv-i \omega\left(r_{ \pm}^{2}+a^{2}\right) / \epsilon M$ $+i a m / 2 \epsilon M \pm \frac{1}{4}$. Recalling that $\psi=R \Delta^{1 / 4}$ we find $R \rightarrow \exp \left(i \omega r^{*}\right)$ as $r \rightarrow \infty$ and $R \rightarrow$ const $\Delta^{1 / 2} \exp \left(-i \kappa r^{*}\right)$ as $r \rightarrow r_{+}$, where $\kappa \equiv \omega-a m /\left(2 M r_{+}-e^{2}\right)$. For all $n$, this is the proper $r$ dependence of a stable normal mode; but for $n=0$ we find $\lambda=-\left(1+\epsilon^{2}\right) / 4+3 a^{2} \omega^{2}+i a m / 2 M$, which cannot be an eigenvalue at least as $a \omega \rightarrow 0$.
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We propose a new method to build exact solutions of Einstein field equations in case of "hypersurface-homogeneous space-times." The energy-momentum tensor is of perfect fluid type. Starting from SE solutions we are able to build new classes of solutions which add to the rare solutions not satisfying the equation of state $p=(\gamma-1) \mu$. We study the geometrical and physical properties of some of the solutions obtained.

## I. INTRODUCTION

In a previous article ${ }^{1}$ we proved the utility of a new technique to generate exact solutions of Einstein's field equations with spherical symmetry and an energy-momentum tensor of perfect fluid type.

Using the same idea we present a method to generate exact solutions (always for an energy-momentum tensor of perfect fluid type) for what is known as a homogeneous-hypersurface space time. These are spaces having a group of motions $G_{4}$ on $V_{3}$, the isotropy group being spatial rotations. The metric used is
$d s^{2}=-d t^{2}+A^{2}(t) d x^{2}+B^{2}(t)\left(d y^{2}+\sum^{2}(y, K) d z^{2}\right)$.

Starting from a metric of form (1.1), Stewart and Ellis ${ }^{2}$ (SE) already obtained general solutions for the Einstein field equations satisfying the equation of state

$$
\begin{equation*}
p=(\gamma-1) \mu \tag{1.2}
\end{equation*}
$$

where $p$ is the pressure, $\mu$ is the energy density, and $\gamma$ is a parameter such that
$1<\gamma<2$.
Starting from the SE (Stewart-Ellis) metric, and using our technique, we obtain new classes of solutions.

It is interesting to notice that the classes of metrics we obtain do not satisfy (1.2).

As far as we know, these classes are new and can be added to the rare perfect fluid solutions ${ }^{3-6}$ not satisfying the relation (1.2).

## II. FIELD EQUATIONS

The field equations in general relativity are
$R_{a b}-\frac{1}{2} R g_{a b}+\Lambda g_{a b}=\kappa_{0} T_{a b}$.
The energy momentum tensor $T_{a b}$ for a perfect fluid is

$$
\begin{equation*}
T_{a b}=(\mu+p) u_{a} u_{b}+p g_{a b}, \quad u_{a} u^{a}=-1 \tag{2.2}
\end{equation*}
$$

We consider metrics admitting a group of motions $G_{4}$ on $V_{3}$ which are locally rotationally symmetric (LRS).

Among the metrics mentioned above, we choose one which has been used often as a cosmological model ${ }^{7}$ and whose importance is clear.

This metric is
$d s^{2}=-d t^{2}+A^{2}(t) d x^{2}+B^{2}(t)\left(d y^{2}+\sum^{2}(u, K) d z^{2}\right)$,
where $\Sigma(y, K)=\sin y, \quad y, \quad \sinh y, \quad$ respectively, when $K=1,0,-1$. For a Ricci tensor of type [(111),1], in Segre notation, the field equations are ${ }^{7}$

$$
\begin{align*}
& 2 \frac{B^{\prime \prime}}{B}+\frac{B^{\prime 2}}{B^{2}}+\frac{K}{B^{2}}=\Lambda-\kappa_{0} p,  \tag{2.4}\\
& \frac{B^{\prime \prime}}{B}+\frac{A^{\prime \prime}}{A}+\frac{A^{\prime}}{A} \times \frac{B^{\prime}}{B}=A-\kappa_{0} p  \tag{2.5}\\
& 2 \frac{A^{\prime}}{A} \times \frac{B^{\prime}}{B}+\frac{B^{\prime 2}}{B^{2}}+\frac{K}{B^{2}}=\Lambda+\kappa_{0} \mu \tag{2.6}
\end{align*}
$$

We have to consider two cases.
A. $K=0$

Equations (2.4) and (2.5) give

$$
\begin{equation*}
\frac{B^{\prime \prime}}{B}+\frac{B^{\prime 2}}{B^{2}}=\frac{A^{\prime \prime}}{A}+\frac{A^{\prime}}{A} \times \frac{B^{\prime}}{B} . \tag{2.7}
\end{equation*}
$$

We associate to the couple $(A, B)$ another one $(Y, Z)$ given by

$$
\begin{equation*}
A^{\prime} / A=Y, \quad B^{\prime} / B=Z \tag{2.8}
\end{equation*}
$$

Using (2.8), Eq. (2.7) becomes

$$
\begin{equation*}
Y^{\prime}+Y^{2}+Y Z=Z^{\prime}+2 Z^{2} \tag{2.9}
\end{equation*}
$$

## 1. (2.9) is a Riccati equation in $Y$

By the change of function

$$
\begin{equation*}
Y=Y_{0}+1 / U \tag{2.10}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
U^{\prime}-\left(2 Y_{0}+Z\right) U=1 \tag{2.11}
\end{equation*}
$$

where $Y_{0}$ is a particular solution of (2.9) with $Y$ being the more general one. By quadrature (2.11) gives

$$
\begin{align*}
U(t)= & \left\{\exp \int\left(2 Y_{0}+Z\right) d t\right\} \\
& \times\left\{\int\left(\exp \int-\left(2 Y_{0}+Z\right) d t\right) d t+C\right\} \tag{2.12}
\end{align*}
$$

$C$ being a constant. From (2.8) and (2.12) we obtain

$$
\begin{equation*}
U(t)=A_{0}^{2} B\left(\int \frac{d t}{A_{0}^{2} B}+C_{1}\right) \tag{2.13}
\end{equation*}
$$

Equations (2.10) and (2.13) yield
$A(t)=A_{0}(t) \exp \left\{\int \frac{d t}{A_{0}^{2} B\left[\int d t / A_{0}^{2} B+C_{1}\right]}+C_{2}\right\}$,
$C_{2}$ being a constant. Then from the couple $\left[A_{0}(t), B(t)\right]$ our method allows us to obtain $[A(t), B(t)]$, where $A(t)$ is given by (2.14) and $B(t)$ stays invariable.

## 2. (2.9) is a Riccati equation in $Z$

By the change of function

$$
\begin{equation*}
Z=Z_{0}+1 / V \tag{2.15}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
V^{\prime}+V\left(Y-4 Z_{0}\right)=2 \tag{2.16}
\end{equation*}
$$

where $Z_{0}$ is a particular solution of (2.9) with $Z$ being the more general one. By quadrature (2.16) gives

$$
\begin{align*}
V(t)= & \left\{\exp \int\left(4 Z_{0}-Y\right) d t\right\} \\
& \times\left\{2 \int\left[\exp \int\left(Y-4 Z_{0}\right) d t\right] d t+C_{3}\right\} \tag{2.17}
\end{align*}
$$

$C_{3}$ being a constant. From (2.8) and (2.17) we obtain

$$
\begin{equation*}
V(t)=\left(\frac{B_{0}^{4}}{A}\right)\left(\int 2 \frac{A}{B_{0}^{4}} d t+C_{4}\right) \tag{2.18}
\end{equation*}
$$

Equations (2.15) and (2.18) yield
$B(t)=B_{0}(t) \exp \left\{\int \frac{d t}{\left(B_{0}^{4} / A\right)\left[\int\left(2 A / B_{0}^{4}\right) d t+C_{4}\right]}+C_{5}\right\}$,
where $C_{5}$ is a constant. Then from the couple $\left[B_{0}(t), A(t)\right]$ we obtain $[B(t), A(t)]$, where $B(t)$ is given by (2.19) and $A(t)$ stays invariable.

## B. $K \neq 0(K= \pm 1)$

From (2.4), (2.5), and (2.8) we obtain
$Y^{\prime}+Y^{2}+Y Z=Z^{\prime}+2 Z^{2}+K / B^{2}$.
By a similar procedure to the one used in Sec. II A, Eq. (2.20), which is of Riccati type in $Y$, admits the solution

$$
\begin{equation*}
A(t)=A_{0}(t) \exp \left\{\int \frac{d t}{A_{0}^{2} B\left[\int d t / A_{0}^{2} B+C_{6}\right]}+C_{7}\right\} \tag{2.21}
\end{equation*}
$$

where $C_{6}$ and $C_{7}$ are two constants.

## III. SOLUTIONS

We confine ourselves to particular solutions of the SE type, i.e.,
$d s^{2}=-d t^{2}+A_{0}^{2}|t| d x^{2}+B^{2}(t)\left[d y^{2}+y^{2} d z^{2}\right]$.
Here, $A, B$, and $t$ are given in parametric form such that

$$
\begin{align*}
& d t=2 C d \kappa  \tag{3.2}\\
& C=\alpha_{1} 2^{\gamma /(2-\gamma)}(\cosh \kappa \sinh \kappa)^{\gamma /(2-\gamma)}  \tag{3.3}\\
& A_{0}=d_{2} 2^{2 / 3(2-\eta)}(\cosh \kappa)^{2 /(2-\gamma)}(\sinh \kappa)^{-2 / 3(2-\gamma)}  \tag{3.4}\\
& B=\alpha_{3} 2^{2 / 3(2-r)}(\sinh \kappa)^{4 / 3(2-\gamma)} \tag{3.5}
\end{align*}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are given in Ref. 7. For this case we must apply the results of Sec. II A.
(1) Starting from the results of Sec.II A 1, the formula (2.13) yields

$$
\begin{equation*}
U(t)=A_{0}^{2} B \times I_{1} \tag{3.6}
\end{equation*}
$$

where $I_{1}$ is given by

$$
\begin{equation*}
I_{1}=\int \frac{d t}{A_{0}^{2} B}+C \tag{3.7}
\end{equation*}
$$

and can be written as

$$
\begin{equation*}
I_{1}=\frac{\alpha_{1}}{\alpha_{2}^{2} \alpha_{3}}\left[\int \frac{1}{(\cosh \kappa)^{2}}(\tanh \kappa)^{\gamma /(2-\gamma)} d \kappa+C_{1}\right], \tag{3.8}
\end{equation*}
$$

where

$$
C_{1}=C\left(\alpha_{2}^{2} \alpha_{3} / \alpha_{1}\right) .
$$

By quadrature we obtain

$$
\begin{equation*}
I_{1}=\frac{\alpha_{1}}{\alpha_{2}^{2} \alpha_{3}}\left[\frac{(2-\gamma)}{2}(\tanh \kappa)^{2 /(2-\gamma)}+C_{1}\right] \tag{3.9}
\end{equation*}
$$

Thus, (3.6) becomes

$$
\begin{align*}
A_{0}^{2} B \times I_{1}= & \alpha_{1}\left\{2^{2 /(2-\gamma)}(\cosh \kappa)^{4 /(2-\gamma)}\right\} \\
& \times\left\{\frac{2-\gamma}{2}(\tanh \kappa)^{2 /(2-\gamma)}+C_{1}\right\} . \tag{3.10}
\end{align*}
$$

Evaluating

$$
I_{2}=\int \frac{d t}{A_{0}^{2} B\left[\int d t / A_{0}^{2} B+C_{1}\right]}
$$

which is in the formula (3.14), we obtain

$$
\begin{align*}
I_{2} & =\int \frac{(\sinh \kappa)^{\gamma /(2-\gamma)} d \kappa}{(\cosh \kappa)^{(4-\gamma) /(2-\gamma}\left[[(2-\gamma) / 2](\tanh \kappa)^{2 /(2-\gamma)}+C_{1}\right]} \\
& =\int \frac{(\tanh \kappa)^{\gamma /(2-\gamma)} d \kappa}{\cosh ^{2} \kappa\left[[(2-\gamma) / 2](\tanh \kappa)^{2 /(2-\gamma)}+C_{1}\right]} . \tag{3.11}
\end{align*}
$$

## Setting

$$
w=\left(\tanh (\kappa)^{2 /(2-\gamma)}+2 C_{1} /(2-\gamma),\right.
$$

we obtain

$$
\begin{equation*}
I_{2}=\ln \left[\frac{(\tanh \kappa)^{2 /(2-\gamma)}+2 C_{1} /(2-\gamma)}{C_{2}}\right], \tag{3.13}
\end{equation*}
$$

where $C_{2}$ is a constant. From (3.14) and (3.13) we obtain

$$
\begin{equation*}
A(t)=A_{0}(t)\left\{\frac{(\tanh \kappa)^{2 /(2-\gamma)}+2 C_{1} /(2-\gamma)}{C_{2}}\right\} \tag{3.14}
\end{equation*}
$$

where $A_{0}(t)$ is given by (3.4). In the case $C_{1}=0, C_{2}=1$ we obtain

$$
\begin{equation*}
A(t)=\alpha_{2} 2^{2 / 3(2-\gamma}[\sinh (\kappa)]^{4 / 3(2-\gamma)} . \tag{3.15}
\end{equation*}
$$

The new class of metrics reads

$$
\begin{equation*}
d s^{2}=-4 C^{2} d \kappa^{2}+A^{2}(f) d x^{2}+B^{2}(t)\left[d y^{2}+y^{2} d z^{2}\right] \tag{3.16}
\end{equation*}
$$

where $C, A, B$ are given, respectively, by (3.3), (3.14), and (3.5).
We call this class $F 1(1<\gamma<2)$.
In the case (3.15) we have

$$
\begin{align*}
d s^{2}= & -4 C^{2} d \kappa^{2}+\alpha_{2}^{2} 2^{4 / 3(2-\gamma)}(\sinh \kappa)^{8 / 3(2-\gamma)} d x^{2} \\
& +B^{2}(t)\left[d y^{2}+y^{2} d z^{2}\right] \tag{3.17}
\end{align*}
$$

We call this class F2.
(2) Starting from the results of Sec. II A 2 and using the class F2 as a particular solution we can obtain from (2.18)

$$
V(t)=\left(B_{0}^{4} / A\right) I_{3}, \quad B_{0}=\alpha_{3} 2^{2 / 3(2-\gamma)}(\sinh \kappa)^{4 / 3(2-r)},
$$

where $I_{3}$ is given by

$$
\begin{equation*}
I_{3}=\frac{\alpha_{1} \alpha_{2}}{\alpha_{3}^{4}}\left[\int \frac{(\cosh \kappa)^{\gamma /(2-\gamma)}}{(\sinh \kappa)^{(4-\gamma) /(2-\gamma)}} d \kappa+C_{4}\right] \tag{3.18}
\end{equation*}
$$

$$
\begin{equation*}
I_{4}=\int \frac{(\cosh \kappa)^{\gamma /(2-\gamma)} d \kappa}{2(\sinh \kappa)^{(4-\gamma) /(2-\gamma)}\left[-[(2-\gamma) / 2](\operatorname{coth} \kappa)^{2 /(2-\gamma)}+C_{4}\right]} . \tag{3.20}
\end{equation*}
$$

By suitable arrangement (3.20) becomes
$I_{4}=\int \frac{(\operatorname{coth} \kappa)^{\gamma /(2-\gamma)} d \kappa}{2(\sinh \kappa)^{2}\left[-[(2-\gamma) / 2](\operatorname{coth} \kappa)^{2 /(2-\gamma)}+C_{4}\right]}$.

By a change of variable,

$$
\begin{equation*}
\xi=(\operatorname{coth} \kappa)^{2 /(2-\gamma)}-2 C_{4} /(2-\gamma), \tag{3.22}
\end{equation*}
$$

(3.21) becomes

$$
\begin{equation*}
I_{4}=\int \frac{d \xi}{2 \xi} \tag{3.23}
\end{equation*}
$$

And by quadrature we obtain

$$
\begin{equation*}
I_{4}=\ln \left[\frac{(\operatorname{coth} \kappa)^{2 /(2-\gamma)}-2 C_{4} /(2-\gamma)}{C_{5}}\right]^{1 / 2} \tag{3.24}
\end{equation*}
$$

where $C_{5}$ is a constant. From (2.19) and (3.24) we obtain
$B(t)=B_{0}(t)\left(\frac{(\operatorname{coth} \kappa)^{2 /(2-r)}-2 C_{4} /(2-\gamma)}{C_{5}}\right)^{1 / 2}$,
and the new class of metrics obtained becomes

$$
\begin{equation*}
d s^{2}=-4 C^{2} d \kappa^{2}+A^{2}(t) d x^{2}+B^{2}(t)\left(d y^{2}+y^{2} d z^{2}\right) \tag{3.26}
\end{equation*}
$$

where $C, A, B$ are given, respectively, by (3.3), (3.15), and (3.25). We call this class F3 $(1<\gamma<2)$.

For $C_{4}=0$ and $C_{5}=1$ we obtain

$$
\begin{align*}
d s^{2}= & -4 C^{2} d \kappa^{2}+a_{2}^{2} 2^{4 / 3(2-\gamma)}(\sinh \kappa)^{8 / 3(2-\gamma)} d \kappa^{2} \\
& +\alpha_{3}^{2} 2^{4 / 3(2-\gamma)}(\sinh \kappa)^{2 / 3(2-\gamma)} \\
& \times(\cosh \kappa)^{2 /(2-\gamma)}\left[d y^{2}+y^{2} d z^{2}\right] . \tag{3.27}
\end{align*}
$$

We call this class F4 $(1<\gamma<2)$.

## IV. PRESSURE $p$ AND DENSITY $\mu$

The pressure $p$ and the energy density $\mu$ are given by the formulas (2.4) and (2.6). For solutions (SE) we obtain
$\frac{A^{\prime}}{A}=\left[\frac{\tanh \kappa}{2-\gamma}-\frac{\operatorname{coth} \kappa}{3(2-\gamma)}\right] \frac{2^{-\gamma /(2-\gamma)}}{\alpha_{1}(\cosh \kappa \sinh \kappa)^{\gamma /(2-\gamma)}}$,

$$
\begin{align*}
& \frac{B^{\prime}}{B}=\frac{2 \operatorname{coth} \kappa}{3(2-\gamma)} \frac{2^{-\gamma(2-\gamma)}}{\alpha_{1}(\cosh \kappa \sinh \kappa)^{\gamma /(2-\gamma)}}  \tag{4.2}\\
& \begin{aligned}
& \kappa_{0} \mu+\Lambda=(1-\gamma)[-\Lambda \\
&\left.\quad+4 / 2^{2 \gamma /(2-\gamma)} \alpha_{1}^{2}(\sinh \kappa \cosh \chi)^{\gamma /(1-\gamma)}\right], \\
&-\kappa_{0} p+\Lambda=(1-\gamma)\left[-\Lambda+4 / 3(2-\gamma)^{2} \alpha_{1}^{2} 2^{2 \gamma /(2-\gamma)}\right. \\
&\left.\quad \times(\sinh \kappa \cosh \kappa)^{2 \gamma /(2-\gamma)}\right]+\Lambda,
\end{aligned}
\end{align*}
$$ and therefore

$$
\begin{equation*}
p=(\gamma-1) \mu . \tag{4.5}
\end{equation*}
$$

Starting from the F 2 class, we evaluate the ratio $A^{\prime} / A$ and we obtain

$$
\begin{equation*}
\frac{A^{\prime}}{A}=\frac{2 \operatorname{coth}(\kappa)}{3(2-\gamma) \alpha_{1} 2^{\gamma /(2-\gamma)}(\cosh \kappa \sin \kappa)^{\gamma /(2-\gamma)}}, \tag{4.6}
\end{equation*}
$$

and $B^{\prime} / B$ is given by (4.2). Using again the formulas (2.4) and (2.6) we obtain

$$
\begin{align*}
\kappa_{0} \mu+\Lambda= & \frac{4 \operatorname{coth}^{2}(\kappa)}{3\left(2-\gamma^{2}\right) \alpha_{1}^{2} 2^{2 \gamma /(2-\gamma)}(\cosh \kappa \sinh \kappa)^{2 \gamma /(2-\gamma)}}  \tag{4.7}\\
-\kappa_{0} p+\Lambda= & (1-\gamma)\left[-\Lambda+4 / 3 \alpha_{1}^{2}(2-\gamma)^{2} 2^{2 \gamma /(2-\gamma)}\right. \\
& \left.\times(\sinh \kappa \cosh \kappa)^{2 \gamma /(2-\gamma}\right]+\Lambda . \tag{4.8}
\end{align*}
$$

The equation of state is

$$
\begin{equation*}
\kappa_{0} \mu=\left[-\kappa_{0} p /(1-\gamma)+\Lambda\right]\left[1+2 / \sqrt{1+\left\{\frac{3}{4}\left[\Lambda(1-\gamma)-\kappa_{0} p /(1-\gamma)\right] \alpha_{1}^{2}(2-\gamma)^{2}\right\}^{\gamma /(2-\gamma)}}-1\right] \tag{4.9}
\end{equation*}
$$

By a similar procedure we evaluate the pressure and energy density for the class of metric F4 and we obtain

$$
\begin{align*}
\kappa_{0} \mu+\Lambda= & {\left.\left[\alpha_{1}^{2}(2-\gamma)(\sinh \kappa \cosh \kappa)^{\gamma /(2-\gamma}\right)\right]^{-2} } \\
& \times\left[\frac{1}{4} \operatorname{coth}^{2} \kappa+\frac{1}{4} \tanh ^{2} \kappa+\frac{8}{6}\right], \tag{4.10}
\end{align*}
$$

$$
\begin{aligned}
-\kappa_{0} p+\Lambda= & {\left[\alpha_{1}(2-\gamma)(\sinh \kappa \cosh \kappa)^{\gamma /(2-\gamma)}\right]^{-2} } \\
& \times\left\{-\frac{1}{4} \operatorname{coth}^{2} \kappa-\frac{1}{4} \tanh ^{2} \kappa+\frac{11}{6}-\frac{4 \gamma}{3}\right\} .
\end{aligned}
$$

Thus $p$ and $\mu$ do not verify the equation of state $p=(\gamma-1) \mu$.

## V. GEOMETRICAL AND PHYSICAL PROPERTIES OF THE SOLUTIONS UNDER STUDY

We discuss the properties of the shear tensor $\sigma_{i j}$. It has been pointed out by Collins and Wainwright ${ }^{8}$ that the shear tensor $\sigma_{i j}$ plays an important role in general relativistic cosmological and stellar models.

The shear tensor arises in the decomposition of fourvector velocity of the fluid; i.e.,

$$
\begin{align*}
& u_{a ; b}=-\dot{u}_{a} u_{b}+\omega_{a b}+\sigma_{a b}+\Theta h_{a b} / 3,  \tag{5.1}\\
& \dot{u}_{a}=u_{a ; b} u^{b}, \quad \dot{u}_{a} u^{a}=0,  \tag{5.2}\\
& \omega_{a b}=u_{[a ; b]}+\dot{u}_{[a} u_{b]}, \quad \omega_{a b} u^{b}=0,  \tag{5.3}\\
& h_{a b}=g_{a b}+u_{a} u_{b}, \quad h_{a b} u^{b}=0,  \tag{5.4}\\
& \sigma_{a b}=u_{(a ; b)}+\dot{u}_{(a} u_{b)}-\Theta h_{a b} / 3, \sigma_{a b} u^{b}=0, \tag{5.5}
\end{align*}
$$

and $\Theta=u_{; a}^{a}$, where $\dot{u}_{a}, \omega_{a b}, \Theta, \sigma_{a b}$ are called acceleration, rotation, expansion, and shear, respectively, and a; means a covariant derivative.

If we use Cartesian coordinates in the orbits the metric (1.1) $(K=0)$ reads

$$
\begin{equation*}
d s^{2}=A^{2}(t) d x^{2}+B^{2}\left(d y^{2}+d z^{2}\right)-d t^{2} \tag{5.6}
\end{equation*}
$$

A natural choice of a basis $\left\{\omega^{\alpha}\right\}$ of a one-form is

$$
\begin{equation*}
\omega^{1}=A(t) d x, \quad \omega^{2}=B(t) d y, \quad \omega^{3}=B(t) d z, \quad \omega^{4}=d t . \tag{5.7}
\end{equation*}
$$

The tetrad metric $g_{a b}$ reads

$$
\begin{equation*}
g_{a b}=(1,1,1,-1) . \tag{5.8}
\end{equation*}
$$

By straightforward calculations we get

$$
\begin{align*}
& \sigma_{11}=\frac{2 A^{2}}{3}\left[\frac{\dot{A}}{A}-\frac{\dot{B}}{B}\right],  \tag{5.9}\\
& \sigma_{22}=\frac{B^{2}}{3}\left[\frac{\dot{B}}{B}-\frac{\dot{A}}{A}\right],  \tag{5.10}\\
& \sigma_{33}=\frac{B^{2}}{3}\left[\frac{\dot{B}}{B}-\frac{\dot{A}}{A}\right],  \tag{5.11}\\
& \left(\cdot=\frac{d}{d t}\right), \quad \sigma_{i j}=0 \text { for all other } i \text { and } j .
\end{align*}
$$

Applying now the above formula for the class $F 2$ we get

$$
\sigma_{11}=\sigma_{22}=\sigma_{33}=0
$$

Thus the class F2 is isotropic. Furthermore we are going to prove that F 2 can be reduced by appropriate scale transformations to Friedmann-Roberston-Walker ${ }^{9-13}$ (FRW) form.

It is useful to summarize here the physical properties of the FWR model. This universe is the same at all points in space (spatial homogeneity); all directions at a point are equivalent.

For geometrical properties and singularity we refer to Hawking and Ellis. ${ }^{14}$

For the class F4 we get

$$
\begin{equation*}
\sigma_{11}=\frac{\alpha_{2}^{2} 2^{4 / 3(2-\gamma)}(\sinh \kappa)^{8 / 3(2-\gamma)}}{3(2-\gamma) C(\kappa)}[\operatorname{coth} \kappa-\tanh \kappa], \tag{5.12}
\end{equation*}
$$

$$
\begin{align*}
& \sigma_{22}= \sigma_{33}= \\
& \frac{\alpha_{3}^{2} 2^{4 / 3(2-\sigma)}(\sinh \kappa)^{2 /(3-\gamma)} \cosh \kappa^{1 /(2-\gamma)}}{6(2-\gamma) C(\kappa)}  \tag{5.13}\\
& \times[\tanh \kappa-\operatorname{coth} \kappa]
\end{align*}
$$

where

$$
\begin{equation*}
C(\kappa)=\alpha_{1} 2^{\gamma /(2-\gamma)}(\cosh \kappa \sinh \kappa)^{\gamma /(2-\gamma)} . \tag{5.14}
\end{equation*}
$$

Formulas (3.2) and (3.3) show us directly that $t$ is a monotonic function of $\kappa$ verifying the following properties:

```
\(t \rightarrow 0\) when \(\kappa \rightarrow 0\),
\(t \rightarrow \infty\) when \(\kappa \rightarrow \infty\).
```

From the above results we deduce the following facts.
(a) The shear tensor $\sigma_{i j}$ is nonzero for all values of $t$ $0<t<\infty$; thus the model is anisotropic.
(b) At infinite time $(t \rightarrow \infty)$ the shear tensor $\sigma_{i j}$ drops to zero; the universe is then shear-free, there is no anisotropy.

We are now going to prove that F4 goes to a FRW model. For $t \rightarrow \infty(\kappa \rightarrow \infty)$, we have
$\cosh \kappa \rightarrow \sinh \kappa$.
Thus the class F4 reads

$$
\begin{align*}
d s^{2}= & -4 C^{2} d \kappa^{2}+\alpha_{2}^{2} 2^{4 / 3(2-\gamma)}(\sinh \kappa)^{8 / 3(2-\gamma)} d x^{2} \\
& +\alpha_{3}^{2} 2^{4 / 3(2-\gamma)}(\sinh \kappa)^{8 / 3(2-\gamma)}\left(d y^{2}+d z^{2}\right) . \tag{5.15}
\end{align*}
$$

By the scale transformations

$$
\begin{align*}
d X & =\alpha_{2} d x  \tag{5.16}\\
d Y & =\alpha_{3} d y  \tag{5.17}\\
d Z & =\alpha_{3} d z  \tag{5.18}\\
d T & =d t \tag{5.19}
\end{align*}
$$

we get

$$
\begin{equation*}
d s^{2}=2^{4 / 3(2-\gamma}(\sinh (\kappa))^{8 / 3(2-\gamma)}\left[d X^{2}+d Y^{2}+d Z^{2}\right]-d T^{2} \tag{5.20}
\end{equation*}
$$

where $\kappa$ is a function of time [(3.2), (3.3)].
A similar scale transformation is used for reduced $F 2$ to a FWR model, so (5.20) is manifestly a FRW metric; the factor $2^{2 / 3(2-\gamma)}[\sinh (x)]^{4 / 3(2-\gamma)}$ is a universal expansion factor or scale factor. At zero time $(t \rightarrow 0)$ formulas (4.10) and (4.11) imply infinite pressure and density.

From formulas (3.2) and (3.3) we get (at first order)

$$
\begin{equation*}
t=\alpha_{1}(2-\gamma) 2^{\gamma / 2-\gamma)} \kappa^{2 /(2-\gamma)} \tag{5.21}
\end{equation*}
$$

The class F4 takes the limiting form ( $t \rightarrow 0$ )

$$
\begin{align*}
d s^{2}= & \alpha_{2}^{2}\left[\alpha_{1}(2-\gamma)\right]^{-4 / 3} 2^{4(1-\gamma) / 3(2-\gamma)} t^{4 / 3} d x^{2} \\
& +\left[\alpha_{1}(2-\gamma)\right]^{-1 / 3} \alpha_{3}^{2} 2^{(4-\gamma) /(2-\gamma)} t^{1 / 3} d y^{2} \\
& +\left(\alpha_{1}(2-\gamma)\right)^{-1 / 3} \alpha_{3}^{2} 2^{(4-\gamma) / 3(2-\gamma)} t^{1 / 3} d z^{2}-d t^{2} \tag{5.22}
\end{align*}
$$

We recognize the well-known Kasner model ${ }^{15}$ thus the singularity ${ }^{16}$ is of Kasner's type.

Before studying if the pressure and density obey the usual energy conditions, i.e.,

$$
\begin{equation*}
-\mu \leqslant p_{\alpha} \leqslant \mu, \quad \mu \geqslant 0, \tag{5.23}
\end{equation*}
$$

where $\alpha=1,2,3$. We notice that the physical properties of $p$ and $\mu$ cannot be largely affected if we set $\Lambda=0$. This fact has
been used to evaluate the correct value for perihelion precession by means of the Schwarzschild ${ }^{17}$ exterior solution. ${ }^{18}$

From formula (4.7) we get ( $\Lambda=0$ )

$$
\begin{equation*}
\kappa_{0} \mu=\frac{4 \operatorname{coth}^{2} \kappa}{3(2-\gamma)^{2} \alpha_{1}^{2} 2^{2 \gamma /(2-\gamma)}(\cosh \kappa \sinh \kappa)^{2 \gamma /(2-\gamma)}} . \tag{5.24}
\end{equation*}
$$

The relation $1<\gamma<2$ implies $2 \gamma /(2-\gamma)>2$, hence the energy density for the class F 2 is always positive. For $t$ approaching infinity $\kappa_{0} \mu$ drops to zero. For $t$ approaching zero $\kappa_{0} \mu$ becomes infinite. Before analyzing the nature of the singularity present here we look for the pressure. The formula (4.8) yields

$$
\begin{equation*}
\kappa_{0} p=4 / 3(2-\gamma)^{2} \alpha_{1}^{2} 2^{2 \gamma /(2-\gamma)}(\sinh \kappa \cosh \kappa)^{2 \gamma /(2-\gamma)} . \tag{5.25}
\end{equation*}
$$

So $p$ is always positive and goes to zero when $t \rightarrow \infty$. For $t \rightarrow 0$ we also have a singularity.

We conclude by noting the fact that $\mu+3 p$ is positive, and $\mu$ goes to an infinite value; this is the most striking feature of the FRW metric. ${ }^{14}$ From formulas (5.24) and (5.25) we get

$$
\begin{equation*}
p=\left[(\gamma-1) / \operatorname{coth}^{2} \kappa\right] \mu \tag{5.26}
\end{equation*}
$$

so $p$ verifies the inequality $p<\mu$ for any value of $\kappa(t)$. Thus the usual energy conditions are everywhere verified for the class F2. For the class F4 the density $\mu$ reads

$$
\begin{align*}
\mu= & \left\{\alpha_{3}(2-\gamma)(\sinh \kappa \cosh \kappa)^{\gamma /(2-\gamma)}\right\}^{-2} \\
& \times\left[\frac{1}{4}\left(\operatorname{coth}^{2} \kappa+\tanh ^{2} \kappa\right)+\frac{5}{6}\right] ; \tag{5.27}
\end{align*}
$$

hence $\mu$ is always positive $(0<t<\infty)$ and goes to zero when $\kappa \rightarrow \infty(t \rightarrow \infty)$. For the pressure we have the formula

$$
\begin{align*}
\kappa_{0} p= & {\left[\alpha_{1}(2-\gamma)(\sinh \kappa \cosh \kappa)^{\gamma /(2-\gamma)}\right]^{-2} } \\
& \times\left[\frac{1}{4}\left(\operatorname{coth}^{2} \kappa+\tanh ^{2} \kappa\right)+\frac{11}{6}+\frac{4}{3} \gamma\right] . \tag{5.28}
\end{align*}
$$

Thus $p$ is always positive; furthermore, $p<\mu$ for $\gamma<2$, so the energy conditions are always verified for the class F4.

We conclude by noting the relation between density $\mu$ and expansion factor $a(t)$ for the universe F2. From (4.7) and from the expression for the expansion factor $a(t)$ we have
$(t \rightarrow 0)$

$$
\begin{equation*}
\kappa_{0} \mu+\Lambda=\frac{4}{3(2-\gamma)^{2} \alpha_{1}^{2} 2^{2(\gamma-1) /(2-\gamma)}} \frac{1}{a^{3}(t)} \tag{5.29}
\end{equation*}
$$

From the general formula ${ }^{19}$

$$
\begin{equation*}
\mu(t)=\mu_{m 0}\left[a_{0}^{3} / a^{3}(t)\right]+\mu_{r 0}\left[a_{0}^{4} / a^{4}(t)\right] \tag{5.30}
\end{equation*}
$$

where $\mu_{m 0}$ is the density of matter today, $\mu_{r 0}$ is the density of radiation today, $a_{0}$ is the expansion factor for the universe today. We can deduce that the universe F2 is at time zero "matter dominated"; this differs from the so-called standard model of the universe, which becomes matter dominated for $\sim 10^{5}$ years. We can then introduce a temperature of matter ${ }^{19}$ by the relation $T \propto 1 / a^{2}(t), a(t)$ being the expansion factor, hence at zero time we can relate $\mu$ and temperature $T$ by means of the relation

$$
\mu \propto T^{3 / 2}
$$

which is to be compared with the $\gamma$ law (for a perfect fluid).
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Some exact analytical solutions of the static Einstein-Maxwell equations for perfect and anisotropic fluids were found under the assumption of spherical symmetry and the existence of a one-parameter group of conformal motions. All solutions are matched to the ReissnerNordström metric and possess positive energy density larger than the stresses, everywhere within the sphere.

## I. INTRODUCTION

Several papers have been focused on finding interior solutions to the Einstein-Maxwell equations corresponding to static charged spheres. ${ }^{1-7}$ More recently, new interior solutions to these equations in spherical symmetry were found by introducing some assumptions on the equation of state or ad hoc functional relations between the metric coefficients. ${ }^{8,9}$ It is our purpose in this paper to integrate the Ein-stein-Maxwell equations for spherically symmetric and static distributions of matter under the assumption that the space-time admits a one-parameter group of conformal motions, i.e.,

$$
\begin{equation*}
\underset{\xi}{L} g_{\mu \nu}=\psi g_{\mu v} \tag{1}
\end{equation*}
$$

where the left-hand side is the Lie derivative of the metric tensor with respect to the vector field $\xi^{\mu}$, and $\psi$ is an arbitrary function of the coordinates.

Furthermore we generalize the discussion on charged interior solutions, considering anisotropic matter (principal stresses unequal). The introduction of anisotropic matter is suggested by some theoretical works on more realistic equations of state and stellar models, ${ }^{10,11}$ which indicate that compact objects could have anisotropic pressures.

The paper is organized as follows. The field equations as well as the conventions used are given in Sec. II. In Sec. III we integrate the field equations considering some models of isotropic charged matter and in Sec. IV, we display solutions for anisotropic charged fluid. The discussion of the results and conclusions are in Sec. V.

## II. THE FIELD EQUATIONS AND CONVENTIONS

Let us consider a static distribution of matter represented by charged spherically symmetric fluid which may be anisotropic.

[^17]In Schwarzschild coordinates the line element takes the following form:

$$
\begin{equation*}
d s^{2}=e^{2(r)} d t^{2}-e^{\lambda(r)} d r^{2}-r^{2} d \Omega^{2} \tag{2}
\end{equation*}
$$

with

$$
d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}, \quad x^{0,1,2,3} \equiv t, r, \theta, \phi
$$

The total energy-momentum tensor $T_{\mu}^{\nu}$ is assumed to be the sum of two parts, $M_{\mu}^{\nu}$ and $E_{\mu}^{\nu}$, for matter and electromagnetic contributions, respectively, i.e.,

$$
\begin{equation*}
T_{v}^{\mu}=M_{v}^{\mu}+E_{v}^{\mu} \tag{3}
\end{equation*}
$$

The energy-momentum tensor for anisotropic matter has the usual expression

$$
\begin{equation*}
M_{v}^{\mu}=\left(\rho_{m}+p_{\perp}\right) U^{\mu} U_{v}-p_{1} \delta_{v}^{\mu}+\left(p_{r}-p_{1}\right) \chi^{\mu} \chi_{v} \tag{4}
\end{equation*}
$$

where $U^{\mu}$ is the four-velocity $U^{\mu}=\delta^{\mu_{0}} e^{-v / 2}, \chi^{\mu}$ is the unit spacelike vector in the radial direction $\chi^{\mu}=\delta^{\mu}{ }_{1} e^{-\lambda / 2}, \rho_{m}$ is the energy density, $p_{r}$ is the pressure in the direction of $\chi_{\mu}$, and $p_{\perp}$ is the pressure on the two-space orthogonal to $\chi_{\mu}$.

The electromagnetic contribution can be written as ${ }^{12}$

$$
\begin{equation*}
E_{v}^{\mu}=-(1 / 4 \pi)\left(F_{\nu \beta} F^{\mu \beta}-\frac{1}{4} \delta_{\nu}^{\mu} F_{\alpha \beta} F^{\alpha \beta}\right) \tag{5}
\end{equation*}
$$

where $F_{\mu \nu}$ is the electromagnetic field tensor defined in terms of the four-potential $A_{\mu}$ as

$$
\begin{equation*}
F_{\mu v}=A_{v ; \mu}-A_{\mu ; v} \tag{6}
\end{equation*}
$$

Because we are in the rest frame we adopt the gauge

$$
\begin{equation*}
A_{\mu}(\phi(r), 0,0,0) \tag{7}
\end{equation*}
$$

The combined Einstein-Maxwell equations can be expressed as ${ }^{12}$

$$
\begin{align*}
& R_{v}^{\mu}-\frac{1}{2} \delta_{\nu}^{\mu} R=8 \pi T_{v}^{\mu}  \tag{8}\\
& F_{\mu v ; \alpha}+F_{v \alpha ; \mu}+F_{\alpha \mu ; v}=0  \tag{9}\\
& F_{; v}^{\mu \nu}=-4 \pi J^{\mu} \tag{10}
\end{align*}
$$

where $J^{\mu}$ is the four-current density that becomes $J^{\mu}$ $=\bar{\rho}_{e} U^{\mu}$ ( $\bar{\rho}_{e}$ is the proper charge density) for nonconducting fluids.

Using the line element (2), the field equations ( 8 ) $-(10$ ) read
$8 \pi \rho_{m}+E^{2}=-e^{-\lambda}\left(1 / r^{2}-\lambda^{\prime} / r\right)+1 / r^{2}$,
$-8 \pi p_{r}+E^{2}=-e^{-\lambda}\left(1 / r^{2}+v^{\prime} / r\right)+1 / r^{2}$,
$8 \pi p_{\perp}+E^{2}=\frac{e^{-\lambda}}{2}\left(v^{\prime \prime}+\frac{v^{\prime 2}}{2}+\frac{v^{\prime}-\lambda^{\prime}}{r}-\frac{\nu^{\prime} \lambda^{\prime}}{2}\right)$,
$\left[r^{2} E(r)\right]^{\prime}=4 \pi \rho_{e} r^{2}$.
Primes denote differentiation with respect to $r$, and $E$ is the usual electric field intensity defined as

$$
\begin{align*}
& F_{01} F^{01}=-E^{2} \\
& E(r)=-e^{-(v+\lambda) / 2} \phi^{\prime}(\mathrm{r})  \tag{15}\\
& \phi^{\prime}(r)=F_{10}=-F_{01}
\end{align*}
$$

The charge density $\rho_{e}$ defined in Eq. (14) is related to the proper charge density $\bar{\rho}_{e}$ by

$$
\begin{equation*}
\rho_{e}=\bar{\rho}_{e} e^{\lambda / 2} \tag{16}
\end{equation*}
$$

Now we shall assume that space-time admits a one-parameter group of conformal motions, i.e.,

$$
\begin{equation*}
\underset{\xi}{L} g_{\mu \nu}=\xi_{\mu ; \nu}+\xi_{\nu, \mu}=\psi g_{\mu \nu} \tag{17}
\end{equation*}
$$

where $\psi$ is an arbitrary function of $r$. Thus, using (2), Eq. (17) explicitly reads

$$
\begin{align*}
& \xi^{1} v^{\prime}=\psi  \tag{18}\\
& \xi^{0}=\bar{C}=\text { const }  \tag{19}\\
& \xi^{1}=\psi r / 2  \tag{20}\\
& \lambda^{\prime} \xi^{1}+2 \xi_{, 1}^{1}=\psi \tag{21}
\end{align*}
$$

where a comma denotes partial derivatives. It can be seen at once from (18)-(21) that

$$
\begin{align*}
& e^{\nu}=A^{2} r^{2}  \tag{22}\\
& \psi=B e^{-\lambda / 2}  \tag{23}\\
& \xi^{\mu}=\bar{C} \delta_{0}^{\mu}+(\psi r / 2) \delta_{1}^{\mu} \tag{24}
\end{align*}
$$

where $A$ and $B$ are constants of integration. Expressions $(22)-(24)$ contain all the implications derived from the existence of the conformal motion.

Now substituting (22) and (23) into (11)-(13), we have

$$
\begin{align*}
& 8 \pi \rho_{m}+E^{2}=\left(1 / r^{2}\right)\left(1-\psi^{2} / B^{2}\right)-2 \psi \psi^{\prime} / B^{2} r  \tag{25}\\
& -8 \pi p_{r}+E^{2}=\left(1 / r^{2}\right)\left(1-3 \psi^{2} / B^{2}\right)  \tag{26}\\
& 8 \pi p_{\perp}+E^{2}=\psi^{2} / B^{2} r^{2}+2 \psi \psi^{\prime} / B^{2} r \tag{27}
\end{align*}
$$

In what follows, it will be useful to define as a measure of anisotropy the function

$$
\begin{equation*}
\Delta=4 \pi\left(p_{\perp}-p_{r}\right) \tag{28}
\end{equation*}
$$

in terms of which we can formally solve (25)-(27) in order to have

$$
\begin{align*}
& 8 \pi \rho_{m}=-3 X^{\prime} / 2 r+1 / 2 r^{2}+\Delta  \tag{29}\\
& E^{2}=(1-2 X) / 2 r^{2}+X^{\prime} / 2 r-\Delta,  \tag{30}\\
& 8 \pi p_{r}=(4 X-1) / 2 r^{2}+X^{\prime} / 2 r-\Delta,  \tag{31}\\
& X=\psi^{2} / B^{2} \tag{32}
\end{align*}
$$

and the line element (2), using (22)-(23) and (32), becomes

$$
\begin{equation*}
d s^{2}=A^{2} r^{2} d t^{2}-d r^{2} / X-r^{2} d \Omega^{2} \tag{33}
\end{equation*}
$$

Thus, if the function $\psi(\operatorname{or} X)$ and an equation of state for the
stresses are specified a priori, then the problem will be fully determined.

Let us now consider that the charged sphere extends to radius $r_{0}$. Then the solution of Einstein-Maxwell equations for $r>r_{0}$ is given by the Reissner-Nordström metric as

$$
\begin{align*}
d s^{2}= & \left(1-\frac{2 M}{r}+\frac{q^{2}}{r^{2}}\right) d t^{2} \\
& -\left(1-\frac{2 M}{r}+\frac{q^{2}}{r^{2}}\right)^{-1} d r^{2}-r^{2} d \Omega^{2} \tag{34}
\end{align*}
$$

and the radial electric field is

$$
\begin{equation*}
E=q / r^{2} \tag{35}
\end{equation*}
$$

where $M$ and $q$ are the total mass and charge, respectively. To match the line element (33) with the Reissner-Nordström metric across the boundary $r=r_{0}$, (i) we require continuity of gravitational potential $g_{\mu \nu}$ at $r=r_{0}$,

$$
\begin{equation*}
A^{2} r_{0}^{2}=X\left(r_{0}\right)=\left(1-2 M / r+q^{2} / r_{0}^{2}\right) ; \tag{36}
\end{equation*}
$$

(ii) we require vanishing of the radial pressure at the boundary

$$
\begin{equation*}
P_{r}\left(r_{0}\right)=0 ; \tag{37}
\end{equation*}
$$

and (iii) in the absence of surface concentration of charge at $r=r_{0}$, we require the continuity of the field tensor $F_{\mu \nu}$. Thus, it follows from (16) and (36) the continuity of the radial electric field

$$
\begin{equation*}
E\left(r_{0}\right)=q / r_{0}^{2} \tag{38}
\end{equation*}
$$

Evaluating Eq. (26) at $r=r_{0}$ and using (38), the vanishing pressure condition gives us

$$
\begin{equation*}
q^{2} / r_{0}^{2}=1-3 X\left(r_{0}\right) \tag{39}
\end{equation*}
$$

Feeding this expression back into (36) we obtain

$$
\begin{equation*}
M / r_{0}=1-2 X\left(r_{0}\right) \tag{40}
\end{equation*}
$$

or eliminating $X\left(r_{0}\right)$,

$$
\begin{equation*}
M=r_{0} / 3+\frac{2}{3} q^{2} / r_{0} \tag{41}
\end{equation*}
$$

This equation gives us the increase of the total mass caused by the charge. For noncharged spheres the total mass is $r_{0} / 3$ in agreement with previous results. ${ }^{13}$

Another relation between $q$ and $M$ is easily obtained integrating Eq. (31):

$$
\begin{equation*}
(4 X-1) Z^{2}=16 \pi \int_{0}^{Z}\left(p_{r}+p_{1}\right) Z^{2} d Z+D \tag{42}
\end{equation*}
$$

where $Z=r^{2}$, and $D$ is a constant. Assuming that $p_{r}, p_{\perp}$, and $D$ are non-negative (in the examples we shall show, $D$ is nonzero only for charged nonhomothetic dust) we have

$$
\begin{equation*}
X \geqslant \frac{1}{4} . \tag{43}
\end{equation*}
$$

Finally, using this inequality together with the relation

$$
q^{2} / M^{2}=\left[1-3 X\left(r_{0}\right)\right] /\left[1-2 X\left(r_{0}\right)\right]^{2}, \quad X\left(r_{0}\right)<\frac{1}{3}
$$

we obtain

$$
\begin{equation*}
q^{2} \leqslant M^{2} \tag{44}
\end{equation*}
$$

We finish this section by noticing that all the abovementioned configurations are outside the horizon.

In fact, using (39) and (40) the equation $g_{00}^{\text {ext }}=0$ becomes

$$
\begin{align*}
g_{00}^{e x t} & =\left(1-2 M / r+q^{2} / r^{2}\right) \\
& =\left\{1-2\left(r_{0} / r\right)\left[1-2 X\left(r_{0}\right)\right]+\left(r_{0} / r\right)^{2}\left[1-3 X\left(r_{0}\right)\right]\right\}=0 \tag{45}
\end{align*}
$$

from which it is obvious [using the inequality $\frac{1}{4}<X\left(r_{0}\right)<\frac{1}{3}$ ] that $r_{g}<r_{0}$, where $r_{g}$ is the radius of the horizon.

## III. PERFECT FLUID SOLUTIONS

In order to determine the unknown functions $\rho_{m}, E^{2}$, $P_{r}, P_{1}$, and $\psi$, it is necessary to introduce additional assumptions. In this section, we consider that the fluid is locally isotropic, i.e., $P_{r}=P_{1}$. According to (29)-(32), different solutions may be obtained by specifying the choice of $\psi$.
(i) Homothetic charged spheres: Considering $X=C_{1}$ $=$ Cte, from Eqs. (29)-(31) we get

$$
\begin{align*}
& 8 \pi \rho_{m}=1 / 2 r^{2}  \tag{46}\\
& 8 \pi p=\left(4 C_{1}-1\right) / 2 r^{2}  \tag{47}\\
& E^{2}=\left(1-2 C_{1}\right) / 2 r^{2} \tag{48}
\end{align*}
$$

Since $p$ and $E^{2}$ must be non-negative throughout we have the following condition on $C_{1}$ :

$$
\begin{equation*}
\frac{1}{4} \leqslant C_{1} \leqslant \frac{1}{2} . \tag{49}
\end{equation*}
$$

The state equation is

$$
\begin{equation*}
p=\left(4 C_{1}-1\right) \rho_{m} \tag{50}
\end{equation*}
$$

Consequently the inequality (49) also ensures the fulfillment of $d p / d \rho_{m} \leqslant 1$.

Equation (47) implies that it is not possible to find a finite radius $r=r_{0}$ such that boundary condition (37) can be satisfied unless $C_{1}=\frac{1}{4}$ when we have charged dust. For other values of $C_{1}$, Eqs. (46)-(50) represent a distribution of infinite extent. For $C_{1}=\frac{1}{2}$, we recover a previously known solution ${ }^{13}$ for neutral matter.

We would like to point out that some known charged perfect fluid solutions in the literature admit a one-parameter group of conformal motions. For example, the solutions of Pant and Sah, ${ }^{5}$ with $n=1$, and of Tikekar, ${ }^{8}$ for $\alpha=\beta=0$ and $(a+b)=1$, are homothetic. Furthermore, the spherically symmetric solutions of Humi and Mansour given by Eqs. 2.21 and 2.22 and 4.1 and 4.2 of their paper, ${ }^{9}$ with $K_{1}=K_{2}=1$ and $K=1$, respectively, have conformal symmetry.

In what follows, instead of arbitrarily assuming function $X$, we shall find some solutions from physical considerations.
(ii) Charged dust spheres. Let us consider the case of spheres of charged dust whose radius is $r=r_{0}$. If $p=0$ in Eq. (31) we obtain an equation for $X$,

$$
\begin{equation*}
8 \pi p=(4 X-1) / 2 r^{2}+X^{\prime} / 2 r=0 \tag{51}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
X=C / r^{4}+\frac{1}{4} \tag{52}
\end{equation*}
$$

where $C$ is a constant of integration.
Feeding (52) back into (29)-(30) we get

$$
\begin{align*}
& 8 \pi p_{m}=6 C / r^{6}+1 / 2 r^{2}  \tag{53}\\
& E^{2}=\left(r^{4}-12 C\right) / 4 r^{6} \tag{54}
\end{align*}
$$

the requirement $\rho_{m}>0$ throughout the distribution implies
that $C$ must be non-negative. However, (54) gives $E^{2}<0$ in the central region. Thus we have obtained an analytical solution of Einstein-Maxwell equations in the region $r^{4}>12 C$ (for further discussion see Sec. V). If $C=0$, we recover the homothetic charged dust solution.

Setting $C=\alpha r_{0}^{4}$ and using (39) and (40) we obtain the total mass and the total charge:

$$
\begin{align*}
& q^{2} / r_{0}^{2}=(1-12 \alpha) / 4, \quad 0 \leqslant \alpha<\frac{1}{12}  \tag{55}\\
& 2 M / r_{0}=(1-4 \alpha) . \tag{56}
\end{align*}
$$

We note that $q^{2} \leqslant M^{2}$ and notice that the equality will only be valid in case of homothetic $(\alpha=0)$ charged dust spheres.

Finally, using (33), (36), (52), and (55), it is easy to write the interior metric in terms of a parameter $\alpha$ :

$$
\begin{align*}
d s^{2}= & \left(\alpha+\frac{1}{4}\right)\left(\frac{r}{r_{0}}\right)^{2} d t^{2} \\
& -\left[\alpha\left(\frac{r_{0}}{r}\right)^{4}+\frac{1}{4}\right]^{-1} d r^{2}-r^{2} d \Omega^{2} \tag{57}
\end{align*}
$$

To obtain other solutions, we can specify, in some way, the electric field or charge distribution throughout the interior of the sphere. Then, we integrate Eq. (30) and get

$$
\begin{equation*}
(1-2 X) / 2 r^{2}+X^{\prime} / 2 r=E^{2}(r) \tag{58}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
X=C r^{2}+\frac{1}{2}+r^{2} F(r) \tag{59}
\end{equation*}
$$

where $C$ is a constant of integration and

$$
\begin{equation*}
F(r)=2 \int \frac{E^{2}(r)}{r} d r \tag{60}
\end{equation*}
$$

(iii) Conformally symmetric charged spheres: First we shall give the electric field. For the sake of simplicity we suppose that the electric field is the same as in the homothetic solution. Putting (48) into (60) and integrating, we get

$$
\begin{equation*}
X=C_{1}+C r^{2} . \tag{61}
\end{equation*}
$$

Feeding (61) back into (29)-(31), we get

$$
\begin{align*}
& 8 \pi \rho_{m}=1 / 2 r^{2}+\left(4 C_{1}-1\right) / r_{0}^{2}  \tag{62}\\
& 8 \pi p=\left[\left(4 C_{1}-1\right) / 2 r_{0}^{2}\right]\left\{\left(r_{0} / r\right)^{2}-1\right\}  \tag{63}\\
& E^{2}=\left(1-2 C_{1}\right) / 2 r^{2} \tag{64}
\end{align*}
$$

where $r_{0}$ is the vanishing pressure surface

$$
\begin{equation*}
r_{0}^{2}=\left(1-4 C_{1}\right) / 6 C \tag{65}
\end{equation*}
$$

Taking $\frac{1}{4}<C_{1}<\frac{1}{2}$ we ensure the positiveness of $p$ and $E^{2}$, with $C_{1}=\frac{1}{2}$, we recover the previously known solution ${ }^{13}$ for neutral matter. When $C_{1}=\frac{1}{4}$ we have homothetic charged dust.

From the equation of state

$$
\begin{equation*}
p=\left(4 C_{1}-1\right) \rho_{m}-\left(8 C_{1}-1\right)\left(4 C_{1}-1\right) / 16 \pi r_{0}^{2} \tag{66}
\end{equation*}
$$

we see that $d p / d \rho_{m} \leqslant 1$.
From the fulfillment of the boundary conditions, we obtain the mass and charge. Using (39) and (40),

$$
\begin{align*}
& q^{2} / r_{0}^{2}=\left(1-2 C_{1}\right) / 2  \tag{67}\\
& M / r_{0}=\frac{2}{3}\left(1-C_{1}\right) \tag{68}
\end{align*}
$$

Finally the interior metric is obtained from (33), (36), (61), (65), (67), and (68) as

$$
\begin{align*}
d s^{2}= & \left(\left(1+2 C_{1}\right) / 6\right)\left(r / r_{0}\right)^{2} d t^{2} \\
& -d r^{2} /\left[C_{1}+\left[\left(1-4 C_{1}\right) / 6\right]\left(r / r_{0}\right)^{2}\right]-r^{2} d \Omega^{2} \tag{69}
\end{align*}
$$

It is obvious from the condition $\frac{1}{4}<C_{1}<\frac{1}{2}$, that all the roots of the equation

$$
C_{1}+\left[\left(1-4 C_{1}\right) / 6\right]\left(r / r_{0}\right)^{2}=0
$$

are larger than $r_{0}$.
(iv) Uniform charge density: The simplest form of the charge distribution throughout the interior is the uniform charge density.

We integrate Eq. (14) with $\rho_{e}=$ const, taking the arbitrary constant of integration equal to zero. We obtain

$$
\begin{equation*}
E=\omega r \tag{70}
\end{equation*}
$$

with $\omega=\frac{4}{3} \pi \rho_{e}$. Putting (70) into (60), we get from (59)

$$
\begin{equation*}
X=\frac{1}{2}+C r^{2}+\omega^{2} r^{4} \tag{71}
\end{equation*}
$$

Feeding (71) back into (29) and (31), we get

$$
\begin{align*}
& 8 \pi \rho_{m}=\frac{1}{2 r^{2}}\left\{1+\left(\frac{r}{r_{0}}\right)^{2}\right\}+\frac{\alpha^{2}}{2 r_{0}^{2}}\left\{1-\frac{3}{2}\left(\frac{r}{r_{0}}\right)^{2}\right\}  \tag{72}\\
& 8 \pi p=\frac{1}{2 r^{2}}\left\{1-\left(\frac{r}{r_{0}}\right)^{2}\right\}\left\{1-\alpha^{2}\left(\frac{r}{r_{0}}\right)^{2}\right\} \tag{73}
\end{align*}
$$

where $r_{0}$ is the radius of the configuration

$$
\begin{equation*}
4 \omega^{2} r_{0}^{2}+1 / 2 r_{0}^{2}=-3 C \tag{74}
\end{equation*}
$$

and $\alpha^{2}=8 r_{0}^{4} \omega^{2}$. Because $\rho_{m}$ and $p$ are decreasing functions of $r$, taking $\alpha^{2} \leqslant 1$, we ensure their positiveness; in addition the derivative $d p / d \rho_{m}$ is not larger than unity, i.e.,
$\frac{d p}{d \rho_{m}}=\left(\frac{d p}{d r}\right)\left(\frac{d r}{d \rho_{m}}\right)=\left[\frac{1-\alpha^{2}\left(r / r_{0}\right)^{4}}{1+\frac{3}{2} \alpha^{2}\left(r / r_{0}\right)^{4}}\right] \leqslant 1$.
Using (71), (74), and (39) we obtain the total charge
$q^{2}=\omega^{2} r_{0}^{6}=\left(\alpha^{2} / 8\right) r_{0}^{2}$.
Of course the same result may be obtained from the expression
$q=4 \pi \int_{0}^{r_{0}} \rho_{e} r^{2} d r$.
Equation (41) gives the total mass as
$M / r_{0}=\frac{1}{3}\left(1+\frac{1}{4} \alpha^{2}\right)$.
Finally the interior metric is obtained from (33), (36), (71), (74), (76), and (78) as

$$
\begin{align*}
d s^{2}= & \frac{1}{3}\left(1-\frac{\alpha^{2}}{8}\right)\left(\frac{r}{r_{0}}\right)^{2} d t^{2} \\
& -\left\{\frac{1}{2}\left[1-\frac{1}{3}\left(\frac{r}{r_{0}}\right)^{2}\right]+\frac{\alpha^{2}}{8}\left(\frac{r}{r_{0}}\right)^{2}\right. \\
& \left.\times\left[\left(\frac{r}{r_{0}}\right)^{2}-\frac{4}{3}\right]\right\}^{-1} d r^{2}-r^{2} d \Omega^{2} \tag{79}
\end{align*}
$$

Until now we have considered that the charge is distributed continuously throughout the sphere. With the aim of better understanding the role played by the charge distribution we shall consider the following case.
(v) Shell of charge: Let us consider a spherical shell of
charge which surrounds a neutral core of a self-similar perfect fluid. The radius of the core and the outer surface of the shell are $r_{1}$ and $r_{2}$, respectively.

Since the core (region I) contains a neutral perfect fluid, the metric functions are given by (33) and (59), with $F(r)=0$, as

$$
\begin{align*}
& e_{\mathrm{I}}^{v}=A^{2} r^{2}  \tag{80}\\
& X=e_{\mathrm{I}}^{-\lambda}=\frac{1}{2}+C r^{2} \tag{81}
\end{align*}
$$

From (29) and (31) we get

$$
\begin{align*}
& 8 \pi \rho_{m}=1 / 2 r^{2}-3 C  \tag{82}\\
& 8 \pi p=1 / 2 r^{2}+3 C \tag{83}
\end{align*}
$$

The field equations for the space of the shell (region II) are given by (11)-(14) with $\rho_{m}=P_{r}=P_{1}=0$. To integrate (14) we consider for simplicity $\rho_{e}=$ const and obtain

$$
\begin{equation*}
E_{\mathrm{II}}(r)=\omega r+D_{1} / r^{2}, \quad \omega=\frac{4}{3} \pi \rho_{e} \tag{84}
\end{equation*}
$$

where $D_{1}$ is a constant of integration.
Equation (11) (with $\rho_{m}=0$ ) is easily integrated to give

$$
\begin{equation*}
e_{\mathrm{II}}^{-\lambda}=1-\frac{1}{r} \int E^{2} r^{2} d r+\frac{D_{2}}{r} \tag{85}
\end{equation*}
$$

Now, putting (84) into (85), we take

$$
\begin{equation*}
e_{\mathrm{II}}^{-\lambda}=1-\frac{\omega^{2} r^{4}}{5}+\frac{D_{1}^{2}}{r^{2}}-D_{1} \omega r+\frac{D_{2}}{r} \tag{86}
\end{equation*}
$$

Subtracting Eq. (12) from (11) we get

$$
\begin{equation*}
e_{\mathrm{II}}^{v}=D_{3} e_{\mathrm{II}}^{-\lambda}, \tag{87}
\end{equation*}
$$

where $D_{3}$ is a new constant of integration.
Finally, for $r>r_{2}$ (region III) we have the ReissnerNordström solution

$$
\begin{align*}
& e_{\mathrm{III}}^{v}=e_{\mathrm{III}}^{-\lambda}=\left(1-2 M / r+q^{2} / r^{2}\right)  \tag{88}\\
& E_{\mathrm{III}}=q / r^{2} \tag{89}
\end{align*}
$$

Let us now apply the boundary conditions: continuity of $g_{\mu v}$ at $r=r_{2}$ gives

$$
\begin{equation*}
D_{3}=1, \tag{90}
\end{equation*}
$$

$$
\begin{gather*}
-\frac{\omega^{2} r_{2}^{4}}{5}+\frac{D_{1}^{2}}{r_{2}^{2}}-D_{1} \omega r_{2}+\frac{D_{2}}{r_{2}} \\
=-\frac{2 M}{r_{2}}+\frac{q^{2}}{r_{2}^{2}} \tag{91}
\end{gather*}
$$

at $r=r_{1}$,

$$
\begin{align*}
& C r_{1}^{2}+\frac{1}{2}=A^{2} r_{1}^{2}  \tag{92}\\
& 1-\frac{\omega^{2} r_{1}^{4}}{5}+\frac{D_{1}^{2}}{r_{1}^{2}}-D_{1} \omega r_{1}+\frac{D_{2}}{r_{1}}=A^{2} r_{1}^{2} \tag{93}
\end{align*}
$$

From the condition $p\left(r_{1}\right)=0$,

$$
\begin{equation*}
1 / 2 r_{1}^{2}+3 C=0 \tag{94}
\end{equation*}
$$

from the continuity of $F_{\mu \nu}$, at $r=r_{1}$,

$$
\begin{equation*}
\omega r_{1}+D_{1} / r_{1}^{2}=0 \tag{95}
\end{equation*}
$$

at $r=r_{2}$,

$$
\begin{equation*}
\omega r_{2}+D_{1} / r_{2}^{2}=q / r_{2}^{2} \tag{96}
\end{equation*}
$$

We have six equations (91)-(96) for the six unknown $D_{1}$, $D_{2}, C, A, q, M$.

Solving the system we obtain
$3 C=-1 / 2 r_{1}^{2}$,
$A^{2}=1 / 3 r_{1}^{2}$,
$D_{2}=-\frac{2}{3} r_{1}-\frac{9}{3} \omega^{2} r_{1}^{5}$,
$q=\omega\left(r_{2}^{3}-r_{1}^{3}\right)=4 \pi \int_{r_{1}}^{r_{2}} \rho_{e} r^{2} d r$,
$M=\frac{1}{3} r_{1}+\frac{q^{2}}{2 r_{2}}+\frac{\omega^{2}}{2}\left\{\frac{r_{2}^{5}}{5}+\frac{9}{5} r_{1}^{5}-r_{1}^{3} r_{2}^{2}-\frac{r_{1}^{6}}{r_{2}}\right\}$.
(vi) Surface charge: Let us now consider self-similar spheres for which the charge resides entirely on the surface. This case may be easily obtained ${ }^{4}$ from the preceding example taking the limit $\left(r_{2}-r_{1}\right) \rightarrow 0$, and defining the surface charge density $\sigma$ as

$$
\begin{equation*}
\lim _{\left(r_{2}-r_{1}\right) \rightarrow 0} \rho_{e}\left(r_{2}-r_{1}\right)=\sigma \tag{103}
\end{equation*}
$$

Thus, from (101) we obtain the total charge

$$
\begin{equation*}
q=4 \pi r_{0}^{2} \sigma \tag{104}
\end{equation*}
$$

(as before $r_{0}$ denotes the radius of the sphere, so then $r_{0} \equiv r_{1}$ ). Equation (102) gives the total mass as

$$
\begin{equation*}
M=\frac{1}{3} r_{0}+q^{2} / 2 r_{0} . \tag{105}
\end{equation*}
$$

The comparison between Eq. (41) and Eq. (105) shows that (with respect to surface charge) any continuous distribution of charge throughout the sphere leads to more massive configurations.

Now, let us consider two self-similar perfect fluid spheres with the same total charge and the same radius, one of these spheres has mass $M_{1}$ and a charge somehow distributed throughout while the other has mass $M_{2}$ with a charge distributed only on the surface. Then, the difference

$$
\begin{equation*}
\Delta M=M_{1}-M_{2}=\frac{1}{6} q^{2} / r_{0} \tag{106}
\end{equation*}
$$

is identifiable as the contribution to the total mass due to the electric field inside the sphere.

Finally we write the interior metric. Using (80), (81), (97), and (98),
$d s^{2}=\frac{1}{3}\left(\frac{r}{r_{0}}\right)^{2} d t^{2}-\frac{2 d r^{2}}{\left[1-\frac{1}{3}\left(r / r_{0}\right)^{2}\right]}-r^{2} d \Omega^{2}$,
and the electric field on the surface will be

$$
\begin{equation*}
E=4 \pi \sigma \tag{108}
\end{equation*}
$$

## IV. ANISOTROPIC SOLUTIONS

In this section we obtain some solutions for anisotropic matter, i.e., $p_{r} \neq p_{1}$.
(i) Homothetic spheres with constant anisotropy: For the sake of simplicity we begin by considering $X=C_{1}=$ const and making a rough model of constant anisotropy throughout the interior:

$$
\begin{equation*}
\Delta=4 \pi\left(p_{1}-p_{r}\right)=k^{2}=\text { const. } \tag{109}
\end{equation*}
$$

Then, we obtain from (29)-(31),

$$
\begin{align*}
& 8 \pi \rho_{m}=\frac{1}{2 r^{2}}+\frac{4 C_{1}-1}{2 r_{0}^{2}}  \tag{110}\\
& 8 \pi p_{r}=\frac{4 C_{1}-1}{2 r_{0}^{2}}\left\{\left(\frac{r_{0}}{r}\right)^{2}-1\right\}  \tag{111}\\
& 8 \pi p_{\perp}=\frac{4 C_{1}-1}{2 r_{0}^{2}}\left\{\left(\frac{r_{0}}{r}\right)^{2}+1\right\}  \tag{112}\\
& E^{2}=\frac{4 C_{1}-1}{2 r_{0}^{2}}\left\{\left(\frac{r_{0}}{r}\right)^{2}\left(\frac{1-2 C_{1}}{4 C_{1}-1}\right)-1\right\} \tag{113}
\end{align*}
$$

where $r_{0}$ is the radius of the configuration defined by

$$
\begin{equation*}
r_{0}^{2}=\left(4 C_{1}-1\right) / 2 k^{2} \tag{114}
\end{equation*}
$$

taking $\frac{1}{4}<C_{1} \leqslant \frac{1}{3}$, we ensure the positiveness of $\rho, p_{r}, p_{1}$, and $E^{2}$. On the other hand we have

$$
\begin{equation*}
\frac{d p_{r}}{d \rho_{m}} \leqslant \frac{1}{3}, \quad \frac{d p_{1}}{d \rho_{m}} \leqslant \frac{1}{3} \tag{115}
\end{equation*}
$$

The total mass and charge are given by Eqs. (39) and (40)
as

$$
\begin{align*}
& q^{2} / r_{0}^{2}=1-3 C_{1}  \tag{116}\\
& M / r_{0}=1-2 C_{1} . \tag{117}
\end{align*}
$$

It is worthwhile to note that, unlike perfect fluid homothetic solutions (which have a boundary only in case of charged dust), the introduction of anisotropy allows us to fit all solutions with the Reissner-Nordström metric. Finally, we remark that for $C_{1}=\frac{1}{3}$, the electric field vanishes at the surface $r=r_{0}$, and according to (116) the total charge is zero, i.e., Eqs. ( 110 )-(117) will represent a sphere that as a whole is neutral. It is also interesting to note that the equation of state, in this case, will be $\rho_{m}=\mathrm{p}_{r}+2 \mathrm{p}_{1}$.
(ii) Homothetic ice spheres: As our second model we consider homothetic spheres sustained only by tangential pressures. These kinds of solutions have been considered by Lemaitre. ${ }^{14}$

$$
\text { Setting } X=C_{1} \text { and } p_{r}=0 \text { in (29)-(31), we obtain }
$$

$$
\begin{align*}
& 8 \pi \rho_{m}=2 C_{1} / r^{2}  \tag{118}\\
& 8 \pi p_{1}=\left(4 C_{1}-1\right) / r^{2}  \tag{119}\\
& E^{2}=\left(1-3 C_{1}\right) / r^{2}  \tag{120}\\
& \Delta=\left(4 C_{1}-1\right) / 2 r^{2} \tag{121}
\end{align*}
$$

taking $\frac{1}{4}<C_{1}<\frac{1}{3}$ we ensure the positiveness of $\rho_{m}, p_{1}, E^{2}$ and we also get

$$
\begin{equation*}
\frac{d p_{\perp}}{d \rho_{m}} \leqslant \frac{2}{3} \tag{122}
\end{equation*}
$$

Now, from the fulfillment of the boundary conditions we obtain the total mass and charge of the sphere. They are given by the above equations (116) and (117). Finally we write the line element, which is the same for all homothetic bounded charged spheres, as

$$
\begin{equation*}
d s^{2}=C_{1}\left(r / r_{0}\right)^{2} d t^{2}-d r^{2} / C_{1}-r^{2} d \Omega^{2} \tag{123}
\end{equation*}
$$

(iii) Uniform charge density anisotropic spheres: As a final example we consider the model with uniform charge distribution. According to Eq. (71), in the case of an isotropic
fluid this consideration was sufficient for defining uniquely the function $X$ (or $\psi$ ). Then it is obvious that any function of the form

$$
X=\frac{1}{2}+C r^{2}+\omega^{2} r^{4}+H(r)
$$

with $H(r)$ arbitrary, will correspond to anisotropic matter. For the sake of simplicity we shall take $H=$ const. Thus, we have

$$
\begin{equation*}
X=C_{1}+C_{2} r^{2}+\omega^{2} r^{4} \tag{124}
\end{equation*}
$$

Feeding back this function into $(29)-(31)$ and using that [from Eq. (70)] $E^{2}=\omega^{2} r^{2}$, we obtain

$$
\begin{align*}
& 8 \pi \rho_{m}= \frac{3 C_{1}-1}{r_{0}^{2}}\left\{\left[\left(\frac{r_{0}}{r}\right)^{2}\left(\frac{1-C_{1}}{3 C_{1}-1}\right)+1\right]\right. \\
&\left.+\alpha^{2}\left[1-\frac{3}{2}\left(\frac{r}{r_{0}}\right)^{2}\right]\right\}  \tag{125}\\
& 8 \pi p_{r}= \frac{3 C_{1}-1}{r^{2}}\left[1-\left(\frac{r}{r_{0}}\right)^{2}\right]\left[1-\alpha^{2}\left(\frac{r}{r_{0}}\right)^{2}\right]  \tag{126}\\
& \Delta=4 \pi\left(p_{1}-p_{r}\right)=\left(1-2 C_{1}\right) / 2 r^{2} \tag{127}
\end{align*}
$$

where the radius $r_{0}$ is defined by the equation

$$
4 \omega^{2} r_{0}^{2}+\left(3 C_{1}-1\right) / r_{0}^{2}+3 C_{2}=0
$$

and

$$
\begin{equation*}
\alpha^{2}=4 \omega^{2} r_{0}^{4} /\left(3 C_{1}-1\right) \tag{128}
\end{equation*}
$$

For the positiveness of $\rho_{m}, p_{r}$, and $p_{1}$ we choose $\frac{1}{3}<C_{1}$ $<\frac{1}{2}$ and $\alpha^{2} \leqslant 1$. It is also easy to prove that

$$
\begin{equation*}
\frac{d p_{r}}{d \rho_{m}}<1, \quad \frac{d p_{\perp}}{d \rho_{m}}<1 \tag{129}
\end{equation*}
$$

The total mass and charge are

$$
\begin{equation*}
q^{2}=\alpha^{2} r_{0}^{2}\left(3 C_{1}-1\right) / 4 \tag{130}
\end{equation*}
$$

$$
\begin{equation*}
M=\left(r_{0} / 3\right)\left[1+\frac{1}{2}\left(3 C_{1}-1\right) \alpha^{2}\right] \tag{131}
\end{equation*}
$$

## V. DISCUSSION AND CONCLUSIONS

In Secs. III and IV we have explicitly displayed some interior solutions to the Einstein-Maxwell equations for isotropic and anisotropic matter, respectively. They have the following properties.
(i) The stresses $p_{r}$ and $p_{1}$, the mass energy density $\rho_{m}$, and $E^{2}$ are non-negative throughout the matter.
(ii) The following inequalities hold:
$\frac{d p_{r}}{d \rho_{m}} \leqslant 1, \quad \frac{d p_{1}}{d \rho_{m}} \leqslant 1$.
(iii) $e^{v}$ and $e^{\lambda}$ are positive, continuous, and nonsingular for $r<r_{0}$.
(iv) All solutions are matched with the Reissner-Nordström metric at $r=r_{0}$.

Finally, since our solutions are not valid at the center $r=0$, we can consider the sphere as composed, in the central region, by a core, inside of which all physical quantities are finite, and outside, above the core, by a self-similar fluid described by any of the solutions of Secs. III and IV.

To illustrate this idea, let us match the interior Schwarzschild solution ( $\rho_{m}=$ const) with a charged dust solution given by Eqs. (51)-(57), across the surface $r=r_{1}$.

The interior Schwarzschild solution is given by ${ }^{15}$

$$
\begin{align*}
d s^{2}= & {\left[A-B\left(1-a^{2} r^{2}\right)^{1 / 2}\right]^{2} d t^{2} } \\
& -\left(1-a^{2} r^{2}\right)^{-1} d r^{2}-r^{2} d \Omega^{2}  \tag{132}\\
\rho_{m}= & (3 / 8 \pi) a^{2}  \tag{133}\\
8 \pi p= & 3 a^{2}\left\{2 A / 3 /\left[A-B\left(1-a^{2} r^{2}\right)^{1 / 2}\right]-1\right\} \tag{134}
\end{align*}
$$

where $a, A$, and $B$ are constants to be determined from the boundary conditions.

Thus, from the continuity of $g_{\mu \nu}$ at $r=r_{1}$ and using (57), we have

$$
\begin{align*}
& {\left[A-B\left(1-a^{2} r_{1}^{2}\right)^{1 / 2}\right]^{2}=\left(\alpha+\frac{1}{4}\right)\left(r_{1} / r_{0}\right)^{2}}  \tag{135}\\
& \left(1-a^{2} r_{1}^{2}\right)=\left[\alpha\left(r_{0} / r_{1}\right)^{4}+\frac{1}{4}\right] \tag{136}
\end{align*}
$$

using (134) and the continuity pressure condition at $r=r_{1}$, we get

$$
\begin{equation*}
2 A / 3 /\left[A-B\left(1-a^{2} r_{1}^{2}\right)^{1 / 2}\right]-1=0 . \tag{137}
\end{equation*}
$$

Finally, from (54), the continuity of $F_{\mu \nu}$ gives

$$
\begin{equation*}
r_{1}^{4}-12 C=0 \tag{138}
\end{equation*}
$$

(we remember that $C=\alpha r_{0}^{4}$ ).
Thus, we have four equations which can be solved to obtain $A, B, \alpha$, and $a^{2}$ in terms of $r_{0}$ and $r_{1}$ :

$$
\begin{align*}
& 12 C=r_{1}^{4}, \quad \alpha=\frac{1}{12}\left(r_{1} / r_{0}\right)^{4},  \tag{139}\\
& a^{2}=2 / 3 r_{1}^{2}, \quad \rho_{m}=1 / 4 \pi r_{1}^{2},  \tag{140}\\
& A=\sqrt{3} B,  \tag{141}\\
& B=\frac{\sqrt{3}}{2}\left(\frac{r_{1}}{r_{0}}\right)\left[\frac{1}{12}\left(\frac{r_{1}}{r_{0}}\right)^{4}+\frac{1}{4}\right]^{1 / 2} . \tag{142}
\end{align*}
$$

The total charge will be

$$
\begin{equation*}
q^{2} / r_{0}^{2}=\frac{1}{4}\left[1-\left(r_{1} / r_{0}\right)^{4}\right] . \tag{143}
\end{equation*}
$$

The mass of the whole configuration will be

$$
\begin{equation*}
2 M / r_{0}=\left[1-\frac{1}{3}\left(r_{1} / r_{0}\right)^{4}\right] . \tag{144}
\end{equation*}
$$
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#### Abstract

The four-dimensional field equations in an algebraically extended Kaluza-Klein theory are solved in the static spherically symmetric case. Eight distinct classes of solutions are found, some of which are free of singularities in both the metric and the electromagnetic field.


## I. INTRODUCTION

Recently a new technique for extending general relativity (GR) has been introduced. ${ }^{1}$ This technique, called the method of algebraic extension (AE), assumes that tensor fields take their values not in the algebra of real numbers $\mathbb{R}$, but in some arbitrary algebra $\mathscr{A}$. Under some very general assumptions, it has been shown using AE that GR may be consistently extended for only five algebras, yielding five theories of gravity. ${ }^{1-3}$ The algebras are $\mathbb{R}, \mathbb{C}, \mathbb{E}, \mathscr{Q}$, and $\mathbb{H}$ (denoting the real, complex, hypercomplex, quaternion, and hyperquaternion numbers, respectively); $\mathscr{A}=\mathbb{R}$ yields GR. Lagrangians for these theories have been constructed that are linear in the curvatures; these take their values in the real algebra $\mathbb{R}$ no matter what $\mathscr{A}$ is. ${ }^{1}$

The theories based on $\mathbb{C}$ and E have been investigated by Moffat and co-workers in some detail. ${ }^{4}$ Although the theory based on $\mathbb{C}$ has ghosts, the theory based on $\mathbb{E}$ does not ${ }^{5}$ and is, in fact, testable in the solar system. ${ }^{6}$ A Kaluza-Klein ${ }^{7}$ extension of the $\mathbb{E}$ theory has been constructed by Kalinowski, for both the Abelian ${ }^{8}$ and non-Abelian cases. ${ }^{9}$ The $\mathbb{E}$ theory is referred to in the literature as N.G.T. ${ }^{4}$

The Abelian case, which is a generalization of EinsteinMaxwell (EM) theory, is quite interesting. The unifying of the $\mathbb{E}$ algebra with the Kaluza-Klein extension yields new interference effects between the gravitational and electromagnetic fields which are not present in EM theory. ${ }^{8}$ It has been shown that in the linear approximation the gravitonphoton coupling is the same as in EM theory ${ }^{10}$ and that the new effects do not contradict any present-day solar-system data. ${ }^{8}$

By finding an exact solution to the field equations of the AE Kaluza-Klein theory, Kalinowski and Kunstatter ${ }^{11}$ were able to demonstrate the consequences of the new effects in the static spherically symmetric case. These are as follows.
(1) The electric field is nonsingular at $r=0$ and has Cou-lomb-like behavior for large $r$. There is, therefore, a maximal value for the electric field. Asymptotically the full solution behaves like the Reissner-Nordstrom solution. ${ }^{12}$
(2) The energy distribution is nonsingular.
(3) The total energy of the solution is the same as the Newtonian mass (the mass seen at $r \rightarrow \infty$ ).

[^19](4) At $r=0$ (or anywhere else) there are no Coulomblike or Newton-like first- and second-order poles with mass and charge as residues in the solution; hence, in this sense, the solution describes "mass without mass" and "charge without charge."

The aim of the present work is to investigate the field equations in the Kaluza-Klein $\mathbb{E}$ theory in the four-dimensional static spherically symmetric case. Several new exact solutions are found, some of which are nonsingular in both the metric and the electromagnetic field. All solutions reduce to GR in well-defined limits. The solution of Kalinowski and Kunstatter is found as a special case of a more general class of solutions.

The organization of the paper is as follows. In Sec. II the Kaluza-Klein $\mathbb{E}$ theory is outlined. The metric, energy-momentum tensor, and field equations are presented in Sec. III and are solved in a variety of special cases in Sec. IV. Section V contains a discussion of the results.

## II. KALUZA-KLEIN E THEORY

In the hypercomplex $(\mathscr{A}=\mathbb{E})$ case the algebra has basis elements $\left(1, e_{0}\right)$, where $e_{0}^{2}=+1$. Using the method of AE, ${ }^{1,3}$ it was shown that an $\mathbb{E}$-valued metric may be given for a real four-dimensional manifold $M$, with $\mathbb{E}$-valued connection $W$ such that

$$
\begin{equation*}
\nabla_{\mu} g_{\alpha \beta}=g_{\alpha \beta, \mu}-W_{\mu \alpha}^{\gamma} g_{\gamma \beta}+g_{\alpha \gamma}\left(W_{\mu \beta}^{\gamma}\right)^{*}=0, \tag{2.1}
\end{equation*}
$$

where the operator "*" is defined by

$$
\begin{equation*}
\left(a+e_{0} b\right)^{*}=a-e_{0} b \tag{2.2}
\end{equation*}
$$

The ordering of tensor indices is important, but ordering of factors is not, since E is Abelian. The curvature and Lagrangian of the $\mathbb{E}$ theory are

$$
\begin{align*}
& R_{\mu \nu \beta}^{\alpha}=W_{\mu \beta, v}^{\alpha}-W_{\nu \beta, \mu}^{\beta}+W_{\mu \beta}^{\sigma} W_{v \sigma}^{\alpha}-W_{\nu \beta}^{\sigma} W_{\mu \sigma}^{\alpha},  \tag{2.3}\\
& \mathscr{L}=\mathbf{g}^{\mu \nu}\left(A_{1} R_{v \sigma \mu}^{\sigma}+A_{2} R_{v \mu \sigma}^{\sigma}\right), \tag{2.4}
\end{align*}
$$

where $A_{1}$ and $A_{2}$ are real constants and $g^{\mu \nu}=\sqrt{-g} g^{\mu \nu}$.
The Kaluza-Klein extension of the $\mathbb{E}$ theory is given in Ref. 8. An outline of its derivation is as follows. Let $\underline{P}$ be a principal fiber bundle with structure group $\mathrm{U}(1)$ over a space-time $M$ with projection $\pi$ and connection one-form $\alpha$. A curvature form for $\alpha$ is

$$
\begin{equation*}
\boldsymbol{\Omega}=d \alpha=\frac{1}{2} \pi^{*}\left(F_{\mu \nu} \overline{\boldsymbol{\theta}}^{\mu} \wedge \overline{\boldsymbol{\theta}}^{v}\right) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{align*}
& F_{\mu v}=\partial_{\mu} A_{v}-\partial_{v} A_{\mu}  \tag{2.6}\\
& e^{*} \alpha=A \bar{\theta} \tag{2.7}
\end{align*}
$$

Here $A$ is the electromagnetic four-potential, $e$ is a local cross section of $P, \bar{\theta}^{\mu}$ is a frame on $M$, and $F_{\mu \nu}$ is the electromagnetic field. Using the metric of (2.1), with

$$
\begin{equation*}
g_{\alpha \beta} g^{\gamma \beta}=g_{\beta_{\alpha}} g^{\beta \gamma}=\delta_{\alpha}^{\gamma}, \tag{2.8}
\end{equation*}
$$

connections $\omega_{\beta}^{\alpha}$ and $w_{\beta}^{\alpha}$ may be defined such that

$$
\begin{align*}
& \omega_{\beta}^{\alpha}=\Gamma_{\beta \gamma}^{\alpha} \overline{\boldsymbol{\theta}}^{\gamma}  \tag{2.9a}\\
& w_{\beta}^{\alpha}=W_{\beta \gamma}^{\alpha} \overline{\boldsymbol{\theta}}^{\gamma}  \tag{2.9b}\\
& w_{\beta}^{\alpha}=\omega_{\beta}^{\alpha}-\frac{2}{3} \delta_{\beta}^{\alpha} w, \tag{2.10}
\end{align*}
$$

where $W_{\beta \gamma}^{\alpha}$ is the connection in (2.1) and

$$
\begin{equation*}
\boldsymbol{w}=\boldsymbol{W}_{\gamma} \boldsymbol{\theta}^{\gamma} \equiv \frac{1}{2}\left(\boldsymbol{W}_{\gamma \sigma}^{\sigma}-\boldsymbol{W}_{\sigma \gamma}^{\sigma}\right) \overline{\boldsymbol{\theta}}^{\gamma} . \tag{2.11}
\end{equation*}
$$

By introducing a frame
$\theta^{A}=\left(\pi^{*}\left(\theta^{\alpha}\right), \kappa \alpha=\theta^{5}\right)$,
the metrization of $\underline{P}$ may now be carried out. From Ref. 8, quantities $\bar{\gamma}$ and $\gamma \overline{\text { may }}$ be defined so that

$$
\begin{align*}
& \bar{\gamma}=\pi^{*}\left(g_{\alpha \beta} \theta^{\alpha} \otimes \theta^{\beta}\right)-\theta^{5} \otimes \theta^{5}  \tag{2.13a}\\
& \gamma=\pi^{*}\left(g_{\alpha \beta} \theta^{\alpha} \wedge \theta^{\beta}\right) \tag{2.13b}
\end{align*}
$$

The constant $\kappa=2 \sqrt{G} / c^{2}$; in this paper units $G=c=1$ are used. The metric $\gamma_{A B}$ of $\underline{P}$ is given by ${ }^{8}$

$$
\gamma_{A B}=\left(\begin{array}{cc}
g_{\alpha \beta} & 0  \tag{2.14}\\
0 & -1
\end{array}\right)
$$

By requiring $\nabla \gamma=0$, a metric connection $W_{B}^{A}$ on $\underline{P}$ may be defined having components

$$
w_{B}^{A}=\left(\begin{array}{cc}
\pi^{*}\left(w_{\beta}^{\alpha}\right)+g^{\gamma \alpha} H_{\gamma \beta} \boldsymbol{\theta}^{5} & H_{\beta \gamma} \theta^{\gamma}  \tag{2.15}\\
g^{\alpha \beta}\left(H_{\gamma \beta}+2 F_{\beta \gamma}\right) \boldsymbol{\theta}^{\gamma} & 0
\end{array}\right)
$$

where $H_{\alpha \beta}$ is defined in terms of $F_{\alpha \beta}$ by the equation

$$
\begin{equation*}
g_{\sigma \beta} g^{\gamma \sigma} H_{\gamma \alpha}+g_{\alpha \sigma} g^{\sigma \gamma} H_{\beta \gamma}=2 g_{\alpha \sigma} g^{\sigma \gamma} F_{\beta \gamma}, \tag{2.16}
\end{equation*}
$$

with $H_{\alpha \beta}=-H_{\beta \alpha}$. A complete derivation of Eqs. (2.13)(2.16) is given in Ref. 8. The $w_{B}^{A}$ connection may be rewritten in terms of a connection $\omega_{B}^{A}$ as in Eq. (2.10). The four-dimensional Lagrangian for the theory is conveniently written in terms of the connection $\Gamma_{\beta \gamma}^{\alpha}$ and is ${ }^{8}$

$$
\begin{align*}
\mathscr{L}= & \mathbf{g}^{\mu \nu} R_{\mu \nu}(\Gamma)+\frac{2}{3} \mathrm{~g}^{\beta \mu} W_{[\beta, \mu]} \\
& +\left(2\left(g^{\mu \nu} F_{\mu \nu}\right)^{2}-H^{\mu \nu} F_{\mu \nu}\right) \sqrt{-g}, \tag{2.17}
\end{align*}
$$

where the constants $A_{1}$ and $A_{2}$ in Eq. (2.4) are chosen so that ${ }^{13}$

$$
\begin{align*}
\boldsymbol{R}_{\mu \nu}(\Gamma) \equiv & \Gamma_{\mu \nu, \beta}^{\beta}-\frac{1}{2}\left(\Gamma_{(\mu \beta), \nu}^{\beta}\right. \\
& \left.+\Gamma_{(\nu \beta), \mu}^{\beta}\right)-\Gamma_{\alpha \nu}^{\beta} \Gamma_{\mu \beta}^{\beta}+\Gamma_{\alpha \beta}^{\beta} \Gamma_{\mu \nu}^{\alpha} \tag{2.18}
\end{align*}
$$

The field equations which follow from (2.17) are

$$
\begin{align*}
& R_{\alpha \beta}(W)-\frac{1}{2} g_{\alpha \beta} R(W)=8 \pi T_{\alpha \beta},  \tag{2.19a}\\
& g_{\mu v, \sigma}-g_{\gamma v} \Gamma_{\mu \sigma}^{\gamma}-g_{\mu \gamma} \Gamma_{\sigma v}^{r}=0  \tag{2.19b}\\
& \mathbf{g}^{[\mu v]}=0  \tag{2.19c}\\
& \left(\mathbf{H}^{\alpha \mu}-2 \mathbf{g}^{[\alpha \mu]} g^{\nu \beta} F_{\nu \beta}\right)_{, \mu}=0, \tag{2.19d}
\end{align*}
$$

using the notation $R_{\alpha \beta}(W)=R_{\alpha \beta}(\Gamma)-\frac{2}{3} W_{[\alpha, \beta]}$. The electromagnetic energy-momentum tensor is given by the expression

$$
\begin{align*}
T_{\alpha \beta}= & -(1 / 4 \pi)\left(g_{\alpha \beta} H^{\mu \sigma} F_{\mu \alpha}-2 g^{\mu \nu} F_{\mu \nu} F_{\alpha \beta}\right. \\
& \left.-\frac{1}{4} g_{\alpha \beta}\left(H^{\mu \nu} H_{\mu \nu}-2\left(g^{\mu \nu} F_{\mu \nu}\right)^{2}\right)\right) \tag{2.20}
\end{align*}
$$

with

$$
\begin{equation*}
H^{\mu \alpha}=g^{\beta \mu} g^{r \alpha} H_{\beta \gamma} . \tag{2.21}
\end{equation*}
$$

It is easy to show that

$$
\begin{equation*}
g^{\alpha \beta} T_{\alpha \beta}=0 \tag{2.22}
\end{equation*}
$$

Note that a coupling of the form $g^{\mu \nu} F_{\mu \nu}$ appears. It is the presence of this term in Eqs. (2.19) and (2.20) that yields the interesting behavior for the gravitational and electromagnetic fields mentioned previously. Solutions of Eqs. (2.19) in the absence of this term may be found in Ref. 14.

The derivation of Eqs. (2.19d) and (2.20) is perhaps a bit subtle. From (2.16) it is clear that $H_{\mu \nu}$ implicitly depends on the metric and the electromagnetic potential; from this equation it can be shown that $H^{\mu \nu} F_{\mu \nu}=H^{\mu \nu} H_{\mu \nu}$. Variations of $H_{\mu \nu}$ therefore always occur as $g^{\tau \alpha} g^{\pi \gamma}\left(\delta H_{r \alpha} H_{\pi \tau}\right.$ $+H_{\gamma \alpha} \delta H_{\pi \tau}$ ). This variational combination is straightforwardly solved using (2.16) for variations with respect to both $g_{\mu \nu}$ and $A_{\mu}$. Equations (2.19d) and (2.20) correct the results of Refs. 8 and 11, in which variations of $H_{\mu \nu}$ were not appropriately accounted for ${ }^{15}$; this error is corrected in Ref. 16.

## III. THE STATIC SPHERICALLY SYMMETRIC CASE

In the case of spherical symmetry the metric tensor has the form ${ }^{17}$

$$
g_{\mu \nu}=\left(\begin{array}{cccc}
-\alpha & 0 & 0 & \omega  \tag{3.1}\\
0 & -\beta & u \sin \theta & 0 \\
0 & -u \sin \theta & -\beta \sin ^{2} \theta & 0 \\
-\omega & 0 & 0 & \gamma
\end{array}\right)
$$

where $\alpha, \beta, \gamma$, and $\omega$ are functions of $r$ and $t$. The tensor $g^{\mu \nu}$ has components
$g^{\mu \nu}$

$$
=\left(\begin{array}{cccc}
\frac{\gamma}{\omega^{2}-\alpha \gamma} & 0 & 0 & \frac{\omega}{\omega^{2}-\alpha \gamma}  \tag{3.2}\\
0 & \frac{-\beta}{\beta^{2}+u^{2}} & \frac{u \csc \theta}{\beta^{2}+u^{2}} & 0 \\
0 & \frac{-u \csc \theta}{\beta^{2}+u^{2}} & \frac{-\beta \csc ^{2} \theta}{\beta^{2}+u^{2}} & 0 \\
\frac{-\omega}{\omega^{2}-\alpha \gamma} & 0 & 0 & \frac{-\alpha}{\omega^{2}-\alpha \gamma}
\end{array}\right) .
$$

The electromagnetic field tensor $F_{\mu \nu}$ has components

$$
\begin{align*}
& F_{14}=\mathscr{E}(r, t)  \tag{3.3a}\\
& F_{23}=\mathscr{B}(r, t) \sin \theta \tag{3.3b}
\end{align*}
$$

all other components being zero. The tensor $H_{\alpha \beta}$ may be shown to be identical to $F_{\alpha \beta}$ using Eqs. (3.1)-(3.3) and (2.16). Using the relation

$$
\begin{equation*}
F_{\mu \nu, \sigma}+F_{\nu \sigma, \mu}+F_{\sigma \mu, \nu}=0 \tag{3.4}
\end{equation*}
$$

which follows from (2.6), the value of $\mathscr{B}(r, t)$ is found to be constant and shall be denoted by $B_{0}$. It corresponds to the magnetic charge of the particle. ${ }^{18}$

The components of $H^{\alpha \beta}$ are all zero except for

$$
\begin{align*}
& H^{14}=-\mathscr{C} /\left(\alpha \gamma-\omega^{2}\right)  \tag{3.5a}\\
& H^{23}=B_{0} \csc \theta /\left(\beta^{2}+u^{2}\right) \tag{3.5b}
\end{align*}
$$

The determinant of the metric is given by

$$
\begin{equation*}
\sqrt{-g}=\sin \theta\left(\alpha \gamma-\omega^{2}\right)^{1 / 2}\left(\beta^{2}+u^{2}\right)^{1 / 2} \tag{3.6}
\end{equation*}
$$

Before writing down the components of $T_{\alpha \beta}$, it is useful to first solve Eqs. (2.19c) and (2.19d). Equation (2.19c) has the solution

$$
\begin{equation*}
\omega^{2}=l^{4} \alpha \gamma /\left(\beta^{2}+u^{2}+l^{4}\right) \tag{3.7}
\end{equation*}
$$

where $l$ is an arbitrary constant of integration. Equation (2.19d) has the solution
$\mathscr{E}(r, t) \equiv E=\left(\omega / l^{2}\right)\left[\left(-Q \rho^{2}+4 u B_{0}\right) /\left(\rho^{2}+4 l^{4}\right)\right]$,
where $Q$ is an aribitrary constant corresponding to the electric charge of the particle ${ }^{18}$ and

$$
\begin{equation*}
\rho^{2}=\beta^{2}+u^{2} \tag{3.9}
\end{equation*}
$$

The expression for $E$ in (3.8) depends crucially on the presence of the ( $g^{\mu \nu} F_{\mu \nu}$ ) term in (2.19) and (2.20). If this term were absent, then (3.8) would become

$$
\begin{equation*}
E=-Q \omega / l^{2}=\sqrt{\left(\alpha \gamma-\omega^{2}\right) /\left(\beta^{2}+u^{2}\right)} \tag{3.10}
\end{equation*}
$$

If $l=0$, then (3.10) yields $E$ with $\omega=0$. Note that in (3.8) both the electric and magnetic charges of a particle contribute to the electric field $E$.

The components of $T_{\alpha \beta}$ follow straightforwardly from (2.20). They are

$$
\begin{align*}
4 \pi T_{11}= & -\frac{1}{2}\left(\frac{E l^{2}}{\omega}\right)^{2} \frac{\alpha}{\rho^{2}}-\frac{1}{2} \frac{\alpha B_{0}^{2}}{\rho^{2}} \\
& +2 \alpha\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2}  \tag{3.11a}\\
4 \pi T_{22}= & \frac{1}{2} \frac{\beta B_{0}^{2}}{\rho^{2}}+\frac{1}{2}\left(\frac{E l^{2}}{\omega}\right)^{2} \frac{\beta}{\rho^{2}}+2 \beta\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2} \tag{3.11b}
\end{align*}
$$

$$
\begin{align*}
& 4 \pi T_{33}=4 \pi T_{22} \csc ^{2} \theta  \tag{3.11c}\\
& 4 \pi T_{44}=-(\gamma / \alpha) 4 \pi T_{11} \tag{3.11d}
\end{align*}
$$

$4 \pi T_{23} \csc \theta=\frac{7}{2} \frac{u B_{0}^{2}}{\rho^{2}}-4\left(\frac{E l^{2}}{\omega}\right) \frac{l^{2} B_{0}}{\rho^{2}}$

$$
\begin{equation*}
-\frac{1}{2}\left(\frac{E l^{2}}{\omega}\right)^{2} \frac{u}{\rho^{2}}-2 u\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2} \tag{3.11e}
\end{equation*}
$$

$$
\begin{align*}
4 \pi T_{14}= & \frac{-7}{2}\left(\frac{E l^{2}}{\omega}\right)^{2} \frac{\omega}{\rho^{2}}+\frac{4 u B_{0} E}{\rho^{2}} \\
& +\frac{1}{2} \frac{\omega B_{0}^{2}}{\rho^{2}}-2 \omega\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2} \tag{3.11f}
\end{align*}
$$

The field equations (2.19a) may now be written down, using Eqs. (2.19b)-(2.19d) and (3.11). In the static case these are
$1+\left(\frac{u B^{\prime}-\beta A^{\prime}}{2 \alpha}\right)^{\prime}+B^{\prime}\left(\frac{\beta B^{\prime}+u A^{\prime}}{2 \alpha}\right)$

$$
\begin{align*}
&+ \frac{1}{2}\left(\frac{u B^{\prime}-\beta A^{\prime}}{2 \alpha}\right) \ln (\alpha \gamma U)^{\prime} \\
&= \frac{\beta}{\rho^{2}}\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right]+4 \beta\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]^{2}, \\
& c+\left(\frac{\beta B^{\prime}+u A^{\prime}}{2 \alpha}\right)^{\prime}-B^{\prime}\left(\frac{u B^{\prime}-\beta A^{\prime}}{2 \alpha}\right)  \tag{3.12a}\\
&+ \frac{1}{2}\left(\frac{\beta B^{\prime}+u A^{\prime}}{2 \alpha}\right) \ln (\alpha \gamma U)^{\prime} \\
&= 8 B_{0}\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]-\frac{u}{\rho^{2}}\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right] \\
&-4 u\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]^{2},  \tag{3.12b}\\
&\left.-A^{\prime \prime}+\frac{1}{2}(\ln \alpha)^{\prime} A^{\prime}-\frac{1}{2}\left[(A)^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}\right]-\frac{1}{2} \ln (\gamma U)^{\prime \prime} \\
&+ \frac{1}{4} \ln (\gamma U)^{\prime} \ln (\alpha / \gamma U)^{\prime}=\frac{-\alpha}{\rho^{2}}\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right] \\
&+4 \alpha\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2} \tag{3.12c}
\end{align*}
$$

$$
\frac{\gamma}{2 \alpha}\left[(1-U)\left[\left(A^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}\right]+\frac{1}{2}(\ln \gamma)^{\prime} \ln \left(\frac{\gamma \rho^{2}}{\alpha}\right)^{\prime}\right.
$$

$$
+\frac{1}{2}(\ln U)^{\prime} \ln \left(\frac{\gamma \rho^{4}}{\alpha^{2}}\right)^{\prime}
$$

$$
\left.+\frac{1}{2} \frac{(2 U-1)}{1-U}\left[(\ln U)^{\prime}\right]^{2}+\ln \left(\gamma U^{2}\right)^{\prime \prime}\right]
$$

$$
\begin{equation*}
=\frac{\gamma}{\rho^{2}}\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right]-4 \gamma\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2} \tag{3.12d}
\end{equation*}
$$

The quantities $A, B$, and $U$ are defined by

$$
\begin{align*}
& A \equiv \ln \rho, \quad B \equiv \tan ^{-1}(\beta / u)  \tag{3.13}\\
& U \equiv \rho^{2} /\left(l^{4}+\rho^{2}\right)=1-\omega^{2} / \alpha \gamma
\end{align*}
$$

and

$$
\begin{equation*}
A^{\prime}=\frac{\partial A}{\partial r}, \quad \text { etc. } \tag{3.14}
\end{equation*}
$$

Furthermore, by using the definitions

$$
\begin{equation*}
x \equiv \rho^{2} / \alpha, \quad y \equiv \gamma U, \quad e^{q} \equiv e^{A+i B}=u+i \beta \tag{3.15}
\end{equation*}
$$

the field equations (3.12) may be written as

$$
\begin{equation*}
2 A^{\prime \prime}-\left(A^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}+A^{\prime} \ln (x / y)^{\prime}=0 \tag{3.16}
\end{equation*}
$$

$(\ln y)^{\prime \prime}+\frac{1}{2}(\ln y)^{\prime} \ln (x y)^{\prime}=(2 / x) F$,
$q^{\prime \prime}+\frac{1}{2} q^{\prime} \ln (x y)^{\prime}+2(i+c)\left(e^{q} / x\right)=\left(e^{q} / x\right) G-(2 / x) F$,
where

$$
\begin{align*}
& G \equiv 16\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]\left[B_{0}-e^{-q} \frac{u B_{0}+Q l^{2}}{\left(\rho^{2}+4 l^{4}\right)}\right]  \tag{3.19}\\
& F \equiv B_{0}^{2}+\left(E l^{2} / \omega\right)^{2}-4 \rho^{2}\left[\left(u B_{0}+Q l^{2}\right) /\left(\rho^{2}+4 l^{4}\right)\right]^{2}
\end{align*}
$$

The details of the calculations that are used in obtaining (3.12)-(3.20) are given in Appendix A.

Equations (3.16)-(3.18) are the field equations for the

AE Kaluza-Klein theory in the electromagnetic case. In the next section these equations will be solved in a variety of special cases.

## IV. SOLUTIONS OF THE FIELD EQUATIONS

The field equations (3.16)-(3.18) are most easily solved by defining a quantity $\lambda$ (see Ref. 19)

$$
\begin{equation*}
\left(y^{\prime}\right)^{2}=\lambda(r)(y / x) . \tag{4.1}
\end{equation*}
$$

Equation (3.17) becomes

$$
\begin{equation*}
\lambda^{\prime}=4 y^{\prime} F \tag{4.2}
\end{equation*}
$$

By writing

$$
\begin{equation*}
q+z=p, \quad z=\ln y \tag{4.3}
\end{equation*}
$$

Eq. (3.18) becomes

$$
\begin{equation*}
2 \frac{d^{2} p}{d z^{2}} \lambda+\frac{d \lambda}{d z} \frac{d p}{d z}+4(i+c) e^{p}=2 G e^{p} \tag{4.4}
\end{equation*}
$$

where (4.2) has been used. Equation (4.4) integrates to

$$
\begin{equation*}
\left(\frac{d p}{d z}\right)^{2} \lambda+4(i+c) e^{p}=\int 2 G \frac{d e^{p}}{d z} d z+c_{1} \tag{4.5}
\end{equation*}
$$

where $c_{1}$ is a complex constant. This equation may be reinserted into (4.4); the resulting equation is then consistent with Eq. (3.16) provided

$$
\begin{equation*}
\frac{d \lambda}{d z}=4 e^{z} F=2 \operatorname{Re}\left[\int e^{p} \frac{d G}{d z}\right]-\left(\operatorname{Re} c_{1}\right)+\lambda \tag{4.6}
\end{equation*}
$$

which follows from comparison with the real part of (3.16).
The condition (4.6) on $F$ and $G$ makes the system of equations (3.16)-(3.18) difficult to solve in general. Solutions may, however, be easily obtained in two special cases: $B^{\prime}=0$ and $u B_{0}=-Q l^{2}$. In each case exact solutions to the field equations will be obtained by considering a variety of boundary conditions. These equations are now Eqs. (3.17), (4.5),

This solution is therefore

$$
g_{\mu \nu}=\left(\begin{array}{ccc}
\alpha & 0 & 0 \\
0 & -r^{2} & u_{0} r^{2} \sin \theta \\
0 & -u_{0} r^{2} \sin \theta & -r^{2} \sin ^{2} \theta \\
-l^{2} / r^{2} \sqrt{1+u_{0}^{2}} & 0 & 0
\end{array}\right.
$$

where $\alpha$ is given in (4.11). The Kalinowski-Kunstatter solution has $u_{0}=0$. All of the properties of their solution that were mentioned in the Introduction hold for this solution except that as $r \rightarrow \infty, u \rightarrow u_{0} r^{2}$. However, the line element still behaves like the Reissner-Nordstrom line element for large $r$. If the boundary conditions are such that $u \rightarrow 0$ as $r \rightarrow \infty$, then $u \equiv 0$ (i.e., $u_{0}=0$ ).

The case $u B_{0}=-Q l^{2}$ shall now be examined. In this case (3.19) and (3.20) imply

$$
\begin{equation*}
G=0, \quad F=B_{0}^{2}+Q^{2}=\text { const. } \tag{4.15}
\end{equation*}
$$

Equation (4.6) then gives

$$
\begin{equation*}
\lambda=4 e^{2} F+\lambda_{0}, \quad\left(\operatorname{Re} c_{1}\right)=\lambda_{0}, \tag{4.16}
\end{equation*}
$$

where $\lambda_{0}$ is a real constant. Finally, (4.4) yields
and (4.6). The fact that all variables now depend on $r$ via $y$ is merely a reflection of the coordinate degree of freedom left in the system. Any one of $\beta, \gamma$, or $\alpha$ may be chosen freely, corresponding to a choice of coordinates. Alternatively, coordinate invariance implies that the functions $y$ may be chosen freely.

Case ( $A$ ) $B^{\prime}=0$ : In this case (3.13) implies $u=u_{0} \beta$, and a comparison of (3.12a) and (3.12b) shows that $c=-u_{0}$. It is convenient in this case to choose coordinates so that $\beta=r^{2}$. In this case Eq. (3.16) integrates to

$$
\begin{equation*}
y / x=\alpha \gamma U=A_{0} e^{A}\left(A^{\prime}\right)^{2}, \tag{4.7}
\end{equation*}
$$

which is

$$
\begin{equation*}
\alpha \gamma=4 A_{0}\left(1+L^{4} / r^{4}\right) \sqrt{1+u_{0}^{2}} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{4}=l^{4} /\left(1+u_{0}^{2}\right) . \tag{4.9}
\end{equation*}
$$

By examining (4.6) [or alternatively (3.12a) and (3.12b)] one finds $B_{0}=0$ (otherwise $\beta=$ const and $\alpha \gamma=0$ ). Solving (3.17) yields

$$
\begin{equation*}
(r / \alpha)^{\prime}=1-\left[r^{2} Q^{2} /\left(1+u_{0}^{2}\right)\right]\left(r^{4}+4 L^{4}\right)^{-2} \tag{4.10}
\end{equation*}
$$

which integrates to

$$
\begin{equation*}
\alpha=\left(1+\alpha_{0} / r+\left[Q^{2} /\left(1+u_{0}^{2}\right)\right] r^{-1} K(r, L)\right)^{-1} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
K(r, L)=-\int r^{2}\left(r^{4}+4 L^{4}\right)^{-2} d r \tag{4.12}
\end{equation*}
$$

This is a generalization of the solution obtained by $\mathrm{Ka}-$ linowski and Kunstatter, ${ }^{11,16}$ which in turn extended the solution of Papapetrou. ${ }^{17}$ Here, $\alpha(r)$ is nonsingular if $\alpha_{0}=0$; letting $r \rightarrow \infty$ gives the Newtonian mass to be

$$
\begin{equation*}
M_{0}=Q^{2} \pi / 16 \sqrt{2} l^{4} \tag{4.13}
\end{equation*}
$$

$$
\left.\begin{array}{c}
l^{2} / r^{2} \sqrt{1+u_{0}^{2}}  \tag{4.14}\\
0 \\
0 \\
\left(1+l^{4} /\left(1+u_{0}^{2}\right) r^{4}\right) \alpha^{-1}
\end{array}\right)
$$

$$
\begin{equation*}
\frac{2}{\sqrt{c_{1}}} \sinh ^{-1}\left[\sqrt{\frac{(i-c) c_{1}}{4\left(c^{2}+1\right)}} e^{-p / 2}\right]=\int \frac{d y}{y\left(4 y F+\lambda_{0}\right)^{1 / 2}} \tag{4.17}
\end{equation*}
$$

There are two distinct solutions to (4.17).
(a) $\lambda_{0} \neq 0$ : Here $c_{1}=\lambda_{0}\left(1+i c_{0}\right)$, and
$(u+i \beta) y \sinh ^{2}\left[\left(1+i c_{0}\right)^{1 / 2}\left(\sinh ^{-1}\left(\sqrt{\lambda_{0} / 4 y F}\right)+a\right)\right]$

$$
\begin{equation*}
=\lambda_{0}(i-c)\left(1+i c_{0}\right) / 4\left(1+c^{2}\right) \tag{4.18a}
\end{equation*}
$$

(b) $\lambda_{0}=0$ : Here $c_{1}=i c_{0}$, and

$$
\begin{equation*}
(u+i \beta) y \sinh ^{2}\left[\left(\frac{i c_{0}}{4 F}\right)^{1 / 2}\left(\frac{1}{\sqrt{y}}+a\right)\right]=\frac{\left(i c_{0}\right)(i-c)}{4\left(1+c^{2}\right)} . \tag{4.18b}
\end{equation*}
$$

In both cases $a$ is a complex constant to be chosen to satisfy certain boundary conditions, and

$$
\begin{align*}
& \gamma=\left(\frac{l^{4}+u^{2}+\beta^{2}}{u^{2}+\beta^{2}}\right) y, \quad \alpha=\frac{\left(y^{\prime}\right)^{2}\left(u^{2}+\beta^{2}\right)}{y\left(4 y F+\lambda_{0}\right)}, \\
& \omega=l^{2}\left(y^{\prime}\right)\left(4 y F+\lambda_{0}\right)^{-1 / 2}, \tag{4.19}
\end{align*}
$$

where $y$ is an arbitrary function of $r$.
The solutions (4.18) must now be chosen to satisfy physically realistic boundary conditions. These shall be taken to be, for $r^{2} \rightarrow \infty$,

$$
\begin{equation*}
\alpha \rightarrow 1, \quad \gamma \rightarrow 1, \quad \beta \rightarrow r^{2} . \tag{4.20}
\end{equation*}
$$

The condition $\beta \rightarrow r^{2}$ implies $y \rightarrow 1$; for (4.18a) this means

$$
\begin{equation*}
a=-\sinh ^{-1} \sqrt{\lambda_{0} / 4 F} \tag{4.21a}
\end{equation*}
$$

and for (4.18b)

$$
\begin{equation*}
a=-1, \tag{4.21b}
\end{equation*}
$$

since the right-hand side (rhs) of both sides must remain finite as $r^{2} \rightarrow \infty$. The two solutions may be power series expanded for large $r[y=1+\mathscr{O}(1 / r)]$; an equation of the form

$$
\begin{equation*}
\sum_{m=1}^{\infty} a_{n} r^{-n}=\mathrm{const} \tag{4.22}
\end{equation*}
$$

is obtained, which can only be true if $r$ is a constant implying $\alpha=0$. In fact, by series expanding $u$ and $\beta$ in powers of $r$ it can be shown that $u$ is constant only for $c_{0}=0$, which then yields $u \equiv 0$. Hence $u$ is not a nonzero constant; since $u B_{0}=-Q l^{2}$, both the left- and right-hand sides separately vanish. There are four possibilities, leading to seven distinct solutions, denoted by cases $(\mathbf{B})-(\mathbf{H})$.

Case (B) $u=l^{2}=0$ : This case is general relativity. The solution is the Reissner-Nordstrom-type ${ }^{12}$ solution with electric charge $Q$, magnetic charge $B_{0}$, and mass $M^{2}=\frac{1}{\lambda_{0}}$ $+F$. The function $y$ is, from (4.18a)

$$
\begin{equation*}
y=1-2 M / r+\left(Q^{2}+B_{0}^{2}\right) / r^{2} . \tag{4.23}
\end{equation*}
$$

The solution $(4.18 \mathrm{~b})$ yields (4.23) but with $M^{2}=F$. The functions $\alpha, \gamma$, and $\omega$ are $\left(\beta=r^{2}\right)$

$$
\begin{equation*}
\gamma=y=1-2 M / r+\left(Q^{2}+B_{0}^{2}\right) / r^{2}, \quad \alpha=\gamma^{-1}, \quad \omega=0 . \tag{4.24}
\end{equation*}
$$

Case (C) $u=Q=0$ : The solution takes the form

$$
\begin{align*}
& \gamma=\left(1+l^{4} / r^{4}\right)\left(1-2 M / r+B_{0}^{2} / r^{2}\right), \\
& \alpha=\left(1-2 M / r+B_{0}^{2} / r^{2}\right)^{-1}, \quad \omega=l^{2} / r^{2} \tag{4.25}
\end{align*}
$$

in coordinates where $\beta=r^{2}$, where $M=\not \lambda_{0}+B_{0}^{2}$. If $\lambda_{0}=0$ then (4.25) holds with $M=B_{0}$.

Cases (D)-(F) $B_{o}=Q=0$ : This is a general case of a result obtained by Vanstone. ${ }^{19}$ The functions $u$ and $\beta$ are most easily expressed in terms of the function $y$
(D) $u+i \beta=\left[\lambda_{0}(i-c) / 4\left(1+c^{2} \mid y\right]\left(1+i c_{0}\right)\right.$

$$
\begin{equation*}
\times \operatorname{csch}^{2}\left[\left(\sqrt{\left.1+i c_{0} / 2\right)} \ln y\right],\right. \tag{4.26a}
\end{equation*}
$$

if $\lambda_{0} \neq 0$ and by
(E) $u+i \beta=\frac{i c_{0}(i-c)}{4\left(1+c^{2}\right)} \operatorname{csch}^{2}\left(\frac{\sqrt{i c_{0}}}{2}\left(z-z_{0}\right)\right)$,
for $c_{0} \neq 0$ and by
(F) $u+i \beta=\left[(i-c) /\left(1+c^{2}\right)\right]\left(z-z_{0}\right)^{-2}$,
for $c_{0}=0$. For (4.26a), $\alpha, \gamma$, and $\omega$ are given by (4.19), with $y$ an arbitrary function of $r$, and for (4.28b) and (4.28c), $\alpha, \gamma$, and $\omega$ are

$$
\begin{align*}
& \gamma=\left(1+l^{4} /\left(u^{2}+\beta^{2}\right) \nu_{0},\right.  \tag{4.27a}\\
& \alpha=\left(u^{2}+\beta^{2}\right)\left(z^{\prime}\right)^{2},  \tag{4.27b}\\
& \omega=l^{2} \sqrt{y_{0}\left(z^{\prime}\right) .} \tag{4.27c}
\end{align*}
$$

The constants $c, c_{0}, z_{0}$, and $y_{0}$ are determined by the boundary conditions on $u$ [and on $\alpha, \gamma, \beta$ from (4.20)].

Consider the case $u \rightarrow u_{0}$ as $r \rightarrow \infty$. Since $y \rightarrow 1+\mathcal{O}(1 / r)$, Eq. (4.26a) yields

$$
\begin{equation*}
c=0, \quad c_{0}=12 u_{0} \tag{4.28}
\end{equation*}
$$

and so $u$ and $\beta$ take the form

$$
\begin{align*}
u= & \frac{\lambda_{0}}{2 y} \\
& \times\left[\frac{\sinh \phi_{+} \sin \phi_{-}+12 u_{0}\left(1-\cosh \phi_{+} \cos \phi_{-}\right)}{\left(\cosh \phi_{+}-\cos \phi_{-}\right)^{2}}\right] \tag{4.29a}
\end{align*}
$$

$$
\begin{aligned}
\beta= & \frac{\lambda_{0}}{2 y} \\
& \times\left[\frac{12 u_{0} \sinh \phi_{+} \sin \phi_{-}-\left(1-\cosh \phi_{+} \cosh \phi_{-}\right)}{\left(\cosh \phi_{+}-\cos \phi_{-}\right)^{2}}\right],
\end{aligned}
$$

where

$$
\begin{equation*}
\phi_{ \pm}=(1 / \sqrt{2})\left(\sqrt{1+\left(12 u_{0}\right)^{2}} \pm 1\right)^{1 / 2}(\ln y) . \tag{4.30}
\end{equation*}
$$

For Eq. (4.26b), Eq. (4.28) holds, but now

$$
\begin{equation*}
u=-6 u_{0} \frac{\cosh \left(\left(z-z_{0}\right) / \sqrt{2}\right) \cos \left(\left(z-z_{0}\right) / \sqrt{2}\right)-1}{\left(\cosh \left(\left(z-z_{0}\right) / \sqrt{2}\right)-\cos \left(\left(z-z_{0}\right) / \sqrt{2}\right)\right)^{2}}, \tag{4.29b}
\end{equation*}
$$

$$
\beta=6 u_{0} \frac{\sinh \left((1 / \sqrt{2})\left(z-z_{0}\right)\right) \sin \left((1 / \sqrt{2})\left(z-z_{0}\right)\right)}{\left(\cosh \left(\left(z-z_{0}\right) / \sqrt{2}\right)-\cos \left(\left(z-z_{0}\right) / \sqrt{2}\right)\right)^{2}} .
$$

Finally, Eq. $(4.26 c)$ can only satisfy the given boundary conditions for $c=u_{0}=0$.

Note that in all three cases, the functions $y$ (or $z$ ) may be chosen arbitrarily. It is possible to choose coordinates so that as $r \rightarrow 0, y \rightarrow y_{0}$ and $y^{\prime} \rightarrow y_{0}^{\prime}$. In this case $\alpha, \beta, u$, and $\omega$ are all finite as $r \rightarrow 0$, and so the solutions obtained will at most contain coordinate singularities. For example, if $z$ in ( 4.26 c ) is chosen to be

$$
\begin{equation*}
z=\sqrt{\left(r^{2}+r_{1}^{2}\right) /\left(r^{2}+r_{2}^{2}\right)}+z_{0} \tag{4.31}
\end{equation*}
$$

then $\alpha, \beta, \gamma$, and $\omega$ are finite for all values of $r$ in this coordinate system.

Finally, if boundary conditions are chosen so that $u \rightarrow u_{0} r^{2}$ as $r^{2} \rightarrow \infty$ then $c \neq 0 \neq u_{0}$ in (4.26c) and so $u \neq 0$.

Cases $(G)$ and $(H) B_{o}=l^{2} \equiv 0$ : This is the case of an electrically charged, magnetically neutral particle. The functions $u$ and $\beta$ are, from (4.18),

$$
\begin{align*}
& u=+\left[\lambda_{0} / 2 y\left(1+c^{2}\right)\right]\left[\frac{\left(1-c c_{0}\right) \sinh \psi_{+} \sin \psi_{-}+\left(c+c_{0}\right)\left(1-\cosh \psi_{+} \cos \psi_{-}\right)}{\left(\cosh \psi_{+}-\cos \psi_{-}\right)^{2}}\right] \\
& \beta=\left[\lambda_{0} / 2 y\left(1+c^{2}\right)\right]\left[\frac{\left(c+c_{0}\right) \psi \sinh \psi_{+} \sin \psi_{-}-\left(1-c c_{0}\right)\left(1-\cosh \psi_{+} \cos \psi_{-}\right)}{\left(\cosh \psi_{+}-\cos \psi_{-}\right)^{2}}\right] \tag{4.32a}
\end{align*}
$$

and

$$
u=\frac{c_{0}}{2 y\left(1+c^{2}\right)}\left[\frac{1-\cosh \psi \cos \psi-c \sinh \psi \sin \psi}{(\cosh \psi-\cos \psi)^{2}}\right],
$$

$$
\begin{equation*}
\beta=\frac{c_{0}}{2 y\left(1+c^{2}\right)}\left[\frac{c(1-\cosh \psi \cos \psi)+\sinh \psi \sin \psi}{(\cosh \psi-\cos \psi)^{2}}\right] . \tag{4.32b}
\end{equation*}
$$

Here

$$
\begin{align*}
& \psi_{ \pm} \equiv \sqrt{2}\left(\sqrt{1+c_{0}^{2}} \pm 1\right)^{1 / 2}\left[\sinh ^{-1}\left(\sqrt{\lambda_{0} / 4 y F}\right)\right. \\
&\left.\quad-\sinh ^{-1}\left(\sqrt{\lambda_{0} / 4 F}\right)\right]  \tag{4.33a}\\
& \psi=\sqrt{c_{0} / 2 F}(1 / \sqrt{y}-1) \tag{4.33b}
\end{align*}
$$

where now $F=Q^{2}$.
It is clear from (4.32a) and (4.32b) that $u$ cannot be constant unless $u=0$, since these equations would give $y$ and $\beta$ to be constants. The boundary conditions (4.20) along with $u \rightarrow u_{0}$ as $r \rightarrow \infty$ give the result (4.28) for $c$ and $c_{0}$ in both of Eqs. (4.32). By series expanding $y=1-2 M / r+\cdots$, the mass parameter $M$ is given by

$$
\begin{equation*}
M^{2}=\frac{1}{4} \lambda_{0}+Q^{2} \tag{4.34}
\end{equation*}
$$

for both solutions [ $\lambda_{0}=0$ in (4.32b)]. Hence (4.32) becomes
$u=\frac{\lambda_{0}}{2 y}\left[\frac{\sinh \psi_{+} \sin \psi_{-}+12 u_{0}\left(1-\cosh \psi_{+} \cos \psi_{-}\right)}{\left(\cosh \psi_{+}-\cos \psi_{-}\right)^{2}}\right]$,
$\beta=\frac{\lambda_{0}}{2 y}$

$$
\times\left[\frac{12 u_{0} \sinh \psi_{+} \sin \psi_{-}-\left(1-\cosh \psi_{+} \cos \psi_{-}\right)}{\left(\cosh \psi_{+}-\cos \psi_{-}\right)^{2}}\right]
$$

for $\lambda_{0} \neq 0$, and

$$
\begin{align*}
& u=\frac{6 u_{0}}{y}\left[\frac{1-\cosh \psi \cos \psi}{(\cosh \psi-\cos \psi)^{2}}\right]  \tag{4.35b}\\
& \beta=\frac{6 u_{0}}{y}\left[\frac{\sinh \psi \sin \psi}{(\cosh \psi-\cos \psi)^{2}}\right],
\end{align*}
$$

where $\alpha$ and $\gamma$ are given by (4.19) with $l=0$ and $\omega=0$.
Suppose now that $y \rightarrow 0$ as $r \rightarrow 0$. In this case both $\psi_{ \pm} \rightarrow \infty$ and $\psi \rightarrow \infty$, and if $y \rightarrow r^{2 \xi}$ for $\xi>0$, then in (4.33a)

$$
\begin{align*}
& u \rightarrow \lambda_{0} \chi^{-1}\left(1-12 u_{0}\right) r^{\xi\left(K_{+}-2\right)} \rightarrow 0  \tag{4.36a}\\
& \beta \rightarrow \lambda_{0} \chi^{-1}\left(12 u_{0}+1\right) r^{\xi\left(K_{+}-2\right)} \rightarrow 0
\end{align*}
$$

where

$$
\begin{aligned}
& \chi \equiv\left(2 /\left(1+\sqrt{1+4 F / \lambda_{0}}\right)\right) K_{+}>0, \\
& K_{+}=\left[2\left(1+c_{0}^{2}\right)^{1 / 2}+2\right]^{1 / 2}>2,
\end{aligned}
$$

and in (4.33b)

$$
\begin{align*}
& u \rightarrow 12 u_{0} r^{-2 \xi} \exp \left[-\sqrt{6 u_{0} / F} r^{-\xi}\right] \rightarrow 0,  \tag{4.36b}\\
& \beta \rightarrow 12 u_{0} r^{-2 \xi} \exp \left[-\sqrt{6 u_{0} / F} r^{-\xi}\right] \rightarrow 0 .
\end{align*}
$$

For both solutions $\gamma=y \rightarrow 0$ and

$$
\begin{align*}
& \alpha \rightarrow 2 \lambda_{0} \chi^{-2}\left(12 u_{0}-1\right)^{2} r^{2\left[\xi\left(K_{+}-1\right)-1\right]} \rightarrow 0,  \tag{4.38a}\\
& \alpha \rightarrow\left[\left(12 u_{0}\right)^{2} / 2 F\right] r^{-2-4 \xi} \exp \left[-2 \sqrt{6 u_{0} / F} r^{-\xi}\right] \rightarrow 0 . \tag{4.38b}
\end{align*}
$$

Note that in (4.38a), $\xi>\frac{1}{2}$ for $\alpha \rightarrow 0$. Hence the metric is nonsingular as $r \rightarrow 0$. The function $y$ may be chosen so that only coordinate singularities are present. By choosing $y \rightarrow y_{0}$ as $r \rightarrow 0$ it is possible to have $\alpha, \beta, \gamma$, and $u$ all finite and nonvanishing in this limit.

Of course it is possible to work in a coordinate system in which $\beta=r^{2}$ and then (4.33) implicitly defines $y$ and $u$ in terms of $\beta$. For the $\lambda_{0}=0$ case it is relatively easy to express $y$ as a function of $r$ using power series; this is shown in Appendix $B$.

Finally, for $(\mathbf{B})$ and $(\mathrm{H})$ the electric field is given by Eq. (3.10)

$$
\begin{equation*}
E=-Q \omega / l^{2} \tag{4.39}
\end{equation*}
$$

and is nonsingular for the cases (D)-(F).

## V. SUMMARY AND CONCLUSIONS

Several exact solutions to the $d=4$ field equations of the AE Kaluza-Klein theory have been found in a variety of special cases. The results for the metric $g_{\mu v}$ given in (3.1) are summarized in Table I, and in Table II the values of various parameters in Table I are listed.

In Table I, solution (A) has noncoordinate singularities at the origin only for $\gamma$ and $\omega$. Solutions (B) and (C) have noncoordinate singularities in $\alpha, \beta$, and $\omega$, while solutions (D) $-(\mathrm{H})$ have only coordinate singularities. This is most easily understood by examining Eqs. (4.18). If $u=0$, then $y$ must be singular when $\beta=0$; in coordinates where $\beta=r^{2}$ this forces $y$ (and hence $\alpha, \gamma, \omega$ ) to be singular at the origin. But if $u \neq 0$, as in solutions (D), (E), (G), and (H), this singularity can be avoided; hence these solutions have only coordinate singularities. In solution (A) singularities in $\alpha$ can be avoided by choosing $\alpha_{0}$ as in Table II. In solution ( F ) the absence of a mass parameter allows a singularity-free solution, even though $u=0$. It has been demonstrated that the $E$ theory (N.G.T) has nonvanishing dynamical torsion ${ }^{8,20}$; hence the singularity theorems ${ }^{21}$ may be avoided. In order to understand this more fully in the context of the solutions in Table I it would be of interest to calculate whether or not the curvatures associated with these solutions contain any singularities. This would involve the computation of the Kretsch-
TABLE I. Exact solutions.

| Solution | $\alpha$ | $\beta$ | $u$ | $\gamma$ | $\omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (A) $B^{\prime}=0$ | $\left(1+Q^{2} K(r, L) /\left(1+u_{0}^{2}\right) r\right)^{-1}$ | $r^{2}$ | $u_{0} r^{2}$ | $\left(1+L^{4} / r^{4}\right) \alpha^{-1}$ | $L^{2} / r^{2}$ |
| (B) $u=l=0$ | $\left(1-2 M / r+\left(Q^{2}+B_{0}^{2}\right) / r^{2}\right)^{-1}$ | $r^{2}$ | 0 | $\alpha^{-1}$ | 0 |
| (C) $u=Q=0$ | $\left(1-2 M / r+B_{0}^{2} / r^{2}\right)^{-1}$ | $r^{2}$ | 0 | $\left(1+l^{4} / r^{4}\right) \alpha^{-1}$ | $l^{2} / r^{2}$ |
| $\begin{aligned} & \text { (D) } \lambda_{0} \neq 0 \\ & B_{0}=Q=0 \end{aligned}$ | $\frac{\left(y^{\prime}\right)^{2}\left(u^{2}+\beta^{2}\right)}{y\left(4 y F+\lambda_{0}\right)}$ | $\begin{aligned} & \left.\frac{\lambda_{0}}{2 y} \cosh \phi_{+}-\cos \phi_{-}\right)^{-2}\left\{12 u_{0} \sinh \phi_{+} \sin \phi_{-}\right. \\ & \left.-\left(1-\cosh \phi_{+} \cos \phi_{-}\right)\right\} \end{aligned}$ | $\begin{aligned} & \frac{\lambda_{0}}{2 y}\left(\cosh \phi_{+}-\cos \phi_{-}\right)^{-2}\left\{12 u_{0}\left(1-\cosh \phi_{+} \cos \phi_{-}\right)\right. \\ & \left.\quad+\sinh \phi_{+} \sin \phi_{-}\right\} \end{aligned}$ | $\left(1+\frac{l^{2}}{u^{2}+\beta^{2}}\right) y$ | $\frac{l^{2} y^{\prime}}{\sqrt{4 y F+\lambda_{0}}}$ |
| $\begin{aligned} & \left(\mathrm{E} \mu_{0}=0\right. \\ & B_{0}=Q=0 \\ & c_{0} \neq 0 \end{aligned}$ | $2\left(u^{2}+\beta^{2}\right)\left(\mathscr{C}^{\prime}\right)^{2}$ | $\frac{6 u_{0}(\sinh \phi \sin \phi)}{(\cosh \phi-\cos \phi)^{2}}$ | $\frac{6 u_{0}(1-\cosh \phi \cos \phi)}{(\cosh \phi-\cos \phi)^{2}}$ | $\left(1+\frac{l^{4}}{u^{2}+\beta^{2}}\right) y_{0}$ | $l^{2} \sqrt{2 y_{0}} \varphi^{\prime}$ |
| $\begin{gathered} (\mathrm{F}) c_{0}=\lambda_{0}=0 \\ B_{0}=Q=0 \end{gathered}$ | $\beta^{2}\left(z^{\prime}\right)^{2}$ | $\left(z-z_{0}\right)^{-2}$ | 0 | $\left(1+l^{4} / \beta^{2}\right)_{0}$ | $l^{2} \sqrt{y_{0}} z^{\prime}$ |
| $\begin{aligned} & \text { (G) } \lambda_{0} \neq 0 \\ & B_{0}=l^{2}=0 \end{aligned}$ | $\frac{\left(y^{\prime}\right)^{2}\left(u^{2}+\beta^{2}\right)}{y\left(4 y F+\lambda_{0}\right)}$ | $\begin{aligned} & \frac{\lambda_{0}}{2 y}\left(\cosh \psi_{+}-\cos \psi_{-}\right)^{-2}\left\{12 u_{0} \sinh \psi_{+} \sin \psi_{-}\right. \\ & \left.-\left(1-\cosh \psi_{+} \cos \psi_{-}\right)\right\} \end{aligned}$ | $\begin{aligned} & \left(\lambda_{0} / 2 y\right)\left(\cosh \psi_{+}-\cos \psi_{-}\right)^{-2}\left(12 u_{0}\left(1-\cosh \psi_{+} \cos \psi_{-}\right)\right. \\ & \left.\quad+\sinh \psi_{+} \sin \psi_{-}\right\} \end{aligned}$ | ${ }^{\boldsymbol{y}}$ | 0 |
| $\begin{aligned} & \text { (H) } \lambda_{0}=0 \\ & B_{0}=l^{2}=0 \end{aligned}$ | $\frac{\left(y^{\prime}\right)^{2}\left(u^{2}+\beta^{2}\right)}{4 y^{2} F}$ | $\frac{6 u \sinh \psi \sin \psi}{y(\cosh \psi-\cos \psi)^{2}}$ | $\frac{6 u_{0}(1-\cosh \psi \cos \psi)}{y(\cosh \psi-\cos \psi)^{2}}$ | $y$ | 0 |


| Parameter | Value |
| :---: | :--- |
| $M_{0}$ | $\pi Q^{2} / 16 \sqrt{2} l^{4}$ |
| $K(r, L)$ | $-\int \frac{r^{2}}{r^{4}+4 L^{4}} d r=\frac{1}{\sqrt{2} L} J(\sqrt{2} L)$ |
| $J(x)$ | $\frac{1}{4 \sqrt{2}}\left\{\ln \left(\frac{x^{2}+\sqrt{2} x+1}{x^{2}-\sqrt{2} x+1}\right)\right.$ |
|  | $\left.+2\left[\tan ^{-1}(\sqrt{2} x+1)+\tan ^{-1}(\sqrt{2} x-1)\right]\right\}$ |
| $L^{4}$ | $l^{4}\left(1+u_{0}^{2}\right)^{-1}$ |
| $M^{2}$ | $\nmid \lambda_{0}+Q^{2}+B_{0}^{2} \quad($ Mass $)$ |
| $\phi_{ \pm}$ | $\left(\frac{1}{2} \sqrt{1+\left(12 u_{0}\right)^{2}} \pm \frac{1}{2}\right)^{1 / 2} \ln y$ |
| $\phi$ | $(1 / \sqrt{2})\left(z-z_{0}\right)$ |
| $\psi_{ \pm}$ | $\left(2 \sqrt{1+\left(12 u_{0}\right)^{2}} \pm 2\right)^{1 / 2}\left(\sinh { }^{-1}\left(\sqrt{\lambda_{0} / 4 y F}\right)-\sinh { }^{-1} \sqrt{\lambda_{0} / 4 F}\right)$ |
| $\psi$ | $\left(6 u_{0} / F\right)(1 / \sqrt{y}-1)$ |
| $y, z$ | Arbitrary functions of $r$ that equal unity when $r \rightarrow \infty$ |
| $u_{0} \lambda_{0} l^{4}$ | Constants of integration |
| $Q^{2}$ | Electric charge |
| $B_{0}^{2}$ | Magnetic charge |

mann scalar $R_{\mu v a \beta} R^{\mu v a \beta}$ for each of these solutions, to see what singularity structure this object has. Work on this area is in progress.

Although the magnetic field (3.3b) is singular at $r=0$, the electric field (3.10) or $(4.39)$ is not. This is because of the coupling between the electromagnetic field and the metric in (2.17) as discussed in Sec. III. Asymptotically, all solutions except for ( $F$ ) have Schwarzchild/Reissner-Nordstrom-like behavior. ${ }^{8,12}$ At the origin $(r=0)$ in solutions (A), (D), (E), $(\mathrm{G})$, and $(\mathrm{H})$ there is no mass or electric charge; only the parameters $l$ in (A) or $\left(u_{0}\right)$ in (D)-(F) are present.

Although the Kaluza-Klein $\mathbb{E}$ theory described in Sec. II contains the ordinary Kaluza-Klein theory ${ }^{7}$ (reducing to it when the skew part of the extended metric vanishes), the solutions obtained in this paper do not contain the static spherically symmetric solutions of the ordinary KaluzaKlein theory. ${ }^{22}$ In Ref. 22 the five-dimensional field equations were solved in the static spherically symmetric case. The solutions of Table I are solutions to the dimensionally reduced four-dimensional field equations of the extended E theory; as such they contain only the solutions of the dimensionally reduced four-dimensional field equations of the ordinary theory, i.e., Einstein-Maxwell theory.

It is shown in Ref. 8 that solution (A) could describe the field of an electron when $u_{0}=0$. The parameter $l$ has been interpreted as a constant related to the fermion number of a body ${ }^{20}$; this interpretation is in agreement with all presentday solar-system data. ${ }^{4-6}$ However, the parameter $u_{0}$ has not yet been given a physical interpretation. It seems to play a role in $g_{\mu \nu}$ somewhat analogous to that of $B_{0}$ in $F_{\mu \nu}$. It may be that $u_{0}$ is connected with certain topological invariants of the AE theory; this can only be decided by further investigation of the topological structure of AE theories.
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## APPENDIX A: DERIVATION OF THE FIELD EQUATIONS

In this appendix a derivation of Eqs. (3.16)-(3.19) is given.

The field equations (2.19) are most easily solved as follows. Equations (2.19c) and (2.19d) are straightforwardly solved [using (3.1)-(3.6)] to yield Eqs. (3.7) and (3.8). The set of equations (2.19b) determines the $64 \Gamma_{\mu \nu}^{\lambda}$ (Ref. 23). The nonvanishing components have been found by Pant, in the static case, to be, ${ }^{25}$ using (3.13),
$\Gamma_{11}^{1}=\alpha^{\prime} / 2 \alpha, \quad \Gamma_{22}^{1}=\csc ^{2} \theta \Gamma_{33}^{1}=(1 / 2 \alpha)\left(u B^{\prime}-\beta A^{\prime}\right)$,
$\Gamma_{44}^{1}=\frac{\omega^{2}}{\alpha^{2}} \ln \left[\frac{U}{U-1}\right]+\frac{\gamma^{\prime}}{2 \alpha}, \quad \Gamma_{12}^{2}=\Gamma_{13}^{3}=\frac{1}{2} A^{\prime}$,
$\Gamma_{34}^{2}=-\Gamma_{24}^{3} \sin ^{2} \theta=(\omega / 2 \alpha) B^{\prime} \sin \theta$,
$\Gamma_{14}^{4}=\left(\omega^{2} / 2 \alpha \gamma\right) \ln [U /(U-1)]+\gamma^{\prime} / 2 \gamma$,
$\Gamma_{14}^{1}=-\Gamma_{41}^{1}=(\omega / 2 \alpha) \ln [U /(U-1)]$,
$\Gamma_{23}^{1}=-\Gamma_{32}^{1}=(\sin \theta / 2 \alpha)\left(u A^{\prime}+\beta B^{\prime}\right)$,
$\Gamma_{24}^{2}=-\Gamma_{42}^{2}=-\Gamma_{43}^{3}=-(\omega / 2 \alpha) A^{\prime}$,
$\Gamma_{13}^{2}=-\Gamma_{31}^{2}=-\Gamma_{12}^{3} \sin ^{2} \theta=\Gamma_{21}^{3} \sin ^{2} \theta=\frac{1}{2} B^{\prime} \sin \theta$,
where $X^{\prime}=\partial x / \partial r$.
Equations (A1) are then used in (2.19a) to obtain (3.12). In the static case the nonvanishing components of (2.19a) yield

$$
\begin{align*}
& R_{22}=8 \pi T_{22}  \tag{A2a}\\
& R_{23}+c \sin \theta=8 \pi T_{23}  \tag{A2~b}\\
& R_{11}=8 \pi T_{11}  \tag{A2c}\\
& R_{44}=8 \pi T_{44} \tag{A2~d}
\end{align*}
$$

The equations involving $R_{33}$ are identical to those involving $R_{22}$, and in the static case the equations involving $R_{14}$ and $T_{14}$ trivially yield $0=0$. Equations (A2) are identical to (3.12) when written out using (A1) and (3.11). In (A2b), $c$ is an arbitrary constant.

Equations (A1) [or (3.12)] may be rewritten in a more compact form using the technique of Vanstone ${ }^{19}$ and Wy man. ${ }^{26}$ Multiplying (3.12a) by $u$ and (3.12b) by $\beta$, and then (3.12a) by $(-\beta)$ and (3.12b) by $u$, respectively, yields after addition

$$
\begin{align*}
& \begin{aligned}
u+c \beta & +\frac{\rho^{2} B^{\prime}}{4 \alpha} \ln (\alpha \gamma U)^{\prime}+\left(\frac{p^{2} B^{\prime}}{2 \alpha}\right)^{\prime}-\frac{\rho^{2}}{2 \alpha}\left(A^{\prime} B^{\prime}\right) \\
& =8 \beta B_{0}\left[\left(u B_{0}+Q l^{2}\right) /\left(\rho^{2}+4 l^{4}\right)\right], \\
u c- & \beta+\frac{\rho^{2} A^{\prime}}{4 \alpha} \ln (\alpha \gamma U)^{\prime}+\left(\frac{\rho^{2} A^{\prime}}{2 \alpha}\right)^{\prime}-\frac{\rho^{2}\left(A^{\prime}\right)^{2}}{2 \alpha} \\
& =8 u B_{0}\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]-4 \rho^{2}\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]^{2} \\
& -\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right]
\end{aligned}
\end{align*}
$$

Using the definitions of $q, x, y$ in (3.15) these two equations may be rewritten as

$$
\begin{align*}
& {\left[q^{\prime \prime}+\frac{1}{2} \ln (x y)^{\prime} q^{\prime}+2(c+i)\left(e^{q} / x\right)\right](x / 2)} \\
& =\left[8 e^{q} B_{0}-4 \rho^{2}\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)\right]\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right) \\
&  \tag{A5}\\
& \quad-\left[B_{0}^{2}+\left(E l^{2} / \omega\right)^{2}\right]
\end{align*}
$$

where (A5) is obtained by adding (A4) to $i$ times (A3).
From (3.3) it follows that
$(\ln U)^{\prime}=2(1-U) A^{\prime}$,
$(\ln U)^{\prime \prime}=2(1-U)\left[A^{\prime \prime}-2 U\left(A^{\prime}\right)^{2}\right]$.
Using these two equations and (3.15), from Eq. (3.12c) one obtains

$$
\begin{align*}
2 A^{\prime \prime} & -\left(A^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}+A^{\prime} \ln (x / y)^{\prime}+(\ln y)^{\prime \prime} \\
& +\frac{1}{2}(\ln y)^{\prime} \ln (x y)^{\prime} \\
& =\frac{2 \alpha}{\rho^{2}}\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right]-8 \alpha\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]^{2}, \tag{A8}
\end{align*}
$$

while ( 3.12 d ) becomes

$$
\begin{align*}
(1- & U)\left[2 A^{\prime \prime}-\left(A^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}+A^{\prime} \ln (x / y)^{\prime}\right] \\
& +(\ln y)^{\prime \prime}+\frac{1}{2}(\ln y)^{\prime} \ln (x y)^{\prime} \\
& =\frac{2 \alpha}{\rho^{2}}\left[B_{0}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}\right]-8 \alpha\left[\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right]^{2} \tag{A9}
\end{align*}
$$

These two equations are equivalent to the system

$$
\begin{equation*}
2 A^{\prime \prime}-\left(A^{\prime}\right)^{2}+\left(B^{\prime}\right)^{2}+A^{\prime} \ln (x / y)^{\prime}=0 \tag{A10}
\end{equation*}
$$

$(\ln y)^{\prime \prime}+\frac{1}{2}(\ln y)^{\prime} \ln (x y)^{\prime}$

$$
\begin{equation*}
=\frac{2}{x}\left[B_{o}^{2}+\left(\frac{E l^{2}}{\omega}\right)^{2}-\rho^{2}\left(\frac{u B_{0}+Q l^{2}}{\rho^{2}+4 l^{4}}\right)^{2}\right] \tag{A11}
\end{equation*}
$$

By using the definitions of $F$ and $G$ in (3.19) and (3.20), it is easy to show that (A10), (A11), and (A5) correspond to Eqs. (3.16) $-(3.19$ ), respectively.

## APPENDIX B: CHOICE OF COORDINATES

Suppose that in (4.35b) coordinates are chosen so that $\beta=r^{2}$. One then must solve for $y$ in terms of $r$, and then for $u$ in terms of $r$. From (4.35b),

$$
\begin{equation*}
\left(r^{2} / 6 u_{0}\right)(\cosh \psi-\cos \psi)^{2}=y^{-1} \sinh \psi \sin \psi \tag{B1}
\end{equation*}
$$

which is, upon expansion in powers of $\psi$,

$$
\begin{align*}
& \left(r^{2} / 6 u_{0}\right) \psi^{4}\left(1+(4 / 6!) \psi^{4}+\cdots\right) \\
& \quad=\psi^{2}\left(1+2 x \psi+x^{2} \psi^{2}\right)\left(1+\left(2 / 5!-1 /(3!)^{2}\right) \psi^{4}\right)+\cdots \tag{B2}
\end{align*}
$$

where

$$
\begin{equation*}
x=\sqrt{F / 6 u_{0}}=\sqrt{Q^{2} / 6 u_{0}} \tag{B3}
\end{equation*}
$$

Inversion of the series ( B 2 ) yields

$$
\begin{align*}
\left(\frac{1}{\sqrt{y}}-1\right)= & -\frac{1}{2}\left[1+\frac{Q^{2}-r^{2}}{4 Q^{2}}+\frac{1}{8 Q^{4}}\left(Q^{2}-r^{2}\right)^{2}\right. \\
& \left.+\frac{1}{64}\left[-\frac{1}{90}\left(\frac{6 u_{0}}{Q^{2}}\right)+5\left(\frac{Q^{2}-r^{2}}{Q^{2}}\right)^{3}\right]\right] \tag{B4}
\end{align*}
$$

or

$$
\begin{align*}
y= & 4\left[1+\frac{r^{2}-Q^{2}}{4 Q^{2}}-\frac{\left(r^{2}-Q^{2}\right)^{2}}{8 Q^{4}}\right. \\
& \left.+\frac{1}{64}\left[5\left(\frac{r^{2}-Q^{2}}{Q^{2}}\right)^{3}+\frac{1}{90}\left(\frac{6 u_{0}}{Q^{2}}\right)^{3}\right]+\cdots\right]^{-2} \tag{B5}
\end{align*}
$$

Note that as $r \rightarrow \infty, y \rightarrow 0$ instead of 1 . This is because in obtaining (B5) it was necessary to cancel a power of $\psi^{2}$ on both sides of ( $\mathbf{B} 2$ ); this is not valid when $\psi \rightarrow 0$, i.e., not for $r \rightarrow \infty$. This is a general feature of solutions with $u_{0} \neq 0$ : one cannot obtain $y$ as a series in $r$ valid for $0 \leqslant r<\infty$. Instead, (4.35b) implicitly defines $\beta$ and $u$ in terms of $r$ via the function $y$ which can be chosen arbitrarily through a choice of coordinates.

One could require $\beta=0$ only at $r=0$; in this case (4.35b) implies

$$
\begin{equation*}
0 \leqslant \psi<\pi \tag{B6}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(1+\pi \sqrt{F / 6 u_{0}}\right)^{-2}<y \leqslant 1 . \tag{B7}
\end{equation*}
$$

By choosing coordinates so that

$$
\begin{equation*}
y=\left(\left(r+a_{1}\right) /\left(r+a_{0}\right)\right)^{2} \tag{B8}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{0}=a_{1}+Q  \tag{B9a}\\
& a_{1}=6 u_{0} /\left(Q \pi^{2}+2 \pi \sqrt{\left(6 u_{0} / Q\right)}\right) \tag{B9b}
\end{align*}
$$

conditions (4.20) and (B7) are satisfied for all $r$. This choice of coordinates yields a metric and electric field that is free of singularities.
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#### Abstract

An exact derivation of the angular momentum fluctuations for quantum mechanical systems with two-body interactions is given under suitable cluster conditions. The deviation from the classical result in the presence of a phase transition is discussed.


## I. INTRODUCTION

In classical statistical mechanics it is a standard exercise to calculate the total angular momentum of a system of $N$ indistinguishable particles of mass $m$. Let $L_{z}=\Sigma_{i=1}^{N} L_{z}^{i}$, where $L_{z}^{i}=x_{i} p_{y, i}-y_{i} p_{x, i}$, then one checks that

$$
\begin{equation*}
\left\langle L_{z}^{2}\right\rangle=\sum_{i=1}^{N}\left\langle x_{i}^{2}\right\rangle\left\langle p_{y, i}^{2}\right\rangle+\left\langle y_{i}^{2}\right\rangle\left\langle p_{x, i}^{2}\right\rangle . \tag{1}
\end{equation*}
$$

This computation shows that there is a factorization of the momentum and position observables. Furthermore, using the equipartition law $\left\langle p_{x, i}^{2}\right\rangle=m k T$ one gets

$$
\begin{equation*}
\frac{\left\langle L_{z}^{2}\right\rangle}{\Sigma_{i=1}^{N}\left\langle x_{i}^{2}+y_{i}^{2}\right\rangle}=m k T, \tag{2}
\end{equation*}
$$

where $\langle\cdot\rangle$ stands for the thermal expectation. Written in this form the result yields a direct and intrinsic method for the determination of the absolute temperature by means of a measurement of the angular momentum and of the quantity $\sum_{i=1}^{N}\left\langle x_{i}^{2}+y_{i}^{2}\right\rangle$, which is essentially related to the compressibility of the system.

Here we are interested in the quantum mechanical version of this law. Another motivation for the study of the angular momentum in quantum mechanics is situated in theories on superfluidity. ${ }^{1}$ The deviation of the quantum mechanical law from the classical one is suggested to be the origin of this phenomenon. These authors give an elaborate calculation and discussion of the angular momentum of the free Bose gas, which is therefore assumed to be a genuine theory of superfluidity. The rigorous derivation of this result is found in Ref. 2.

The point of this paper is to give a rigorous derivation in quantum mechanics of the fact that the mean value of the angular momentum shows the classical behavior under fairly general conditions of the state. In particular we suppose that the state has integrable correlation functions and is translation and rotation invariant. As such our result is known for a long time. ${ }^{1}$ Their argument was an intuitive one based on the assumption of a finite correlation length hiding the problems related to the boundary conditions. Here we take rigorously into account a variety of boundary conditions.

Basically we proceed as follows. We assume first that we have given a state of the infinite system (i.e., in the thermodynamic limit), which satisfies the cluster and invariance con-

[^20]ditions. As our main result we show that this is sufficient to give the factorization of the momentum and position observables. If we suppose furthermore that the state is an equilibrium state, we get the quantum analog of formula (2). Our result is independent of the statistics.

In the last section then, we try to clarify the importance of the conditions in our main theorem (III.1). Especially we discuss some features of the boson gas with condensate, in which case one finds a deviation from the classical behavior. The fluctuations of the angular momentum do not factorize, and even diverge in the thermodynamic limit.

## II. GENERAL SETTING

The problem at hand requires the calculation of expectations of observables that are essentially functions of the momentum $p$ and the position $q$. So, in a certain sense, the algebra of observables relevant to our problem contains merely the quantum analogs of the classical observables. This makes it possible to construct such an algebra for infinite quantum systems, which is useful both for fermion and boson systems.

Take the one-particle configuration space to be $\mathscr{H}=L_{2}\left(\mathbb{R}^{\nu}\right)$, where $v$ denotes the space dimension (for simplicity we disregard internal degrees of freedom). Then we define $\mathscr{A}_{1}$, the local one-particle observables, as the ${ }^{*}$ algebra generated by the operators of the form $R(p) f(q)$ [on an appropriate domain in $L_{2}\left(\mathbb{R}^{\nu}\right)$, where $R$ is a polynomial with $v$ variables and $f$ is an infinitely differentiable function on $\mathbb{R}^{\nu}$ with compact support. The $p$ and $q$ stand for the canonical momentum and position observables (i.e., $p_{k}=(1 / i)(\partial /$ $\left.\partial x_{k}\right), q_{l}$ is the multiplication operator by $x_{l} ; q=\left(q_{1}, \ldots, q_{v}\right)$, $\left.p=\left(p_{1}, \ldots, p_{v}\right) ;\left[q_{l}, p_{k}\right]=i \delta_{l k}\right)$.

An $n$-particle observable is an element of $\mathscr{A}_{n}=S_{n}\left(\otimes \mathscr{A}_{1}\right)^{n}$, the symmetrized tensor product of $n$ copies of $\mathscr{A}_{1}$. A general observable for the infinite quantum system is a sequence $A=\left\{A_{n}\right\}_{n=0}^{\infty}$ with only a finite number of $A_{n}$ different from zero and for each $n, A_{n}$ is an $n$-particle observable ( $A_{0} \in \mathscr{A}_{0}$ is a scalar). Summation and multiplication by scalars are defined on $\mathscr{A}=\left\{A \mid A=\left\{A_{i}\right\}_{i=0}^{\infty}\right.$ as above \} in the usual way. The vector space $\mathscr{A}$ is then generated by elements of the form

$$
B=\left(0,0, \ldots, S_{n} B_{n}, 0, \ldots\right)
$$

where $B_{n}$ is a tensor product $b_{1} \otimes \cdots \otimes b_{n}, b_{i} \in \mathscr{A}_{1}$ for $i=1, \ldots, n$ and $S_{n}$ is the projection on the permutation symmetric operators on $(\otimes \mathscr{H})^{n}$. To make an algebra we have to define the appropriate product for the generators $B$ only. Having in mind the meaning of this kind of operators, their
product rule has to be compatible with the following representation in the usual $n$-body operator language of Bose and Fermi creation and annihilation operators. The $n$-particle component of $A_{n}$ of $A$ is then represented by

$$
\begin{aligned}
& \frac{1}{n!} \int d x_{1} \cdots d x_{n} d y_{1} \cdots d y_{n}\left(x_{1}, \ldots, x_{n}\left|A_{n}\right| y_{1}, \ldots, y_{n}\right) \\
& \quad \times a^{+}\left(x_{1}\right) \cdots a^{+}\left(x_{n}\right) a\left(y_{n}\right) \cdots a\left(y_{1}\right) .
\end{aligned}
$$

If we bring back a product of two such operators, say an $n$ and an $m$-body operator, to this canonically ordered form (Wick ordering) by application of the commutation or anticommutation relations for $a^{+}(x)$ and $a(x)$, we obtain a list of $k$-body terms for $k=\max \{m, n\}, \ldots, m+n$. According to this compatibility we define a product on $\mathscr{A}$ as follows:
$A=\left(0, \ldots, 0, S_{n}\left(a_{1} \otimes \cdots \otimes a_{n}\right), 0, \ldots\right)$,
$a_{i} \in \mathscr{A}_{1}, \quad$ for $i=1, \ldots, n$,
$B=\left(0, \ldots, 0, S_{n}\left(b_{1} \otimes \cdots \otimes b_{n}\right), 0, \ldots\right)$,
$b_{j} \in \mathscr{A}_{1}, \quad$ for $j=1, \ldots, n$,
$A B=\left\{(A B)_{j}\right\}_{j=0}^{\infty}$,
$(A B)_{j}=0, \quad$ if $j>m+n$ or $j<\max \{m, n\}$,
$(A B)_{j}=\frac{j!}{n!m!(j-n)!(j-m)!(m+n-j)!} S_{j}$
$\times \sum_{\pi} \sum_{\sigma} a_{\pi(1)} \otimes \cdots \otimes a_{\pi(j-m)}$
$\otimes a_{\pi(j-m+1)} b_{\sigma(1)} \otimes \cdots \otimes a_{\pi(n)} b_{\sigma(m+n-j)}$
$\otimes b_{o(m+n-j+1)} \otimes \cdots \otimes b_{\sigma(m)}$,
if $\max \{m, n\} \leqslant j \leqslant m+n$, where $\pi$ and $\sigma$ run over the permutation groups of $n$ and $m$ elements.

A* operation is defined on $\mathscr{A}$ by taking the adjoint of operators.

A state for the infinite quantum system is defined as a normalized linear functional $\omega$ of $\mathscr{A}$, which is positive, that means that $\forall A \in \mathscr{A} \omega\left(A^{\star} A\right) \geq 0$. We assume that $\omega$ is given in terms of a set of correlation functions $\left\langle\rho^{(n)} p^{\alpha}\right\rangle\left(x_{1}, \ldots, x_{n}\right)$, $n \in \mathrm{~N}$, where $p^{\alpha}$ denotes a monomial of $n v$ variables, i.e., $\forall \alpha \in \mathbf{N}^{n v} p^{\alpha}=p_{1}^{\alpha_{11}} \cdots p_{1}^{\alpha_{1 v}} p_{2}^{\alpha_{21}} \cdots p_{n}^{\alpha_{n v}}$. Then an expectation value of an observable of the form

$$
\begin{align*}
A= & \left(0,0, \ldots, 0, S_{n}\left(R_{1}(p) f_{1}(q) \otimes R_{2}(p) f_{2}(q)\right.\right. \\
& \left.\left.\otimes \cdots \otimes R_{n}(p) f_{n}(q)\right), 0, \ldots\right) \tag{4}
\end{align*}
$$

is calculated by the formula

$$
\begin{align*}
\omega(A) & =\frac{1}{n!} \int d x_{1} \cdots d x_{n} f_{1}\left(x_{1}\right) \cdots f_{n}\left(x_{n}\right) \\
& \times\left\langle\rho^{(n)} R^{(n)}\right\rangle\left(x_{1}, \ldots, x_{n}\right), \tag{5}
\end{align*}
$$

where $R^{(n)}$ is the monomial given by

$$
R^{(n)}\left(p_{1}, \ldots, p_{n}\right)=R_{1}\left(p_{1}\right) R_{2}\left(p_{2}\right) \cdots R_{n}\left(p_{n}\right)
$$

and each $p_{i}=\left(p_{i, 1}, \ldots, p_{i, v}\right)$. Here $\omega$ is extended to $\mathscr{A}$ by linearity.

Such a system of correlation functions occurs when a state on $\mathscr{A}$ is described in terms of a family of reduced density matrices $\left\{\rho^{(n)}\right\}_{n=0}^{\infty}$, where the $\rho^{(n)}$ are positive linear operators on $(\otimes \mathscr{H})^{n}$, such that they have an infinitely differentiable kernel $\left(y_{1}, \ldots, y_{n}\left|\rho^{(n)}\right| x_{1}, \ldots, x_{n}\right)$. Then define

$$
\left\langle\rho^{(n)} R\left(p_{1,1}, \ldots, p_{1, v} ; p_{2,1}, \ldots ; p_{n, 1}, \ldots, p_{n, v}\right)\right\rangle\left(x_{1}, \ldots, x_{n}\right)
$$

as

$$
\begin{align*}
& R\left(\frac{\partial}{\partial y_{1,1}}, \ldots, \frac{\partial}{\partial y_{1, v}}, \ldots, \frac{\partial}{\partial y_{n, 1}}, \ldots, \frac{\partial}{\partial y_{n, v}}\right)  \tag{6}\\
& \quad \times\left.\left(y_{1}, \ldots, y_{n}\left|\rho^{(n)}\right| x_{1}, \ldots, x_{n}\right)\right|_{y_{1}=x_{1}, \ldots y_{n}=x_{n}} .
\end{align*}
$$

Thus, with the definitions (5) and (6),

$$
\omega(A)=\sum_{n} \operatorname{Tr}\left(A_{n} \rho^{(n)}\right)
$$

For infinite systems one has to define local densities of momentum, position fluctuations, and so on, because the observables themselves are not well defined. This is done by constructing a sequence $\left\{A_{A}\right\}_{A}$ of local approximations for the observable $A$ under consideration, where $A$ is a volume in $\mathbb{R}^{\nu}$, which is tending to infinity in a specified sense. In particular we will use the following local approximations for position and momentum.

Define a family $\left(f_{R}\right)_{R \in \mathbf{R}^{+}}$of real functions on $\mathbb{R}^{\nu}$ such that
$\forall R \in \mathbb{R}^{+}, \quad f_{R} \in C_{0}^{\infty}\left(\mathbb{R}^{v}\right), \quad 0 \leqslant f_{R} \leqslant 1$,

$$
f_{R}(x)= \begin{cases}1, & \text { if }\|x\| \leqslant R  \tag{7}\\ 0, & \text { if }\|x\| \geqslant R+1\end{cases}
$$

and $\forall \alpha=1, \ldots, v,\left\|\nabla^{\mathrm{a}} f_{R}\right\|_{\infty}<\infty$ uniformly in $R$. We do not specify these cutoff functions further, which would correspond to a particular choice of boundary conditions.

Now we define the following observables in $\mathscr{A}, \forall f$ $\in C_{0}^{\infty}\left(\mathbb{R}^{v}\right), i=1, \ldots, v$,

$$
\begin{aligned}
& P_{i}(f)=\left(0, \frac{1}{2}\left(p_{i} f(q)+f(q) p_{i}\right), 0, \ldots\right) \\
& Q_{i}(f)=\left(0, q_{i} f(q), 0, \ldots\right)
\end{aligned}
$$

It is clear that $P_{i}\left(f_{R}\right)$ and $Q_{i}\left(f_{R}\right)$ are observables corresponding to the bulk momentum and bulk position, located in the support of $f_{R}$, roughly a ball in $\mathbb{R}^{\nu}$ with radius $R$. When $v$ is 2 or 3 we can define the third component of the local angular momentum as

$$
L_{3}\left(f_{R}\right)=Q_{1}\left(f_{R}\right) P_{2}\left(f_{R}\right)-Q_{2}\left(f_{R}\right) P_{1}\left(f_{R}\right)
$$

which has, according to the product rule (3), nonvanishing one- and two-particle components. We denote them by $\left[L_{3}\left(f_{R}\right)\right]_{1}$ and $\left[L_{3}\left(f_{R}\right)\right]_{2}$. At any time it will be clear whether they have to be considered as an infinite sequence (an element of $\mathscr{A}$ ) or as the only nonvanishing component of such a sequence:

$$
\begin{aligned}
A_{1} \equiv\left[L_{3}\left(f_{R}\right)\right]_{1}= & \frac{1}{2}\left(q_{1} f_{R}(q) p_{2} f_{R}(q)+q_{1} f_{R}(q)^{2} p_{2}\right. \\
& \left.-q_{2} f_{R}(q) p_{1} f_{R}(q)-q_{2} f_{R}(q)^{2} p_{1}\right) \\
A_{2} \equiv\left[L_{3}\left(f_{R}\right)\right]_{2}= & 2 S_{2} \frac{1}{2}\left(q_{1} f_{R}(q) \otimes p_{2} f_{R}(q)\right. \\
& +q_{1} f_{R}(q) \otimes f_{R}(q) p_{2} \\
& -q_{2} f_{R}(q) \otimes p_{1} f_{R}(q) \\
& \left.-q_{2} f_{R}(q) \otimes f_{R}(q) p_{1}\right) .
\end{aligned}
$$

Now, one computes $L_{3}^{2}\left(f_{R}\right)$, expanded in its different terms:

$$
\begin{align*}
L_{3}^{2}\left(\mathrm{f}_{R}\right)= & \left(0,\left[A_{1}^{2}\right]_{1},\left[A_{1}^{2}\right]_{2}+\left[A_{1} A_{2}\right]_{2}+\left[A_{2} A_{1}\right]_{2}\right. \\
& +\left[A_{2}^{2}\right]_{2},\left[A_{1} A_{2}\right]_{3}+\left[A_{2} A_{1}\right]_{3} \\
& \left.+\left[A_{2}^{2}\right]_{3},\left[A_{2}^{2}\right]_{4}, 0, \ldots\right) \tag{8}
\end{align*}
$$

In order to apply (5), one has to write $L_{3}^{2}\left(\mathrm{f}_{\mathrm{R}}\right)$ as a sum of terms of the form (4).

The $L_{1}$-clustering conditions for a translation-invariant state can be expressed and used in an elegant way if we introduce the truncated correlation functions $\left\langle\rho^{(n)} p^{\alpha}\right\rangle_{T}$, which are recursively defined as follows:

$$
\begin{align*}
& \left\langle\rho^{(n)} p_{1}^{\beta_{1}} \cdots p_{n}^{\beta_{n}}\right\rangle\left(x_{1}, \ldots, x_{n}\right) \\
& =\sum_{p_{\in} \mathscr{S}_{n}} \prod_{\pi \in P}\left\langle\rho^{(l)} p_{1}^{\beta_{\pi(1)}} \cdots p_{l}^{\beta_{m(l)}}\right\rangle_{T}\left(x_{\pi(1)}, \ldots, x_{m(l)}\right), \\
& \quad \beta_{i} \in \mathbf{N}^{2}, \quad i=1, \ldots, n, \tag{9}
\end{align*}
$$

where $\mathscr{P}_{n}$ is the set of all partitions $p$ of $\{1, \ldots, n\}$. Such a partition has elements $\pi=\{\pi(1), \ldots, \pi(l)\}$ and the $\pi(i)$ are labeled such that $\pi(1)<\pi(2)<\cdots<\pi(l)$. It is easily seen that a translation-invariant state has translation-invariant truncated functionals $\left\langle\rho^{n} p^{\alpha}\right\rangle_{T}$ such that

$$
\begin{aligned}
\left\langle\rho^{(n)}\right. & \left.p_{p_{1}}^{\beta_{1}} \cdots p_{n}^{\beta_{n}}\right\rangle\left(x_{1}, \ldots, x_{n}\right) \\
= & \sum_{p \in \mathscr{P}_{n}} \prod_{\pi \in p}\left\langle\rho^{(l)} p_{i}^{\beta_{\pi(l)}} \cdots p_{l}^{\beta_{\pi l l}}\right\rangle_{T} \\
& \times\left(x_{\pi(1)}-x_{\pi[l)}, \ldots, x_{\pi(l-1)}-x_{\pi(l)}\right)
\end{aligned}
$$

An $L_{1}$-clustering condition is expressed as follows: ( $\left.\rho^{(n)} p^{\alpha}\right\rangle_{T}(\cdot, \cdot, \cdot,, 0)$ (as a function of $n-1 v$-dimensional variables) is $L_{1}\left(\mathbb{R}^{(n-1) v}\right)$ integrable, for certain values of $n$ and $\alpha$. We now derive a lemma which is an immediate consequence of such a clustering condition. It shows how $L_{1}$ clustering is at the origin of the factorization of $\left\langle L_{3}^{2}\right\rangle$.

Lemma II.1: Suppose that the truncated correlation functions $\left\langle\rho^{(n)} p^{\alpha}\right\rangle_{T}$ are translation invariant and are $L_{1}\left(\mathbb{R}^{(n-1) \eta}\right)$. Let $\{A(R)\}_{R \in R^{+}}$be a sequence of observables

$$
A(R)=\left(0, \ldots, 0, S_{n}\left(p^{\alpha_{1}} f_{1}(q) \otimes \cdots \otimes p^{\alpha_{n}} f_{n}(q)\right), 0, \ldots\right)
$$

with

$$
\begin{aligned}
& f_{1}\left(x_{1}\right) \cdots f_{n}\left(x_{n}\right)=x_{i, j} x_{k, l} f_{R}\left(x_{1}\right) \cdots f_{R}\left(x_{n}\right), \\
& i, k \in\{1, \ldots, n\} \quad j, l \in\{1, \ldots, v\} .
\end{aligned}
$$

The $f_{R}$ is defined as above; let $\Sigma_{v}$ be the volume of the unit ball in $v$ dimensions. Then for $\epsilon>0$,

$$
\begin{aligned}
\lim _{R \rightarrow \infty} & \frac{\omega_{T}(A(R))}{\Sigma_{v} R^{v+2+\epsilon}} \\
= & \lim _{R \rightarrow \infty} \frac{1}{\Sigma_{v} R^{v+2+\epsilon}} \int d^{v} x_{1} \cdots d^{v} x_{n} x_{i, j} x_{k, l} \\
& \times f_{R}\left(x_{1}\right) \cdots f_{R}\left(x_{n}\right)\left\langle\rho^{(n)} p_{1}^{\alpha_{1}} \cdots p_{n}^{\alpha_{n}}\right\rangle_{T}\left(x_{1}, \ldots, x_{n}\right) \\
= & 0
\end{aligned}
$$

Proof: By a simple substitution $x_{j}=x_{j}^{\prime}-x_{k} \quad(j \neq k)$, $x_{k}{ }_{k}=x_{k}$, and application of the translation invariance of $\left\langle\rho^{(n)} p^{\alpha}\right\rangle_{T}$, we have

$$
\begin{aligned}
\int d^{v} x_{1} & \cdots d^{v} x_{n} x_{i, j} x_{k, l} f_{R}\left(x_{1}\right) \cdots f_{R}\left(x_{n}\right) \\
\times & \times\left(\rho^{(n)} p^{\alpha}\right\rangle_{T}\left(x_{1}, \ldots, x_{n}\right) \\
= & \int d^{v} x_{1} \cdots d^{v} x_{k-1} d^{v} x_{k+1} \cdots d^{v} x_{n} \\
& \times\left(\rho^{(n)} p^{\alpha}\right\rangle_{T}\left(x_{1}, \ldots, x_{k-1}, 0, x_{k+1}, \ldots, x_{n}\right) \\
& \times \int d^{v} x_{k}\left(x_{i}+x_{k}\right)_{j} x_{k, l} f_{R}\left(x_{1}+x_{k}\right) \\
& \cdots f_{R}\left(x_{k-1}+x_{k}\right) f_{R}\left(x_{k}\right) f_{R}\left(x_{k+1}+x_{k}\right) \\
& \cdots f_{R}\left(x_{n}+x_{k}\right) .
\end{aligned}
$$

The second integral is majorized by $2 \Sigma_{v}(R+1)^{\nu+2}$ and hence the integral

$$
\begin{aligned}
& \frac{1}{R^{v+2+\epsilon}} \int d^{v} x_{k}\left(x_{i}+x_{k}\right)_{j} x_{k, l} f_{R}\left(x_{1}+x_{k}\right) \cdots f_{R}\left(x_{k}\right) \\
& \quad \times f_{R}\left(x_{k+1}+x_{k}\right) \cdots f_{R}\left(x_{n}+x_{k}\right)
\end{aligned}
$$

as a function of $x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}$, is bounded uniformly for $R \geqslant 1$ and for each ( $\mathrm{x}_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}$ ) $\in \mathbb{R}^{(\mathbf{n}-1 / v}$ it converges to zero. As a consequence of the dominated convergence theorem we obtain the result.

Remark II.2: Obviously the result of the lemma remains true whenever the functions $f_{R}$ are replaced by some functions $g_{R}$ such that $\forall x \in \mathbb{R}^{v},\left|g_{R}(x)\right| \leqslant C f_{(A R+B)}(x), A, B, C \geqslant 0$, or also if we drop a factor $x_{i, j}$ in the integrand.

In the calculation of $\left\langle L_{3}^{2}\right\rangle$ we will use frequently the following properties: $\left\langle\rho^{(1)} p^{\beta}\right\rangle$ is a constant $\forall \beta \in \mathbb{N}^{\nu}$ by translation invariance; by rotation invariance $\left\langle\rho^{(1)} p_{j}\right\rangle=0$, $\forall j \in\{1, \ldots, v\}$, and $\left\langle\rho^{(1)} p_{i} p_{j}\right\rangle=\delta_{i j}\left\langle\rho^{(1)}\left(p_{i}\right)^{2}\right\rangle$; and $\left\langle\rho^{(1)}\right\rangle$ is the usual particle density $\rho$.

It is clear that Lemma II. 1 (if applicable) implies that a two-particle term in $L_{3}^{2}\left(f_{R}\right)$ factorizes. So it vanishes when one of its factors vanishes. For the same reason a three-particle contribution in $L_{3}^{\mathbf{2}}\left(f_{R}\right)$ with all three one-particle factors vanishing, has zero expectation itself.

## III. THE ANGULAR MOMENTUM

Now we are ready to formulate and prove our main result, namely the proof that the quantum mechanical angular momentum density behaves like the classical one [see formula (1)].

We remark that in the following theorem we prove that there is a factorization of the momentum and of the position observables and that this result is solely a consequence of the clustering properties of the state.

Theorem III.1: Let $\omega$ be a translation-, rotation-, and time reversal-invariant state of $\mathscr{A}$ with correlation functions satisfying the $L_{1}$-clustering conditions

$$
\left\langle\rho^{(n)} p^{\alpha}\right\rangle_{T} \in L_{1}\left(\mathbf{R}^{(n-1) v}\right)
$$

for $n=1,2,3,4, \alpha \in \mathbf{N}^{n \nu}$, with $\Sigma_{i} \alpha_{i}=|\alpha| \leq 2$, then

$$
\begin{align*}
\lim _{R \rightarrow \infty} & \frac{\omega\left(L_{3}\left(f_{R}\right)^{2}\right)}{\Sigma_{v}^{2} R^{2 v+2}} \\
= & \frac{2}{v+2}\left(\rho+\int d x\left(\left\langle\rho^{(2)}\right\rangle(x)-\rho^{2}\right)\right) \\
& \times\left(\left\langle\rho^{(1)}\left(p_{1}\right)^{2}\right\rangle+\int d x\left\langle\rho^{2} p_{1,1} p_{2,1}(x)\right\rangle\right) \\
= & \lim _{R \rightarrow \infty}\left\{2 \frac{\omega\left(Q_{1}^{2}\right)}{\Sigma_{v} R^{v+2}} \frac{\omega\left(P_{1}^{2}\right)}{\Sigma_{v} R^{v}}\right\} . \tag{10}
\end{align*}
$$

Proof: The proof of the theorem is divided into two parts, corresponding to the different terms in the expression (8) of $L_{3}\left(f_{R}\right)^{2}$. That means that we take together the terms which form the $k$-particle part in one of the three different contributions in $L_{3}\left(f_{R}\right)^{2}$, namely $\left\{\left[L_{3}\left(f_{R}\right)\right]_{1}\right)^{2}$, $\left[L_{3}\left(f_{R}\right)\right]_{1}$ $\times\left[L_{3}\left(f_{R}\right)\right]_{2}$ (and $\left.\left[L_{3}\left(f_{R}\right)\right]_{2}\left[L_{3}\left(f_{R}\right)\right]_{1}\right)$, and $\left(\left[L_{3}\left(f_{R}\right)\right]_{2}\right)^{2}$. So we handle successively $\left[A_{1}^{2}\right]_{1},\left[A_{1}^{2}\right]_{2},\left[A_{1} A_{2}\right]_{2}$ and $\left[A_{2} A_{1}\right]_{2}$, $\left[A_{2}^{2}\right]_{2},\left[A_{1} A_{2}\right]_{3}$ and $\left[A_{2} A_{1}\right]_{3},\left[A_{2}^{2}\right]_{3}$, and $\left[A_{2}^{2}\right]_{4}$, where for each observable $A \in \mathscr{A},[A]_{i}$ denotes the $i$-particle component of $A, A_{1} \equiv\left[L_{3}\left(f_{R}\right)\right]_{1}, A_{2} \equiv\left[L_{3}\left(f_{R}\right)\right]_{2}$.

Now we look at the different contributions.
(1) $\quad E_{1}(R) \equiv\left(\Sigma_{v}^{2} R^{2 v+2}\right)^{-1} \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{1}^{2}\right]_{1}\right)$.

Because of the fact that all $\left\langle\rho^{(1)} p^{\beta}\right\rangle$ are constants, $E_{1}(R)$ is a sum of contributions of the form

$$
\frac{C}{\Sigma_{v}^{2} R^{2 v+2}} \int d^{v} x x_{i} \mathrm{x}_{\mathrm{j}} g_{R}(x)
$$

or

$$
\frac{C}{\Sigma_{v}^{2} R^{2 v+2}} \int d^{v} x x_{i} g_{R}(x)
$$

where $C$ is a constant and $\forall x \in \mathbb{R}^{\nu},\left|g_{R}(x)\right| \leqslant f_{R+1}(x)$. So we have clearly $\lim _{R \rightarrow \infty} E_{1}(R)=0$.
(2) $\quad E_{2}(R) \equiv\left(\Sigma_{v}^{2} \mathbb{R}^{2 v+2}\right)^{-1} \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{1}^{2}\right]_{2}\right)$.

This contribution contains only terms of the form

$$
\begin{aligned}
& \frac{C}{\Sigma_{v}^{2} R^{2 v+2}} \int d^{v} x_{1} d^{v} x_{2} x_{1, i} x_{2, j} \\
& \quad \times\left\langle\rho^{(2)} p_{1}^{\beta_{1}} p_{2}^{\beta_{2}}\right\rangle\left(x_{1}, x_{2}\right) g_{R}^{1}\left(x_{1}\right) g_{R}^{2}\left(x_{2}\right),
\end{aligned}
$$

where the $g_{R}^{l}$ are as in remark II. 2 with $i \neq j, \beta_{1}$ and $\beta_{2} \in\{0,1\}$. Application of Lemma II. 1 yields factorization:

$$
\begin{gathered}
\frac{C}{\Sigma_{v}^{2} R^{2 v+2}} \int d^{v} x_{1} x_{1, i} g_{R}^{1}\left(x_{1}\right)\left\langle\rho^{(1)} p^{\beta_{1}}\right\rangle\left(x_{1}\right) \\
\quad \times \int d^{v} x_{2} x_{2, i} g_{R}^{2}\left(x_{2}\right)\left\langle\rho^{(1)} p^{\beta_{2}}\right\rangle\left(x_{2}\right)
\end{gathered}
$$

Now there are two possibilities: (i) $\left|\beta_{1}\right|$ or $\left|\beta_{2}\right|=1$, then by rotation invariance (remark II.2) the expression above is vanishing for each $R$, or (ii) $\beta_{1}=\beta_{2}=0$. This means that the observable is simply the tensor product of two functions of the position operator. Therefore in each factor a momentum operator must have disappeared. This happens only by commutation with a position observable as in the following example:
$q_{1} f(q) p_{2} f(q) \otimes q_{2} f(q)^{2} p_{2}$

$$
=p_{2} q_{1} f(q)^{2} \otimes p_{1} q_{2} f(q)^{2}+i q_{1} f(q) \partial_{2} f(q) \otimes p_{1} q_{2} f(q)^{2}
$$

$$
+p_{2} q_{1} f(q)^{2} \otimes 2 i q_{2} f(q) \partial_{1} f(q)
$$

$$
-2 q_{1} f(q) \partial_{2} f(q) \otimes q_{2} f(q) \partial_{1} f(q)
$$

The last term is of the type $\beta_{1}=\beta_{2}=0$. We see that in this case the functions $g_{R}^{1}(x)$ and $g_{r}^{2}(x)$ are zero for $\|x\| \leqslant R$. Hence

$$
\begin{gathered}
\lim _{R \rightarrow \infty} \frac{c}{\Sigma_{v}^{2} R^{2 v+2}} \rho^{2} \int d^{v} x_{1} d^{v} x_{2} x_{1, i} x_{2, j} g_{R}^{1}\left(x_{2}\right) g_{R}^{2}\left(x_{2}\right)=0 \\
\text { (3) } \quad E_{3} R \equiv \\
\equiv\left(\Sigma_{v}^{2} R^{2 v+2}\right)^{-1} \\
\times \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{2}\left[L_{3}\left(f_{R}\right)\right]_{1}\right]_{2}\right)
\end{gathered}
$$

Each term in this two-particle observable contains a oneparticle factor $q_{i} f_{R}(q)$ or $p_{j} f_{R}(q)$ or $\partial_{j} f_{R}(q)$, which have an expectation zero for each $R$. By remark II. 2 and rotation invariance, $E_{3}(R)=0$. Clearly the same argument holds for $\omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{1}\left[L_{3}\left(f_{R}\right)\right]_{2}\right]_{2}\right)$.

$$
\text { (4) } \begin{aligned}
E_{4}(R) \equiv & \left(\Sigma_{v}^{2} R^{2 v+2}\right)^{-1} \\
& \times \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{2}\left[L_{3}\left(f_{R}\right)\right]_{1}\right]_{3}\right) .
\end{aligned}
$$

This observable contains terms of the type

$$
q_{i} f_{R}(q) \otimes\left(p_{j} f_{R}(q)+i \partial_{j} f_{R}(q)\right) \otimes p^{\beta} q_{k} g_{R}(q)
$$

with $|\beta| \leqslant 1, \beta$ never equals $(0, \ldots 0,1,0 \ldots, 0)$, the $k^{\text {th }}$ unit vector in $\mathbb{N}^{\nu}$. Because of remark II. 2 we only have to consider the case where $\beta=0$ and $g_{R}(q)=f_{R}(q) \partial_{i} f_{R}(q)$. Then we use Lemma II. 1 and, dropping the terms which are trivially zero, the only contributions left in $E_{4}(R)$ are of the type

$$
\begin{aligned}
& \frac{C}{\Sigma_{v}^{2} R^{2 v+2}} \rho \int d^{v} x_{1} d^{v} x_{2} x_{1, i}\left\langle\rho^{(2)} p_{2, j}\right\rangle_{T}\left(x_{1}, x_{2}\right) \\
& \quad \times f_{R}\left(x_{1}\right) f_{R}\left(x_{2}\right) \int d^{v} x_{3} x_{3, k} f_{R}\left(x_{3}\right) \partial_{l} f_{R}\left(x_{3}\right)
\end{aligned}
$$

and of the type

$$
\begin{aligned}
& \frac{C}{\Sigma_{v}^{2} R^{2 v+2}} \rho \int d^{v} x_{1} d^{v} x_{2} x_{1, i}\left\langle\rho^{(2)}\right\rangle_{T}\left(x_{1}, x_{2}\right) f_{R}\left(x_{1}\right) \\
& \quad \times \partial_{j} f_{R}\left(x_{2}\right) \int d^{v} x_{3} x_{3, k} f_{R}\left(x_{3}\right) \partial_{l} f_{R}\left(x_{3}\right) .
\end{aligned}
$$

Both expressions tend to zero when $R$ is tending to infinity because

$$
\int d^{v} x_{3} x_{3, k} f_{R}\left(x_{3}\right) \partial_{l} f_{R}\left(x_{3}\right) \simeq O\left(R^{v}\right)
$$

and

$$
\int d^{v} x_{1} d^{v} x_{2} x_{1, i} f_{R}\left(x_{1}\right) \partial_{j} f_{R}\left(x_{2}\right) S\left(x_{1}, x_{2}\right) \simeq O\left(R^{v+1}\right)
$$

where $S\left(x_{1}, x_{2}\right)=S\left(x_{1}-x_{2}, 0\right) \in L_{1}\left(\mathbb{R}^{v}\right)$. The last result is based on a dominated convergence argument. Of course, the observable $\left[\left[L_{3}\left(f_{R}\right)\right]_{1}\left[L_{3}\left(f_{R}\right)\right]_{2}\right]_{3}$ is treated in a completely analogous way.

Up to here we have found that all nonzero contributions must come from the part $\left[L_{3}\left(f_{R}\right)\right]_{2}^{2}$.
(5) $E_{5}(R) \equiv\left(\Sigma_{v}^{2} R^{2 v+2}\right)^{-1} \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{2}^{2}\right]_{2}\right)$.

By Remark II. 2 the remaining terms to consider are of the type

$$
\begin{align*}
& q_{i}^{2} f_{R}(q)^{2} \otimes p_{j}^{2} f_{R}(q)^{2}, \\
& q_{i}^{2} f_{R}(q)^{2} \otimes f_{R}(q) \partial_{j j}^{2} f_{R}(q), \\
& q_{i}^{2} f_{R}(q)^{2} \otimes\left(\partial_{j} f_{R}(q)\right)^{2}  \tag{11}\\
& q_{i} f_{R}(q) \partial_{j} f_{R}(q) \otimes q_{k} f_{R}(q) \partial_{l} f_{R}(q), \\
& q_{i} f_{R}(q) \partial_{j} f_{R}(q) \otimes f_{R}(q)^{2}
\end{align*}
$$

We will calculate explicitly the expectation value of the observable (11), which gives a finite result, independent of $i$ and $j$. It is easily seen that the other terms are of a lower order and hence vanish in the thermodynamic limit. The correct numerical coefficient is given by the product rule. One finds

$$
\begin{aligned}
\lim _{R \rightarrow \infty} E_{5}(R)= & \lim _{R \rightarrow \infty} \frac{2}{\Sigma_{v}^{2} R^{2 v+2}} \int d^{v} x_{1} d^{v} x_{2}\left(x_{1, j}\right)^{2} f_{R}\left(x_{1}\right)^{2} \\
& \times f_{R}\left(x_{2}\right)^{2}\left\langle\rho^{(2)}\left(p_{2, j}\right)^{2}\right\rangle\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

## By Lemma II. 1

$\lim _{R \rightarrow \infty} E_{5}(R)=2 \rho\left\langle\rho^{(1)}\left(p_{j}\right)^{2}\right\rangle \lim _{R \rightarrow \infty} \frac{1}{\Sigma_{v} R^{v}} \int d^{v} x_{2} f_{R}\left(x_{2}\right)^{2}$

$$
\times \lim _{R \rightarrow \infty} \frac{1}{\Sigma_{v} R^{v+2}} \int d^{v} x_{1}\left(x_{1, j}\right)^{2} f_{R}\left(x_{1}\right)^{2}
$$

or

$$
\begin{equation*}
\lim _{R \rightarrow \infty} E_{S}(R)=[2 /(v+2)] \rho\left\langle\rho^{(1)}\left(p_{j}\right)^{2}\right\rangle . \tag{12}
\end{equation*}
$$

(6) $\quad E_{6}(R) \equiv\left(\Sigma_{\nu}^{2} R^{2 v+2}\right)^{-1} \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{2}^{2}\right]^{3}\right)$.

If we write this observable in the form (4), we obtain a large number of terms. But one proves without any problem that only the following four contribute:

$$
\left.\begin{array}{l}
q_{1} f_{R}(q) \otimes p_{2}^{2} f_{R}(q)^{2} \otimes q_{1} f_{R}(q), \\
q_{2} f_{R}(q) \otimes p_{1}^{2} f_{R}(q)^{2} \otimes q_{2} f_{R}(q) ; \\
p_{1} f_{R}(q) \otimes q_{2}^{2} f_{R}(q)^{2} \otimes p_{1} f_{R}(q),  \tag{b}\\
p_{2} f_{R}(q) \otimes q_{1}^{2} f_{R}(q)^{2} \otimes p_{2} f_{R}(q) .
\end{array}\right\}
$$

The two terms of the type (a) give the same contribution $a$ :

$$
\begin{aligned}
a= & \lim _{R} \frac{1}{\sum_{v}^{2} R^{2 v+2}} \int d^{v} x_{1} d^{v} x_{2} d^{v} x_{3} \\
& \times x_{1, i} x_{3, i} f_{R}\left(x_{1}\right) f_{R}\left(x_{2}\right) f_{R}\left(x_{3}\right) \\
& \times\left\langle\rho^{(3)}\left(p_{2, j}\right)^{2}\right\rangle\left(x_{1}, x_{2}, x_{3}\right) .
\end{aligned}
$$

Again by the lemma and remark II. 2 we get

$$
\begin{aligned}
a= & \lim _{R} \frac{1}{\Sigma_{v} R^{v+2}} \int d^{v} x_{1} d^{v} x_{3} \\
& \times x_{1, i} x_{3, i} f_{R}\left(x_{1}\right) f_{R}\left(x_{3}\right)\left\langle\rho^{(2)}\right\rangle_{T}\left(x_{1}, x_{3}\right) \\
& \times \lim _{R} \frac{1}{\Sigma_{v} R^{v}} \int d^{v} x_{2} f_{R}\left(x_{2}\right)^{2}\left\langle\rho^{(1)}\left(p_{j}\right)^{2}\right\rangle .
\end{aligned}
$$

Using translation invariance, the substitution $x_{2}=x+x_{3}$, and finally the dominated convergence theorem, the first integral becomes, after taking the limit $R \rightarrow \infty$,

$$
\frac{1}{v+2} \int d^{v} x\left\langle\rho^{2}\right\rangle(x, 0) .
$$

The second integral is trivial, and the two terms in (a) yield together

$$
\begin{equation*}
\frac{2}{v+2}\left\langle\rho^{(1)}\left(p_{j}\right)^{2}\right\rangle \int d^{v} x\left(\rho^{2}\right\rangle_{T}(x, 0) . \tag{13}
\end{equation*}
$$

A similar calculation of the contributions (b) leads to

$$
\begin{equation*}
\frac{2}{v+2} \rho \int d^{v} x\left\langle\rho^{(2)} p_{1, j} p_{2, j}\right\rangle_{T}(x, 0) \tag{14}
\end{equation*}
$$

$$
\text { (7) } \quad E_{7}(R) \equiv\left(\Sigma_{v}^{2} R^{2 v+2}\right)^{-1} \omega\left(\left[\left[L_{3}\left(f_{R}\right)\right]_{2}^{2}\right]_{4}\right) \text {. }
$$

This observable is a sum of terms of the form

$$
A_{i j k l} \equiv \frac{4!}{2!2!2!2!} q_{i} f_{R}(q) \otimes p_{k} f_{R}(q) \otimes q_{j} f_{R}(q) \otimes p_{l} f_{R}(q)
$$

or such an expression where one or both of the factors $p_{k} f_{R}(q)$ are replaced by $\partial_{k} f_{R}(q)$. It will be clear from the calculation below that the latter type gives a lower-order contribution, vanishing if $R$ tends to infinity. Each one-particle factor in $A_{i j k l}$ has zero expectation value, so, using the lemma and the rotation invariance of the state, we get

$$
\begin{aligned}
\omega\left(A_{i j k l}\right)= & \frac{1}{16} \int d^{v} x_{1} d^{v} x_{3}\left\langle\rho^{(2)}\right\rangle_{T}\left(x_{1}, x_{3}\right) \\
& \times x_{1, i} x_{3, j} f_{R}\left(x_{1}\right) f_{R}\left(x_{3}\right) \\
& \times \int d^{v} x_{2} d^{v} x_{4}\left\langle\rho^{(2)} p_{1, k} p_{2, l}\right\rangle_{T}\left(x_{2}, x_{4}\right) f_{R}\left(x_{2}\right) f_{R}\left(x_{4}\right) .
\end{aligned}
$$

If we use once again translation and rotation invariance, the cluster condition, and dominated convergence, we get

$$
\begin{aligned}
\lim _{R \rightarrow \infty} & \left(\Sigma_{v}^{2} R^{2 v+2}\right)^{-1} \omega\left(A_{i j k l}\right) \\
= & \frac{1}{16} \delta_{i j} \delta_{k l} \frac{1}{v+2} \int d^{v} x\left\langle\rho^{(2)}\right\rangle_{T}(x, 0) \\
& \times \int d^{v} y\left\langle\rho^{(2)} p_{1, k} p_{2, k}\right\rangle .
\end{aligned}
$$

Due to the special form of the angular momentum $L_{3}$ we did not have to consider terms with $k=l$, but $i \neq j$. If one works out the product formula (3) for $\left[\left[L_{3}\left(f_{R}\right)\right]_{2}^{2}\right]_{4}$, one finds 32 terms such that $\delta_{i j} \delta_{k l}=1$. Hence the total four-particle contribution of $L_{3}\left(f_{R}\right)^{2}$ is

$$
\begin{align*}
\lim _{R \rightarrow \infty} E_{7}(R)= & \frac{2}{v+2} \int d^{v} x\left\langle\rho^{(2)}\right\rangle_{T}(x, 0) \\
& \times \int d^{v} y\left\langle\rho^{(2)} p_{1, i} p_{2, i}\right\rangle(y, 0) . \tag{15}
\end{align*}
$$

Now we take together the nonvanishing contributions (12) to (15) and we find the expression

$$
\begin{aligned}
\lim _{R \rightarrow \infty} & {\left[\omega\left(L_{3}\left(f_{R}\right)^{2}\right) / \Sigma_{v}^{2} R^{2 v+2}\right] } \\
= & \frac{2}{v+2}\left\{\int \rho+\int d^{v} x\left\langle\rho^{(2)}\right\rangle_{T}(x, 0)\right\}\left\{\left\langle\rho^{(1)}\left(p_{1}\right)^{2}\right\rangle\right. \\
& \left.+\int d^{v} x\left\langle\rho^{(2)} p_{1,1} p_{2,1}\right\rangle_{T}(x, 0)\right\}
\end{aligned}
$$

This is the first equality in expression (10). By application of the definition of the truncated correlation functions (9) and the rotation invariance of the state, we obtain

$$
\begin{aligned}
& \left\langle\rho^{(2)}\right\rangle_{T}=\left\langle\rho^{(2)}\right\rangle(x, 0)-\rho^{2}, \\
& \left\langle\rho^{(2)} p_{1,1} p_{2,1}\right\rangle_{T}(x, 0)=\left\langle\rho_{1,1}^{2} p_{2,1}\right\rangle(x, 0) .
\end{aligned}
$$

The second equality in expression (10) is a direct consequence of the following identities (see Ref. 3, Lemma 3.1):

$$
\begin{aligned}
\lim _{R \rightarrow \infty} & \frac{\omega\left(P_{i}\left(f_{R}\right)^{2}\right)-\omega\left(P_{i}\left(f_{R}\right)\right)^{2}}{\Sigma_{v} R^{v}} \\
& =\left\langle\rho^{(1)}\left(p_{i}\right)^{2}\right\rangle+\int d^{v} x\left\langle\rho^{(2)} p_{1, i} p_{2, i}\right\rangle(x), \\
(v+2) & \lim _{R \rightarrow \infty} \frac{\omega\left(Q_{i}\left(f_{R}\right)^{2}\right)-\omega\left(Q_{i}\left(f_{R}\right)\right)^{2}}{\Sigma_{v} R^{v+2}} \\
& =\rho+\int d^{v} x\left(\left\langle\rho^{(2)}\right\rangle(x)-\rho^{2}\right) .
\end{aligned}
$$

Theorem III.2: If $\omega$ satisfies the conditions of Theorem III. 1 and if $\omega$ is an equilibrium state for a two-particle interaction $V$ satisfying (i) $x \in \mathbb{R}^{\boldsymbol{v}} \rightarrow V(x) \in \mathbb{R}$ is differentiable a.e., (ii) $V(x)=V(-x)$ and rotation symmetric, and (iii) there exists an $\eta>0$ such that

$$
\int d x\left(1+\|x\|^{\eta}\right)\|\nabla V(x)\|<\infty
$$

then

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \frac{\omega\left(L_{3}\left(f_{R}\right)^{2}\right)}{2 \omega\left(Q_{1}\left(f_{R}\right)^{2}\right) \Sigma_{v} R^{v}}=\rho k T \tag{16}
\end{equation*}
$$

Proof: By our previous result

$$
\begin{aligned}
\lim _{R \rightarrow \infty} & \frac{\omega\left(L_{3}\left(f_{R}\right)^{2}\right)}{2 \omega\left(Q_{1}\left(f_{R}\right)^{2}\right) \Sigma_{v} R^{v}} \\
& =\lim _{R} \frac{\omega\left(P_{1}\left(f_{R}\right)^{2}\right)}{\Sigma_{v} R^{v}} \\
& =\left\langle\rho^{(1)}\left(P_{1}\right)^{2}\right\rangle+\int d x \rho^{2}\left\langle P_{1,1} P_{2,1}\right\rangle(x, 0) .
\end{aligned}
$$

Under the conditions as stated in this theorem the value of the right-hand side (the bulk momentum density fluctuations) is $\rho k T$ (see Ref. 3, Theorem 3.2).

## IV. DISCUSSION

To learn something more about the content of the $L_{1-}$ clustering conditions it is interesting to investigate systems where a phase transition or a spontaneous symmetry breaking occurs. It is known that a $|x|^{-1}$ behavior of the correlation function $\left\langle\rho^{(2)}\right\rangle(x, 0)-\rho^{2}$ (which is not integrable) is closely related to the breaking of a continuous symmetry (see Refs. 4 and 5), e.g., this is the case of a free Bose gas with condensate. There the density fluctuations are given by

$$
\left\langle\rho^{(2)}\right\rangle(x, 0)-\rho^{2}=\rho_{0}(\pi \beta\|x\|)^{-1}+O\left(\|x\|^{-2}\right)
$$

where $\rho_{0}$ denotes the density of the condensed phase. A first consequence of this weak clustering in the condensed phase is a divergence in the position fluctuations. A physical explanation of this phenomenon is given further. Also, the momentum fluctuations lose their classical behavior. One calculates that, for the free Bose gas,

$$
\begin{align*}
& \left\langle\rho^{(1)} p_{1}^{2}\right\rangle+\int d x\left\langle\rho^{2} p_{1,1} p_{2,1}\right\rangle(x, 0) \\
& \quad=\int d p p_{1}^{2}\left(1+(2 \pi)^{3} f_{\beta}(p)\right) f_{\beta}(p)=\rho_{c} k T \tag{17}
\end{align*}
$$

where $f_{\beta}(p)=(2 \pi)^{-3}\left(\exp \left(\beta p^{2} / 2\right)-1\right)^{-1}$ and $\rho_{c}$ is the critical density given by

$$
\begin{equation*}
\rho_{c}=\int d p f_{\beta}(p) \tag{18}
\end{equation*}
$$

For a free Bose gas in the condensation region, we have $\rho=\rho_{c}+\rho_{0}$. It means that if the condensate density is not zero, $\rho_{c} k T$ is strictly smaller than the classical value $\rho k T$. The particles in the condensed phase (with momentum zero) do not contribute to the momentum fluctuations.

Another consequence of the $\|x\|^{-1}$ behavior of the density fluctuations is that $\left\langle L_{3}^{2}\right\rangle$ does not factorize because of the appearance of nonvanishing surface contributions. These terms depend on the type of cutoff functions $f_{R}$ in the local approximations of the observables, which is equivalent to a particular choice of boundary conditions.

From a kinematical point of view, the appearance of quantized vortices is another way of violating the classical behavior. Equilibrium states for the ideal boson gas, which yield this specific quantum effect, are rigorously calculated in Ref. 2. As pointed out by Hein and Roepstorff, ${ }^{6}$ one can obtain these states as limit Gibbs states, also by choosing appropriate boundary conditions. In their paper they study the structure of the vortices in elaborate examples. The particular type of boundary conditions needed causes a spontaneous breaking of the translational invariance and therefore these states actually do not fit into our treatment. In fact, without translational invariance it is no longer possible to prove factorization by the methods used.

Finally we discuss the relation between a divergence in the position or angular momentum fluctuations and an infinite compressibility. Thus we will obtain an explanation for the nonclassical behavior of the angular momentum of the boson gas with condensate, in terms of a thermodynamical quantity. Using the definition relation of the isothermal compressibility $\chi$,

$$
\rho+\int d x\left(\left\langle\rho^{(2)}\right\rangle(x)-\rho^{2}\right)=\rho^{2} \beta^{-1} \chi
$$

formula (16) can be rewritten as

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \frac{\omega\left(L_{3}\left(f_{R}\right)^{2}\right)}{\sum_{v}^{2} R^{2 v+2}}=\rho^{3} \beta^{-2} \chi \tag{19}
\end{equation*}
$$

Starting from the thermodynamical definition of $\chi$ given by

$$
\frac{1}{\chi}=-V\left(\frac{\partial P}{\partial V}\right)_{T, N}
$$

where $V$ is the volume of the system, $P$ the pressure, $T$ the absolute temperature, and $N$ the number of particles, one calculates

$$
\frac{1}{\chi}=\rho^{2}\left(\frac{\partial^{2} f}{\partial p^{2}}\right)_{T, N}
$$

where $f$ denotes the free-energy density. The condensate of a free Bose gas has energy density and entropy density zero. Hence the free energy density is constant for the free Bose gas with condensate, because $\rho_{c}$ is only a function of the
temperature [see (17) and (18)]. Hence $\chi$ is infinite.
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#### Abstract

We derive macroscopic electrohydrodynamical equations of Euler and Maxwell from the manyparticle Schrödinger equation of the Jellium model, subject to viable initial conditions, together with certain simple assumptions of macroscopic regularity. The dynamics of the model becomes tractable, on a suitable macroscopic scale and in the limit where its size becomes infinite, because of simple scaling properties and the long range of the Coulomb forces. Our derivation of its phenomenological dynamics is obtained via that of the classical Vlasov equation.


## I. INTRODUCTION

A prime objective of the quantum theory of macroscopic phenomena is the derivation of phenomenological laws of continuum mechanics, such as those of hydrodynamics of heat conduction, from the Schrödinger equation for large assemblies of particles. Since such phenomenological laws generally have radically different structures from the underlying quantum mechanical ones, it is evident that the passage from a microscopic to a macroscopic dynamical description is fraught with serious conceptual and mathematical problems. It is therefore not surprising that rigorous derivations of phenomenological continuum mechanical laws from the quantum theory of many-particle systems are very scanty. As positive examples, we cite the derivations, by Davies, ${ }^{1}$ of Fourier's law of heat conduction of a somewhat rudimentary model and, by Narnhofer and Sewell, ${ }^{2}$ of the Vlasov kinetic equation for a certain class of models, including a caricature of a system of gravitational fermions. At the classical level, there are also some derivations of heat conduction and hydrodynamical equations for certain special models. ${ }^{3,4}$

The object of the present article is to derive the hydrodynamics of the Jellium plasma model from its many-particle Schrödinger equation; a preliminary sketch of this work was given in a research note. ${ }^{5}$ The model, which we denote by $\Sigma_{N}$, consists of $N$ electrons in a box $\Delta_{L}$, of side $L$, with uniform passive background of positive charge, which neutralizes that of the electrons. This model is of genuine physical interest, since the particles interact via Coulomb forces. We remark here that a quantum, rather than classical, treatment of Coulomb systems is highly desirable, since their very stability generally depends on both the Heisenberg and the Pauli principles. ${ }^{6,7}$

We shall be concerned here with the phenomenological dynamics of $\Sigma_{N}$ in the limit where $N$ and $L$ tend to infinity in such a way that the particle number, namely

$$
\begin{equation*}
\bar{n}=N / L^{3}, \tag{1}
\end{equation*}
$$

remains fixed and finite. The model has already been shown ${ }^{8}$ to have good thermodynamical properties in this limit. Here we find that the large-scale dynamical properties of the model are quite tractable, because of the long-range and simple scaling properties of the Coulomb forces. The principal result we obtain is that, in the above limit and in a certain specified scaling, the local normalized electron density $\sigma$, the drift velocity $u$, and the internal electric field $E$, all classical
functions of positions and time, evolve according to the following equations of Euler and Maxwell:

$$
\begin{align*}
& \frac{\partial \sigma}{\partial t}+\operatorname{div}(\sigma u)=0  \tag{2a}\\
& \frac{\partial u}{\partial t}+(u \cdot \nabla) u=E \tag{2b}
\end{align*}
$$

and
$\operatorname{div} E=\sigma-1$.
These equations will be derived from the Schrödinger equation for a pure state, subject to certain initial conditions; we remark that it is quite unnecessary to introduce mixed states as the passage from the microscopic to the macroscopic description provides all the averaging we need.

In assessing the significance of the result given by Eqs. (2) it should be noted that neither viscosity nor pressure gradient appears there; the essential reason is that they are eliminated by the scaling and limiting procedures we employ. Consequently, the present work should not be regarded as more than a skeletal version of a quantum theory of plasma hydrodynamics, which needs to be supplemented by a finer analysis to accommodate pressure gradients and viscosity. On the positive side, Eqs. (2) do cover the classical oscillations of a plasma, since a linearized version of them yields the result that

$$
\frac{\partial^{2} \sigma}{\partial t^{2}}+\sigma=1
$$

Let us now outline our method for passing from the Schrödinger equation for the Jellium model $\Sigma_{N}$ to the phenomenological laws given by (2). For simplicity, we treat the particles as spinless, and assume periodic boundary conditions, as these are convenient for a treatment of flow properties. Thus, at the microscopic level, the pure states of $\Sigma_{N}$ are given by the normalized, antisymmetric wave functions $\Psi^{(N)}$ of the particle position vectors $X_{1}, X_{2}, \ldots, X_{N}$, possessing the periodicity of the box $\Delta_{L}$ in each of these variables. The Hamiltonian for $\Sigma_{N}$ takes the following standard form ${ }^{9}$ :

$$
\begin{equation*}
H_{N}=\frac{\hbar^{2}}{2 m} \sum_{j=1}^{N} \Delta_{X_{j}}+e^{2} \sum_{\substack{j, k=1 \\ j<k}}^{N} V^{(L)}\left(X_{j}-X_{k}\right) \tag{3}
\end{equation*}
$$

where $m$ and $e$ are the electron mass and charge, respectively,

$$
\begin{equation*}
V^{(L)}(X)=\frac{4 \pi}{L^{3}} \sum_{Q \neq 0}^{(L)} \frac{e^{i Q \cdot X}}{Q^{2}} \tag{4}
\end{equation*}
$$

and the superscript $(L)$ over $\Sigma$ indicates that summation is taken over vectors $Q=(2 \pi / L)\left(n_{1}, n_{2}, n_{3}\right)$, with the $n$ 's integers. Thus, $V^{(L)}(X)$ is a periodicized version of the difference between $|X|^{-1}$ and its spatial average over $\Delta_{L}$. The timedependent Schrödinger equation for $\Sigma_{N}$, with $T$ the time variable, is

$$
\begin{equation*}
i \hbar \frac{\partial \Psi_{T}^{(N)}}{\partial T}=H_{N} \Psi_{T}^{(N)} \tag{5}
\end{equation*}
$$

We base our macroscopic description of $\Sigma_{N}$ on scales of length and time given, respectively, by $L$, the side of the box $\Delta_{L}$, and $\omega^{-1}$, the inverse of the classical plasma frequency

$$
\begin{equation*}
\omega=\left(4 \pi \bar{n} e^{2} / m\right)^{1 / 2} \tag{6}
\end{equation*}
$$

Correspondingly, we take the macroscopic scale for the momentum per particle to be $m L \omega$. We designate the hydrodynamical observables $A^{(N)}$ to be the intensive variables given by $N^{-1}$ times the additive functions of the positions and momenta of the particles, on the scales we have just specified. These observables thus take the form
$A^{(N)}=N^{-1} \sum_{j=1}^{N} A\left(\frac{X_{j}}{L}, \frac{P_{j}}{m L \omega}\right), \quad$ with $P_{j}=-i \hbar \nabla_{X_{j}}$,
where the operator function $A$ is defined as the Fourier transform of a $c$-number function $\widehat{A}(\xi, \eta)$ according to the formula

$$
\begin{align*}
& A\left(X_{j} / L, P_{j} / m L \omega\right) \\
& =\sum_{\eta}^{\prime} \int d \xi \hat{A}(\xi, \eta) \exp \left(\frac{i \xi \cdot P_{j}}{2 m L \omega}\right) \\
& \quad \times \exp \left(\frac{i \eta \cdot X_{j}}{L}\right) \exp \left(\frac{i \xi \cdot P_{j}}{2 m L \omega}\right) \tag{8}
\end{align*}
$$

the prime over $\Sigma$ indicating that summation is taken over the values of $\eta$ given by $2 \pi\left(n_{1}, n_{2}, n_{3}\right)$, with the $n$ 's integers. Thus, $\eta$ is a discrete variable. It will generally be assumed that $\hat{A}(\xi, \eta)$ is continuous in $\xi$, and that $\Sigma_{\eta}^{\prime} \int d \xi|\hat{A}(\xi, \eta)|$ is finite, so that the right-hand side of $(8)$ is well defined.

We center our considerations on the time-dependent expectation values of the hydrodynamical observables $A^{(N)}$ corresponding to the evolution of $\Sigma_{N}$ from a certain class of initial states, which we shall presently specify. Here our principal objective is to show that these expectation values are governed by a classical distribution function of position and velocity, whose form is determined by a normalized particle density $\sigma$, a local drift velocity $u$, and an internal electric field $E$, satisfying the phenomenological equations (2). Now, in general, the time-dependent expectation value of $A^{(N)}$ for evolution from an initial state $\Psi^{(N)}$ is given, at a time $t$ on the $\omega^{-1}$ scale, by

$$
\begin{gather*}
\left\langle A^{(N)}\right\rangle_{t}=\left(\Psi_{\omega^{-1} t}^{(N)_{t},} A^{(N)} \Psi_{\left.\omega^{-1_{t}}\right)}^{(N)}\right) \\
\text { with } \Psi_{0}^{(N)} \equiv \Psi^{(N)} \tag{9}
\end{gather*}
$$

the $t$ dependence of $\Psi_{\omega^{-}}^{(N)}$, being determined by the Schrödinger equation (5). In view of the indistinguishability of the electrons, it follows from Eqs. (7)-(9) that the time-dependent expectation values of the hydrodynamical observables are determined by the one-particle characteristic function

$$
\begin{align*}
\mu_{t}^{(N, 1)}(\xi, \eta)= & \left(\Psi_{\omega^{-\iota_{t}}, \exp \left(\frac{i \xi \cdot P_{1}}{2 m L \omega}\right) \exp \left(\frac{i \eta \cdot X_{1}}{L}\right)}\right. \\
& \left.\times \exp \left(\frac{i \xi \cdot P_{1}}{2 m L \omega}\right) \Psi_{\omega^{-1_{t}}}^{(N)_{t}}\right) \tag{10}
\end{align*}
$$

according to the formula

$$
\begin{equation*}
\left\langle A^{(N)}\right\rangle_{t}=\sum_{\eta}^{\prime} \int d \xi \hat{A}(\xi, \eta) \mu_{t}^{(N, i)}(\xi, \eta) \tag{11}
\end{equation*}
$$

The $\mu_{t}^{(N, 1)}$ is, in fact, the Fourier transform of the oneparticle Wigner distribution function, in the given scaling, and thus corresponds to the one-particle density matrix of the system. We note that it also follows from (7)-(9) that the time-dependent expectation values of the products of the hydrodynamical observables $A^{(N)}$ are determined by the $n$-particle characteristic functions $\mu_{t}^{(N, n)}$ defined by the formula

$$
\begin{align*}
& \mu_{t}^{(N, n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \\
&=\left(\Psi_{\omega^{-t_{t}}}^{(N)_{t}}, \exp \left(\frac{i}{2} \sum_{j=1}^{n} \frac{\xi_{j} \cdot P_{j}}{m L \omega}\right) \exp \left(i \sum_{j=1}^{n} \frac{\eta_{j} \cdot X_{j}}{L}\right)\right. \\
&\left.\times \exp \left(\frac{i}{2} \sum_{j=1}^{n} \frac{\xi_{j} \cdot P_{j}}{m L \omega}\right) \Psi_{\omega^{-t_{t}}}^{(N)^{t}}\right) . \tag{12}
\end{align*}
$$

Our aim is to obtain the dynamical properties of the key function $\mu_{t}^{(N, 1)}$, in the limit $N \rightarrow \infty$, subject to the following conditions (1)-(3), on the initial state $\Psi^{(N)}$-or more correctly, on the initial states $\left\{\Psi^{(N)}\right\}$ of a sequence of systems $\left\{\Sigma_{N}\right\}$. We shall show in the Appendix that these conditions are perfectly viable by constructing states which fulfill them.
(1) The expectation value of the kinetic energy $T^{(N)}$ of $\Sigma_{N}$, for the state $\Psi^{(N)}$, is less than some finite constant $B$ times $N$, for $N$ sufficiently large, i.e.,

$$
\begin{equation*}
\left(\Psi^{(N)}, T^{(N)} \Psi^{(N)}\right)<B N \tag{13}
\end{equation*}
$$

(2) The expectation value of the potential energy $V^{(N)}$ of $\Sigma_{N}$, for the state $\Psi^{(N)}$, is less than some finite constant $C$ times $N^{5 / 3}$, for $N$ sufficiently large, i.e.,

$$
\begin{equation*}
\left(\Psi^{(N)}, V^{(N)} \Psi^{(N)}\right)<C N^{5 / 3} . \tag{14}
\end{equation*}
$$

This bound corresponds to the electrostatic energy of a continuous charge distribution for which the density is some smooth function of $X / L$. Thus, the bounds given by (13) and (14) correspond to an initial state in which the local densities of charge and kinetic energy are intensive variables, given by functions of $X / L$.
(3) The hydrodynamical observables $A^{(N)}$ become uncorrelated, for the state $\Psi^{(N)}$; in the limit $N \rightarrow \infty$, i.e.,

$$
\begin{aligned}
& \left(\Psi^{(N)}, A_{1}^{(N)} \ldots A_{n}^{(N)} \Psi^{(N)}\right)-\prod_{j=1}^{n}\left(\Psi^{(N)}, A_{j}^{(N)} \Psi^{(N)}\right) \\
& \quad \rightarrow 0, \text { as } N \rightarrow \infty
\end{aligned}
$$

This is a characteristic property of a pure thermodynamic phase since it signifies that the global intensive variables are sharply defined, i.e., dispersion free, in the limit $N \rightarrow \infty$ (cf. Refs. 10). It is evident from Eqs. (7), (8), and (12) that this property is equivalent to the following one for the characteristic functions:

$$
\begin{align*}
& \mu_{t}^{(N, n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)-\prod_{1}^{n} \mu_{t}^{(N, 1)}\left(\xi_{j}, \eta_{j}\right) \\
& \quad \rightarrow 0, \text { as } N \rightarrow \infty \tag{15}
\end{align*}
$$

The problem, then, is to obtain the properties of $\mu_{i}^{(n, 1)}$ in the limit $N \rightarrow \infty$, subject to the initial conditions (1)-(3). Since the macroscopic length scale is $L$, it is natural to reformulate this problem by dint of a scale transformation $X \rightarrow x=X / L$, which maps $\Sigma_{N}$ into a system $\Sigma_{N}^{\prime}$ of $N$ particles in a unit cube $\Delta_{1}$. This transformation is particularly suited to hydrodynamical purposes, since a system of $N$ particles in a fixed and finite volume simulates a continuous distribution of matter when $N$ tends to infinity. Under this scale transformation $\Psi^{(N)}$ and $\Psi_{\omega^{-1}}^{(N)}$ are mapped into states $\psi^{(N)}$ and $\psi_{t}^{(N)}$, respectively, of $\Sigma_{N}^{\prime}$, according to the formula

$$
\begin{align*}
& \psi_{t}^{(N)}\left(x_{1}, \ldots, x_{N}\right) \\
& \quad=L^{3 N / 2} \Psi_{\omega^{-1} t}^{(N)_{t}}\left(L x_{1}, \ldots, L x_{N}\right), \quad \text { with } \psi_{0}^{(N)} \equiv \psi^{(N)} \tag{16}
\end{align*}
$$

Furthermore, the macroscopically scaled momentum operator $P_{j} / m L \omega\left(\equiv-i \hbar \nabla_{X_{j}} / m L \omega\right)$ is mapped into

$$
\begin{equation*}
p_{j}=-i \hbar_{N} \nabla_{j}\left(\equiv-i \hbar_{N} \nabla_{x_{j}}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\hbar_{N}=\frac{\hbar}{m L^{2} \omega} \equiv \frac{\hbar}{m \omega}\left(\frac{n}{N}\right)^{2 / 3} \tag{18}
\end{equation*}
$$

is a dimensionless, effective Planck constant. By Eqs. (16) and (18), the Schrödinger equation (5) for $\Sigma_{N}$ transforms to the following one for $\Sigma_{N}^{\prime}$ :

$$
\begin{equation*}
i \hbar_{N} \frac{\partial \psi_{t}^{(N)}}{\partial t}=H_{N}^{\prime} \psi_{t}^{(N)} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{N}^{\prime}=-\frac{1}{2} \hbar_{N}^{2} \sum_{j=1}^{N} \Delta_{j}+N^{-1} \sum_{\substack{j, k=1 \\ j<k}}^{N} V\left(x_{j}-x_{k}\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
V(x)=\sum_{q=0}^{\prime} e^{i q \cdot x} / q^{2} \tag{21}
\end{equation*}
$$

the prime over $\Sigma$ having the same significance as in Eq. (8). Hence, by (19) and (2), $\Sigma_{N}^{\prime}$ is a model of $N$ particles of unit mass, for which the potential energy of two particles separated by $x$ is $N^{-1} V(x)$ and the effective Planck constant is $\hbar_{N}$. Moreover, by Eqs. (12) and (16)-18), the characteristic function $\mu_{t}^{(N, r)}$ of $\Sigma_{N}$ may be expressed in terms of the $\Sigma_{N}^{\prime}$ variables by the formula

$$
\begin{align*}
& \mu_{t}^{(N, n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \\
& \quad=\left(\psi_{t}^{(N)}, W^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \psi_{t}^{(N)}\right) \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
& W^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \\
&= \exp \left(\frac{i}{2} \sum_{1}^{n} \xi_{j} \cdot p_{j}\right) \exp \left(i \sum_{1}^{n} \eta_{j} \cdot x_{j}\right) \\
& \quad \times \exp \left(\frac{i}{2} \sum_{i}^{n} \xi_{j} \cdot p_{j}\right) \tag{23}
\end{align*}
$$

Equivalently, $\mu_{t}^{(N, n)}$ is given by the equation

$$
\begin{align*}
\mu_{i}^{(N, n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)= & \int d x_{1} \cdots d x_{N} \psi_{t}^{(N)}\left(x_{1}-\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}-\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, \ldots, x_{N}\right) \exp i\left(\sum_{1}^{n} \eta_{j} \cdot x_{j}\right) \\
& \times \psi_{t}^{(N)}\left(x_{1}+\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}+\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, \ldots, x_{N}\right)
\end{align*}
$$

One sees from (22) that the $\mu_{t}^{(N, n)}$ 's are characteristic functions for $\Sigma_{N}^{\prime}$, with "normal" scaling, and from (16), (17), and (23) that the initial conditions (1)-(3) for $\Sigma_{N}$ imply the following ones for $\Sigma_{N}^{\prime}$.
(i) The expectation value of the total kinetic energy of $\Sigma_{N}^{\prime}$, for the state $\psi^{(N)}$, is less than a constant times $N^{1 / 3}$, and hence the total kinetic energy per particle of $\Sigma_{N}^{\prime}$ tends to zero as $N \rightarrow \infty$, i.e.,

$$
\begin{equation*}
\left(\psi^{(N)}, p_{1}^{2} \psi^{(N)}\right) \rightarrow 0, \quad \text { as } N \rightarrow \infty \tag{24}
\end{equation*}
$$

(ii) The expectation value of the total potential energy $V^{\prime(N)}$ of $\Sigma_{N}^{\prime}$, for the state $\psi^{(N)}$, is less than some constant $C^{\prime}$ times $N$, for $N$ sufficiently large, i.e.,

$$
\begin{equation*}
\left(\psi^{(N)}, V^{\prime(N)} \psi^{(N)}\right)<C^{\prime} N \tag{25}
\end{equation*}
$$

(iii) The characteristic functions $\mu_{t}^{(N, n)}$, at $t=0$, satisfy the factorization condition, still given by Eq. (15).

We have thus recast the problem into that of obtaining the dynamical properties of $\mu_{t}^{(N, 1)}$, considered now as a characteristic function of $\Sigma_{N}^{\prime}$, subject to the initial conditions (i)(iii). This problem is crucially simplified by the fact that (a) the effective Planck constant $\hbar_{N}$ tends to zero as $N \rightarrow \infty$, by (19), and (b) the potential energy of $\Sigma_{N}^{\prime}$ is of the form $N^{-1} \Sigma V\left(x_{j}-x_{k}\right)$, by (2). In fact, for the modified version of
$\Sigma_{N}^{\prime}$ in which $V$ is a suitably regular potential, it follows immediately from the theory of Ref. 2 that, under initial conditions covered by (i)-(iii), the properties (a) and (b) lead to classical and mean field theoretic limits, respectively, as $N \rightarrow \infty$, such that $\mu_{t}^{(N, 1)}$ converges to the Fourier transform of a probability distribution $f_{t}(x, v)$ (more properly a measure) satisfying the Vlasov equation

$$
\begin{align*}
& \frac{\partial f_{t}(x, v)}{\partial t}+\frac{v \cdot \partial f_{t}(x, v)}{d x}-\int d x^{\prime} d v^{\prime} \\
& \quad \times f_{t}\left(x^{\prime}, v^{\prime}\right) \nabla V\left(x-x^{\prime}\right) \cdot \frac{\partial f_{t}(x, v)}{\partial v}=0 . \tag{26}
\end{align*}
$$

In the present case, however, $V(x)$ is the Coulomb potential, which is singular at $x=0$. This singularity is an essential part of the model $\Sigma_{N}^{\prime}$ and cannot justifiably be removed by the introduction of a cutoff at some "small" fixed distance $\alpha$, since the corresponding cutoff distances for the original model $\Sigma_{N}$ would then be $L \alpha$ and so would tend to infinity with $L$. In order to extend our derivation of the Vlasov equation to the Coulomb system $\Sigma_{N}^{\prime}$, we invoke a supplementary assumption to the effect that the repulsive character of the interelectronic forces acts so as to keep the particles apart and so render the Coulomb singularity harmless. Specifical-
ly, we assume the uniform boundedness, over finite time intervals, of the two-particle probability density

$$
\begin{equation*}
\rho_{t}^{(N, 2)}\left(x_{1}, x_{2}\right)=\int d x_{3} \cdots d x_{N}\left|\psi_{t}\left(x_{1}, \ldots, x_{N}\right)\right|^{2} \tag{27}
\end{equation*}
$$

That is, we assume that for any finite $T$, there is a constant $K_{T}(<\infty)$ such that

$$
\begin{equation*}
\rho_{t}^{(N, 2)}\left(x_{1}, x_{2}\right)<K_{T}, \quad \text { for } 0 \leqslant t \leqslant T \tag{28}
\end{equation*}
$$

This is really a restrictive condition on the initial state $\psi^{(N)}$, which excludes situations where, at $t=0$, a "few" particles approach one another at sufficiently high velocities to overcome the Coulomb repulsion and so cause a divergence in the two-particle density at some later time.

Thus, we shall derive the Vlasov equation (26) from the Schrödinger equation (19), subject to the initial conditions (i)-(iii) and the supplementary assumption (28). In order to pass from the Vlasov dynamics to the Euler-Maxwell equations (2), we shall then exploit the condition (i), which tells us that the initial mean kinetic energy per particle of $\Sigma_{N}^{\prime}$ tends to zero as $N \rightarrow \infty$. This is a special feature of the rescaled description of the plasma model, which ensues from the boundedness of the kinetic energy per particle of $\Sigma_{N}$ [cf. (i)]; it has no counterpart, for example, in the model of Ref. 2. Its significance here is that it implies (cf. Sec. II) that, in the limit $N \rightarrow \infty$, the initial one-particle distribution function takes the form

$$
\begin{equation*}
f_{0}(x, v)=\sigma_{0}(x) \delta(v) . \tag{29}
\end{equation*}
$$

From this one can infer (cf. Sec. IV) that, in view of the conservative character of the Vlasov dynamics, the velocity distribution at each point $x$ remains dispersion-free at all times, i.e., $f_{t}$ takes the form

$$
\begin{equation*}
f(x, v)=\sigma_{t}(x) \delta\left(x-u_{t}(x)\right) \tag{30}
\end{equation*}
$$

The functions $\sigma_{t}$ and $u_{t}$ may therefore be identified with the normalized electron density and drift velocity, respectively, at time $t$. It is now a simple matter to derive the phenomenological equations from the Vlasov equation (26) and the formula (30) for $f_{t}$. For, on inserting (30) into (26) and taking the zeroth and first moments, respectively, with respect to $v$, we obtain Eqs. (2a) and (2b), with

$$
\begin{equation*}
E=E_{t}(x)=-\int d x^{\prime} \nabla V\left(x-x^{\prime}\right) \sigma_{t}\left(x^{\prime}\right) \tag{31}
\end{equation*}
$$

Equation (2c) then follows from this formula for $E$ and the definition (21) of $V$.

Note: Since the phenomenological equations (2) are invariant under the scale transformation $x \rightarrow k x, \sigma \rightarrow \sigma, u \rightarrow k u$, $E \rightarrow k E$, they are applicable to the original system $\Sigma_{N}$, as well as the rescaled one $\Sigma_{N}^{\prime}$, in the limit $N \rightarrow \infty$. Further, the essential reason why neither a pressure gradient $\nabla p$ nor a viscosity term proportional to $\nabla^{2} u$ appears in (2b) is that these terms scale as $L^{-1}$, when $x \rightarrow L x$, whereas $\partial u / \partial t$, $(u \cdot \nabla) u$, and $E$ all scale as $L$. In other words, pressure gradient and viscosity terms are "scaled away" by the present treatment.

We shall present our treatment of the model as follows. In Sec. II, we shall prove that, under the conditions (i)-(iii) and (28), the characteristic functions $\mu_{t}^{(N, n)}$ converge pointwise to classical ones, corresponding to Fourier trans-
forms of probability measures $m_{i}^{(n)}$, as $N \rightarrow \infty$. In Sec. III we shall derive the so-called Vlasov hierarchy of equations for \{ $m_{t}^{(n)}$ \} from the Schrödinger equation and the boundedness assumption (28). In Sec. IV, we shall derive the one-particle Vlasov equation from this hierarchy, subject to an additional assumption that the Coulomb singularity does not lead to turbulent motion. In Sec. V, we shall pass from the Vlasov equation to the phenomenological ones (2) along the lines indicated above, subject to a further assumption of macroscopic regularity. We shall conclude, in Sec. VI, with some brief comments on the method and result obtained here.

## II. THE CLASSICAL LIMIT

We shall prove the convergence of $\mu_{t}^{(N, n)}$ to a classical characteristic function in three stages. First, we shall show that the kinetic energy per particle of $\Sigma_{N}^{\prime}$ is uniformly bounded, with respect to both $N$ and the time $t$. Second, we shall use this result to establish the uniform continuity of $\mu_{t}^{(N, n)}(\xi, \eta)$ with respect to $\xi$ and hence, by the Arzela-Ascoli theorem, the pointwise convergence of this function over some subsequence of values of $N$. Third, we shall employ Bochner's theorem, allied to the convergence of $\hbar_{N}$ to zero as $N \rightarrow \infty$, to show that the limiting form of $\mu_{t}^{(N, n)}$ is classical.

## A. Bound on the kinetic energy per particle

By (i), (ii), and the conservation of energy of $\Sigma_{N}^{\prime}$, the time-dependent expectation value of the sum of the kinetic and potential energies $T^{\prime(N)}$ and $V^{\prime(N)}$ is majorized by $N$ times some finite constant $C^{\prime \prime}$, i.e.,

$$
\begin{equation*}
\left(\psi_{t}^{(N)}, T^{\prime(N)} \psi_{t}^{(N)}\right)+\left(\psi_{t}^{(N)}, V^{\prime(N)} \psi_{t}^{(N)}\right)<C^{\prime \prime} N \tag{32}
\end{equation*}
$$

Further, it follows from the stability of neutral Coulomb systems that the ground energy level of the original model $\Sigma_{N}$ exceeds $D_{1} N$, with $D_{1}$ a finite constant (cf. Refs. 6 and 7). Therefore, since by Eqs. (3) and (20), $H_{N}^{\prime}=H_{N} / m L^{2} \omega$, up to a unitary transformation, the ground energy level of $\Sigma_{N}^{\prime}$ exceeds $N^{1 / 3}$ times a finite constant $D_{2}$. Since the same stability argument would still be applicable if the particle mass were doubled, it follows that

$$
\frac{1}{2}\left(\psi_{t}^{(N)}, T^{\prime(N)} \psi_{t}^{(N)}\right)+\left(\psi_{t}^{(N)}, V^{\prime(N)} \psi_{t}^{(N)}\right)>D_{3} N^{1 / 3}
$$

for some finite constant $D_{3}$. From this inequality and (32) it follows that

$$
\left(\psi_{t}^{(N)}, T^{\prime(N)} \psi_{t}^{(N)}\right)<2 C^{\prime \prime} N-2 D_{3} N^{1 / 3}
$$

and on dividing this formula by $N$, we see that

$$
\begin{equation*}
\left(\psi_{t}^{(N)}, p_{1}^{2} \psi_{t}^{(N)}\right)<D, \quad \text { a finite constant } \tag{33}
\end{equation*}
$$

for all $t$ and sufficiently large $N$.

## B. Convergence of $\mu_{t}^{(N, n)}$

Since the variables $\eta$ are discrete, it follows from the Arzela-Ascoli theorem that the pointwise convergence of $\mu_{t}^{(N, n)}$, as $N \rightarrow \infty$ over some sequence of integers, will be guaranteed if we can prove that $\partial \mu_{i}^{(N, n)} / \partial t$ and $\partial \mu_{t}^{(N, n)} / \partial \xi_{j}$ are uniformly bounded over finite ranges of values of $t, \xi_{1}, \ldots, \xi_{n}$, $\eta_{1}, \ldots, \eta_{n}$. For simplicity we shall confine our proofs to the derivatives of $\mu_{t}^{(N, 1)}$; the corresponding results for the higherorder characteristic functions may be obtained similarly.

Now by (22) and (23)

$$
\frac{\partial \mu_{t}^{(N, 1)}}{\partial \xi}(\xi, \eta)=-(i / 2)\left(p_{1} \psi_{t}^{(N)}, W^{(1)}(\xi, \eta) \psi_{t}^{(N)}\right)+(i / 2)\left(\psi_{t}^{(N)}, W^{(1)}(\xi, \eta) p_{1} \psi_{t}^{(N)}\right)
$$

Hence, by the unitarity of $W^{(1)}$ and the inequality (33)

$$
\begin{equation*}
\left|\frac{\partial \mu_{t}^{(N, 1)}}{\partial \xi}(\xi, \eta)\right| \leqslant\left\|p_{1} \psi_{t}^{(N)}\right\|=\left(\psi_{t}^{(N)}, p_{1}^{2} \psi_{t}^{(N)}\right)^{1 / 2}<D^{1 / 2}, \tag{34}
\end{equation*}
$$

which proves the uniform boundedness of $\partial \mu_{t}^{(N, 1)} / \partial \xi$. Further, by the Schrödinger equation (19) and the formula (22'), as applied to $\mu_{t}^{(N, 1)}$,

$$
\begin{align*}
\frac{\partial \mu_{t}^{(N, 1)}}{\partial t}-\eta \frac{\partial \mu_{t}^{(N, 1)}}{\partial \xi}= & -i \int d x_{1} \cdots d x_{N} \psi_{t}^{(N) *}\left(x_{1}-\frac{1}{2} \hbar_{N}, \xi, x_{2}, \ldots, x_{N}\right) \exp \left(i \eta \cdot x_{1}\right) \\
& \times \psi_{t}^{(N)}\left(x_{1}+\frac{1}{2} \hbar_{N} \xi_{1}, x_{2}, \ldots, x_{N}\right) \hbar_{N}^{-1}\left(V\left(x_{1}-x_{2}+\frac{1}{2} \hbar_{N} \xi\right)-V\left(x_{1}-x_{2}-\frac{1}{2} \hbar_{N} \xi\right)\right) . \tag{35}
\end{align*}
$$

By the Schwartz inequality $\left|\int A B\right|^{2} \leqslant\left(\delta|A|^{2}\right)\left(\delta|B|^{2}\right)$, the righthand side of this equation is majorized by $\left(\Phi_{t}^{(N)}(\xi) \Phi_{t}^{(N)}(-\xi)\right)^{1 / 2}$, where

$$
\begin{aligned}
\Phi_{t}^{(N)}(\xi)= & \int d x_{1} \cdots d x_{N}\left|\psi_{t}^{(N)}\left(x_{1}, \ldots, x_{N}\right)\right|^{2} \\
& \times\left|\left[V\left(x_{1}-x_{2}+\hbar_{N} \xi\right)-V\left(x_{1}-x_{2}\right)\right] / \hbar_{N}\right| \\
= & \int d x_{1} d x_{2} \rho^{(N, 2)}\left(x_{1}, x_{2}\right) \\
& \times\left|\left[V\left(x_{1}-x_{2}+\hbar_{N} \xi\right)-V\left(x_{1}, x_{2}\right)\right] / \hbar_{N}\right|,
\end{aligned}
$$

by (27). Since $\hbar_{N} \rightarrow \infty$ as $N \rightarrow \infty$ and $V(x) \sim|x|^{-1}$ for small $x$, it follows easily from this formula for $\Phi_{t}^{(N)}$ and the assumption (28) of Sec. I that $\Phi_{t}^{(N)}(\xi)$ is uniformly bounded over finite ranges of values of $t$ and $\xi$ and all sufficiently large $N$. Hence, so too is the rhs of (35). Consequently, it follows from that equation and (34) that $\partial \mu_{t}^{(N, 1)} / \partial \xi$ and $\partial \mu_{t}^{(N, 1)} / \partial t$ are both uniformly bounded over finite ranges of $t, \xi$, and $\eta$ and sufficiently large $N$. It follows then, from the Arzela-Ascoli theorem, that $\mu_{t}^{(N, 1)}$ converges pointwise to a limit $\mu_{t}^{(1)}$, which is continuous in $\xi$ and $t$, as $N$ tends to infinity over some sequence of integers. Similarly,

$$
\begin{equation*}
\mu_{t}^{(N, n)} \rightarrow \mu_{t}^{(n)}, \quad \text { pointwise, for all } n \rightarrow N \tag{36}
\end{equation*}
$$

as $N \rightarrow \infty$ over some sequence of integers, $\mu_{t}^{(n)}$ being continuous in the $\xi$ 's and $t$.

## C. Classical property of $\mu_{t}^{(n)}$

In view of the continuity property of $\mu_{t}^{(n)}$ that we have just observed, together with the fact that $\mu_{t}^{(n)}(0, \ldots, 0 ; 0, \ldots, 0)$ $=1$, by (22) and (23), it follows from Bochner's theorem that in order to establish that $\mu_{t}^{(n)}$ is a classical characteristic function, it suffices to prove that

$$
\begin{array}{r}
\sum_{n, s=1}^{i} \bar{c}_{r} c_{s} \mu_{1}^{(n)}\left(\xi_{1}^{(r)}-\xi_{1}^{(s)}, \ldots, \xi_{n}^{(r)}-\xi_{n}^{(s)} ;\right. \\
\left.\eta_{1}^{(r)}-\eta_{n}^{(s)} \ldots, \eta_{n}^{(r)}-\eta_{n}^{(s)}\right) \geqslant 0, \tag{37}
\end{array}
$$

for arbitrary complex numbers $c_{r}$ and values $\left(\xi_{1}^{(r)}, \ldots, \xi_{n}^{(r)} ; \eta_{1}^{(r)}, \ldots, \eta_{n}^{(r)}\right)$ of $\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)$, for $r=1, \ldots, l$. To prove this, we note that since, by (17)

$$
\left[x_{j}, p_{k}\right]=i \hbar_{N} \delta_{j k},
$$

$$
\begin{align*}
& W^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, . ., \eta_{n}\right) W^{(n)}\left(\xi_{1}^{\prime}, \ldots, \xi_{n}^{\prime} ; \eta_{1}^{\prime}, \ldots, \eta_{n}^{\prime}\right) \\
& =W^{(n)}\left(\xi_{1}^{\prime}-\xi_{1}, \ldots, \xi_{n}^{\prime}-\xi_{n} ; \eta_{1}^{\prime}-\eta_{1}, \ldots, \eta_{n}^{\prime}-\eta_{n}\right) \\
& \quad \times \exp \left(i \frac{\hbar_{N}}{2} \sum_{1}^{n}\left(\xi_{j}^{\prime} \cdot \eta_{j}-\xi_{j} \cdot \eta_{j}^{\prime}\right)\right) . \tag{38}
\end{align*}
$$

Hence, by (22) and (23), the inequality

$$
\left\|\mid \sum_{r=1}^{l} c_{l} W^{(n)}\left(\xi_{1}^{(r)}, \ldots, \xi_{n}^{(r)}, \eta_{1}^{(r)}, \ldots, \eta_{n}^{(r)}\right) \psi_{t}^{(N)}\right\|^{2} \geqslant 0
$$

reduces to the form

$$
\begin{aligned}
& \sum_{r, s=1}^{l} \bar{c}_{r} c_{s} \mu_{t}^{(N, n)}\left(\xi_{1}^{(r)}-\xi_{1}^{(s)}, \ldots, \xi_{n}^{(r)}-\xi_{n}^{(s)}\right. \\
& \left.\quad \eta_{1}^{(r)}-\eta_{1}^{(s)}, \ldots, \eta_{n}^{(r)}-\eta_{n}^{(s)}\right) \\
& \quad \times \exp \left(i \frac{\hbar_{N}}{2} \sum_{j=1}^{n}\left(\xi_{j}^{(r)} \cdot \eta_{j}^{(s)}-\xi_{j}^{(s)} \cdot \eta_{j}^{(r)}\right)\right) \geqslant 0
\end{aligned}
$$

Since by (18) and (23), $\hbar_{N} \rightarrow 0$ and $\mu_{t}^{(N, n)} \rightarrow \mu^{(n)}$ as $N \rightarrow \infty$, this last inequality reduces to the required form (37). We conclude therefore that $\mu_{t}^{(n)}$ is the characteristic function for a classical probability measure $m_{t}^{(n)}$, i.e.,

$$
\begin{align*}
\mu_{t}^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)= & \int \exp \left(i \sum_{1}^{n}\left(\xi_{j} \cdot v_{j}+\eta_{j} \cdot x_{j}\right)\right) \\
& \times d m_{t}^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{n}, \ldots, v_{n}\right) \tag{39}
\end{align*}
$$

Furthermore, since Eqs. (22)-(24) imply that

$$
\begin{aligned}
& \mu_{t}^{(m+n)}\left(\xi_{1}, \ldots, \xi_{n}, 0, \ldots, 0 ; \eta_{1}, \ldots, \eta_{n}, 0, \ldots, 0\right) \\
& \quad \equiv \mu_{t}^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)
\end{aligned}
$$

it follows from (39) that $m_{t}^{(n)}$ is the restriction to $\Delta_{1}^{n} \times \mathbf{R}^{3 n}$ of a probability measure $m_{t}$ on $\left(\Delta_{1} \times \mathbf{R}^{3}\right)^{\infty}, \Delta_{1}$ being the unit cube, as in Sec. I.

## D. Bound on the two-particle density

We shall now show that the bound, given by (28), on the two-particle density of $\Sigma_{N}^{\prime}$ implies a corresponding bound for the infinite system.

For this purpose, we denote by $P_{t}^{(2)}$ the two-particle probability density induced by $m_{t}$, i.e.,

$$
\begin{equation*}
\int \phi\left(x_{1}, x_{2}\right) d P_{t}^{(2)}\left(x_{1}, x_{2}\right)=\int \phi\left(x_{1}, x_{2}\right) d m_{t}^{(2)}\left(x_{1}, x_{2} ; v_{1}, v_{2}\right) \tag{40}
\end{equation*}
$$

for bounded continuous functions $\phi$. In particular, if the Fourier transform of $\phi$, namely
$\hat{\phi}\left(\eta_{1}, \eta_{2}\right)=\int d x_{1} d x_{2} \exp -i\left(\eta_{1} \cdot x_{1}+\eta_{2} \cdot x_{2}\right) \phi\left(x_{1}, x_{2}\right)$,
is $l^{1}$ class, then it follows from (22), (27), (28), (36), and (39)(41) that

$$
\begin{aligned}
& \int \phi\left(x_{1}, x_{2}\right) d P_{t}^{(2)}\left(x_{1}, x_{2}\right) \\
&=\sum_{\eta_{1}, \eta_{2}} \hat{\phi}^{\prime}\left(\eta_{1} \cdot \eta_{2}\right) \mu_{t}^{(2)}\left(0,0 ; \eta_{1}, \eta_{2}\right) \\
&=\lim _{N \rightarrow \infty} \sum_{\eta_{1}, \eta_{2}}{ }^{\prime} \hat{\phi}\left(\eta_{1}, \eta_{2}\right) \mu_{t}^{(N, 2)}\left(0,0 ; \eta_{1}, \eta_{2}\right) \\
&=\lim _{N \rightarrow \infty} \int \phi\left(x_{1}, x_{2}\right) p_{t}^{(N, 2)}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
\end{aligned}
$$

and hence

$$
\begin{align*}
& \left|\int \phi\left(x_{1}, x_{2}\right) d P_{t}^{(2)}\left(x_{1}, x_{2}\right)\right|<K_{T} \int\left|\phi\left(x_{1}, x_{2}\right)\right| d x_{1} d x_{2} \\
& \quad \text { for } 0 \leqslant t \leqslant T \tag{42}
\end{align*}
$$

Now this result has been obtained here for bounded continuous functions $\phi$, whose Fourier transforms $\phi$ are $l^{1}$ class. Since these include the $C^{\infty}$ class functions $\phi$, it follows that (42) may be extended by continuity to all bounded continuous ones on $\Delta_{1} \times \Delta_{1}$. Consequently, $P_{t}^{(2)}$ is absolutely continuous with respect to the Lebesgue measure, and its density $\rho_{t}^{(2)}$ is majorized by $K_{T}$, i.e.,

$$
\begin{equation*}
d P_{t}^{(2)}\left(x_{1}, x_{2}\right)=\rho_{t}^{(2)}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{t}^{(2)}\left(x_{1}, x_{2}\right)<K_{T} \quad \text { (a.e.) for } 0 \leqslant t \leqslant T \tag{44}
\end{equation*}
$$

Further, as the volume of $\Delta_{1}$ is unity, it follows from this result that the one-particle probability density is also bounded by $K_{T}$, i.e.,

$$
\begin{equation*}
\rho_{t}^{(1)}(x) \equiv \int_{\Delta_{t}} d x^{\prime} \rho_{t}^{(2)}\left(x, x^{\prime}\right)<K_{T}, \quad \text { for } 0 \leqslant t \leqslant T \tag{45}
\end{equation*}
$$

## E. The initial form of $m$

It follows immediately from Eqs. (15), (36), and (39) that the initial probability measure $m_{0}$ has the factorization property

$$
\begin{equation*}
d m_{0}^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right)=\prod_{j=1}^{n} d m_{0}^{(1)}\left(x_{j}, v_{j}\right) \tag{46}
\end{equation*}
$$

Hence, $m_{0}$ is completely determined by $m_{0}^{(1)}$. In order to show that this one-particle measure has the form given by (29) we observe that it follows from (34) that

$$
\left|\frac{\partial \mu_{0}^{(N, 1)}}{\partial \xi}\right| \leqslant\left(\psi^{(N)}, p_{1}^{2} \psi^{(N)}\right)^{1 / 2}
$$

Hence, by condition (i), $\partial \mu_{0}^{(N, 1)} / \partial \xi \rightarrow 0$, uniformly with respect to $\xi$ and $\eta$, as $N \rightarrow \infty$. Consequently, by (36), $\partial \mu_{0}^{(1)} / \partial \xi$ $=0$, i.e., $\mu_{0}^{(1)}$ is $\xi$ independent. This implies that $m_{0}^{(1)}$ takes the form

$$
d m_{0}^{(1)}(x, v)=d P^{(1)}(x) \delta(v) d v
$$

where $P^{(1)}$ is the one-particle spatial probability. Since, by
(45) this corresponds to a density $\sigma_{0}$, say, it follows that

$$
\begin{equation*}
d m_{0}^{(1)}(x, v)=\sigma_{0}(x) \delta(v) d x d v \tag{47}
\end{equation*}
$$

which confirms the formula (29). We shall generally assume that the initial density $\sigma_{0}$ is strictly positive everywhere.

## III. THE VLASOV HIERARCHY

We now aim to obtain the equation of motion for $m_{t}$. First we note that, for a modified version of $\Sigma_{N}^{\prime}$, for which the potential $V$ of Eq. (20) is suitably regular, it has already been established ${ }^{2,11}$ that the limit measure $m_{t}$ evolves according to the Vlasov hierarchy, namely

$$
\begin{align*}
\frac{d}{d t} \int & \phi^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right) d m_{t}^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right) \\
= & \sum_{j=1}^{n} \int v_{j} \cdot \frac{\partial \phi^{(n)}}{\partial x_{j}}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right) \\
& \times d m_{t}^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right)-\sum_{j=1}^{n} \int \nabla V\left(x_{j}-x_{n+1}\right) \\
& \times \frac{\partial \phi^{(n)}}{\partial v_{j}}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right) \\
& \times d m_{t}^{(n+1)}\left(x_{1}, \ldots, x_{n+1} ; v_{1}, \ldots, v_{n+1}\right) \tag{48}
\end{align*}
$$

where the test functions $\phi^{(n)}$ are continuously differentiable, possess the periodicity of $\Delta_{1}$ in the $x$ 's, and have compact support in the $v$ 's; we shall refer to these as the $C_{0}^{1}$-class functions. Our objective now is to derive the hierarchy (48) for the Coulomb system $\Sigma_{N}^{\prime}$, subject to the uniform boundedness assumption on its two-particle density. We note here that, in view of the corresponding boundedness condition for the infinite system, it suffices, for the proof of (48), to establish the validity of that hierarchy for functions $\phi^{(n)}$, whose Fourier transforms, namely

$$
\begin{align*}
& \hat{\phi}^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \\
&=(2 \pi)^{-3} \int d x_{1} \cdots d x_{n} d v_{1} \cdots d v_{n} \phi^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right) \\
& \times \exp i \sum_{j=1}^{n}\left(\xi_{j} \cdot x_{j}+\eta_{j} \cdot v_{j}\right), \tag{49}
\end{align*}
$$

have compact support and are continuously differentiable with respect to the $\xi$ 's, since the extension to $C_{0}^{1}$-class functions can then be achieved by continuity.

Thus, we consider the time dependence of $\int \phi^{(n)} d m_{t}^{(n)}$ for functions $\phi^{(n)}$ whose Fourier transforms are continuously differentiable with respect to the $\xi$ 's and have compact support. Now, by (39) and (49),

$$
\int \phi^{(n)} d m_{t}^{(n)}-\int \phi^{(n)} d m_{0}^{(n)}=\sum_{\eta}^{\prime} \int d \xi \hat{\phi}^{(n)}\left(\mu_{t}^{(n)}-\mu_{0}^{(n)}\right)
$$

where $\Sigma_{\eta}^{\prime}$ and $f d \xi$ signify summation over $\eta_{1}, \ldots, \eta_{n}$ and integration over $\xi_{1}, \ldots, \xi_{n}$, respectively. Hence, by (36)

$$
\begin{aligned}
\int \phi^{(n)} & d m_{t}^{(n)}-\int \phi^{(n)} d m_{0}^{(n)} \\
& =\lim _{N \rightarrow \infty} \sum_{\eta}^{\prime} \int d \xi \hat{\phi}^{(n)}\left(\mu_{t}^{(N, n)}-\mu_{0}^{(N, n)}\right) \\
& =\lim _{N \rightarrow \infty} \int_{0}^{t} d s \sum_{\eta}^{\prime} \int d \xi \hat{\phi}^{(n)} \frac{\partial \mu_{s}^{(N, n)}}{\partial s}
\end{aligned}
$$

On substituting into this equation the formula for $\partial \mu_{s}^{(N, n)} / \partial s$ obtained from the Schrödinger equation (19) and the definition (22') of $\mu^{(N, n)}$, we find that

$$
\begin{align*}
\int \phi^{(n)} d m_{t}-\int \phi^{(n)} d m_{0}= & -\lim _{N \rightarrow \infty} \int_{0}^{t} d s \sum_{\eta}^{\prime} \int d \xi \sum_{j=1}^{n} \eta_{j} \cdot \frac{\partial \hat{\phi}^{(n)}}{\partial \xi_{j}} \mu_{s}^{(N, n)}  \tag{50a}\\
& +\lim _{N \rightarrow \infty} N^{-1} \int_{0}^{t} d s \sum_{\eta}^{\prime} \int d \xi \hat{\phi}^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \int d x_{1} \cdot d x_{N} \psi_{s}^{(N)^{*}}\left(x_{1}-\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}\right. \\
& \left.-\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, \ldots, x_{N}\right) \psi_{s}^{(N)}\left(x_{1}+\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}+\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, \ldots, x_{N}\right) \\
& \times \hbar_{N}^{-1} \sum_{j, k=1}^{n}\left(V\left(x_{j}-x_{k}-\frac{1}{2} \hbar_{N}\left(\xi_{j}-\xi_{k}\right)\right)-V\left(x_{j}-x_{k}+\frac{1}{2} \hbar_{N}\left(\xi_{j}-\xi_{k}\right)\right)\right)  \tag{50b}\\
& +\lim _{N \rightarrow \infty}\left\{( 1 - \frac { n } { N } ) \int _ { 0 } ^ { t } d s \sum _ { \eta } ^ { \prime } \int d \xi \hat { \phi } ^ { ( n ) } ( \xi _ { 1 } , \ldots , \xi _ { n } ; \eta _ { 1 } , \ldots , \eta _ { n } ) \int d x _ { 1 } \ldots d x _ { N } \psi _ { s } ^ { ( N ) ^ { * } } \left(x_{1}-\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}\right.\right. \\
& \left.-\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, \ldots, x_{N}\right) \psi_{s}^{(N)}\left(x_{1}+\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}-\frac{1}{2} \hbar_{N} \xi_{N}, x_{n+1}, \ldots, x_{N}\right) \hbar_{N}^{-1} \\
& \left.\times \sum_{j=1}^{n}\left(V\left(x_{j}-x_{n+1}-\frac{1}{2} \hbar_{N} \xi_{j}\right)-V\left(x_{j}-x_{n+1}+\frac{1}{2} \hbar_{N} \xi_{j}\right)\right)\right\} \tag{50c}
\end{align*}
$$

Since $\hbar_{N} \rightarrow 0$ as $N \rightarrow \infty$, it follows easily from (36), (39), and (49) that

$$
\begin{equation*}
\operatorname{Term}(50 \mathrm{a})=-\int_{0}^{t} d s \sum_{j=1}^{n} \int v_{j} \cdot \frac{\partial \phi^{(n)}}{\partial x_{j}} d m_{0}^{(n)} \tag{51a}
\end{equation*}
$$

Further, by the argument used to prove the uniform boundedness of (35), it follows that the spatial integral in (50b) is also uniformly bounded, and therefore, in view of the factor $N^{-1}$ in (49b),

$$
\begin{equation*}
\operatorname{Term}(50 b)=0 \tag{51b}
\end{equation*}
$$

The same argument may easily be employed to show that, if $V_{g}(x)$ is a continuously differentiable function that coincides with $V(x)$ for $|x| \geqslant g$ and whose gradient is less, in modulus, than $c / g^{2}$ for some constant $c$, then the whole term in curly brackets in ( 50 c ) is the limit, as $g \rightarrow 0$, of the corresponding term with $V_{g}$ replacing $V$, the convergence to this limit being uniform in $N$. Hence,
Term (50c)

$$
\begin{aligned}
& =\lim _{g \rightarrow 0} \lim _{N \rightarrow \infty}\left(1-\frac{n}{N}\right) \int_{0}^{t} d s \\
& \\
& \times \sum_{n}^{\prime} \int d \xi \hat{\phi}^{(n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \\
& \\
& \times \int d x_{1} \cdots d x_{N} \psi_{s}^{(N)^{*}} \\
& \\
& \times\left(x_{1}-\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}-\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, \ldots, x_{N}\right) \\
& \times \psi_{s}^{(N)}\left(x_{1}+\frac{1}{2} \hbar_{N} \xi_{1}, \ldots, x_{n}+\frac{1}{2} \hbar_{N} \xi_{n}, x_{n+1}, x_{N}\right) \\
& \times \hbar_{N}^{-1}\left[V_{g}\left(x_{j}-x_{n+1}-\frac{1}{2} \hbar_{N} \xi_{j}\right)\right. \\
& \left.\quad-V_{g}\left(x_{j}-x_{n+1}+\frac{1}{2} \hbar_{N} \xi_{j}\right)\right] .
\end{aligned}
$$

Since $V_{\mathrm{g}}$ is bounded and continuously differentiable, it follows easily from (22'), (36), (39), and (49) that this last equation signifies that
Term (50c)

$$
\begin{aligned}
= & \lim _{g \rightarrow 0} \int_{0}^{t} d s \sum_{j=1}^{n} \int-\nabla V_{g}\left(x_{j}-x_{n+1}\right) \cdot \frac{\partial \phi^{(n)}}{\partial v_{j}} \\
& \times d m_{s}^{(n+1)}\left(x_{1}, \ldots, x_{n+1} ; v_{1}, \ldots, v_{n+1}\right)
\end{aligned}
$$

Hence, in view of our above specifications of $V_{g}$ it follows from the uniform boundedness property (44) of the two-particle density that
Term (50c)

$$
\begin{equation*}
=\int_{0}^{t} d s \sum_{j=1}^{n} \int-\nabla V\left(x_{j}-x_{n+1}\right) \cdot \frac{\partial \phi^{(n)}}{\partial v_{j}} d m_{s}^{(n+1)} \tag{51c}
\end{equation*}
$$

On using the formulas (51a)-(51c) for the terms (50a)-(50c), we see that

$$
\begin{aligned}
& \int \phi^{(n)} d m_{t}^{(n)}-\int \phi^{(n)} d m_{0}^{(n)} \\
&= \int_{0}^{t} d s \sum_{j=1}^{n}\left(\int v_{j} \frac{\partial \phi^{(n)}}{\partial x_{j}} d m_{s}^{(n)}\right. \\
&\left.-\int \nabla V\left(x_{j}-x_{n+1}\right) \cdot \frac{\partial \phi}{\partial v_{j}} d m_{s}^{(n+1)}\right),
\end{aligned}
$$

which is equivalent to the Vlasov hierarchy (48).

## IV. THE VLASOV DYNAMICS

The Vlasov hierarchy (48) is closely related to the sin-gle-particle Vlasov equation, namely

$$
\begin{align*}
& \frac{d}{d t} \int \phi(x, v) d m_{t}^{(1)}(x, v) \\
&= \int v \cdot \frac{\partial \phi}{\partial x}(x, v) d m_{t}^{(1)}(x, v)-\int \nabla V\left(x, x^{\prime}\right) \cdot \frac{\partial \phi}{\partial v}(x, v) \\
& \times d m_{t}^{(1)}(x, v) d m_{t}^{(1)}\left(x^{\prime}, v^{\prime}\right) . \tag{52}
\end{align*}
$$

For if $m_{t}^{(1)}$ is a solution of this latter equation, with initial value $m_{0}^{(1)}$, then it follows easily from (48) that the Vlasov hierarchy has a solution

$$
\begin{equation*}
d m_{t}^{(n)}\left(x_{1}, \ldots, x_{n} ; v_{1}, \ldots, v_{n}\right)=\prod_{j=1}^{n} d m_{t}^{(1)}\left(x_{j}, v_{j}\right) \tag{53}
\end{equation*}
$$

which satisfies the initial condition (46). Moreover, it follows from a slight adaptation of the treatment of the Vlasov equation (52) by Illner and Neunzert ${ }^{12}$ that the latter equation does indeed have a solution, though there is no proof of its
uniqueness. What we can say, then, is that the hierarchy (48) has a solution possessing the factorization property (53), with $m_{1}^{(1)}$ satisfying the one-particle Vlasov equation. Here we remark that a stronger statement could be made if, instead of the singular Coulomb potential $V$, one had a suitably regular one in the Vlasov hierarchy; for in that case it would follow from known results ${ }^{2,11,13,14}$ that the solutions of both the Vlasov equation (52) and the hierarchy (52) were unique and related by the formula (53).

Thus, as we do not have general uniqueness theorems for the Coulomb systems, we need further assumptions of a physical nature in order to obtain solutions of the Vlasov dynamics. Our key assumption is that, as in the case of a regular potential, the factorization property ( 53 ) is preserved at all times. Physically, this is equivalent to assuming that the Coulomb singularity does not lead to turbulence, since the property ( 53 ) is the condition for the macroscopic observables $A^{(N)}$ of the model $\Sigma_{N}$ to be dispersion-free at all times, in the limit $N \rightarrow \infty$, i.e.,

$$
\left\langle A_{1}^{(N)} \ldots A_{n}^{(N)}\right\rangle_{t}-\prod_{j=1}^{n}\left\langle A_{j}^{(N)}\right\rangle_{t} \rightarrow 0, \quad \text { as } N \rightarrow \infty .
$$

Assuming, then, the factorization property (53), it follows from Eq. (48), for $n=1$, that, in view of the boundedness of the two-particle density, $m_{t}^{(1)}$ satisfies the Vlasov equation (52). This, in turn, is the same as the Liouville equation

$$
\begin{align*}
& \frac{d}{d t} \int \phi(x, v) d m_{t}^{(1)}(x, v) \\
& \quad=\int\left(v \cdot \frac{\partial \phi(x, v)}{\partial x}+E_{t}(x) \cdot \frac{\partial \phi(x, v)}{\partial v}\right) d m_{t}^{(1)}(x, v) \tag{54}
\end{align*}
$$

where the electric field $E_{t}(x)$ is defined by the self-consistency condition

$$
\begin{equation*}
E_{t}(x)=-\int \nabla V\left(x-x^{\prime}\right) d m_{t}^{(1)}\left(x^{\prime}, v^{\prime}\right) \tag{55}
\end{equation*}
$$

In a standard way, ${ }^{14}$ the solution of the Liouville equation (54) can be expressed in terms of that of the one-particle equations

$$
\begin{align*}
& \frac{d x_{t}}{d t}=v_{t}, \frac{d v_{z}}{d t}=E_{t}\left(x_{t}\right) \\
& \quad \text { with } x_{0}=x \text { and } v_{0}=v \tag{56}
\end{align*}
$$

provided that the latter equations have a unique solution. In fact, they will have it if the electric field $E_{t}(x)$ is sufficiently regular, e.g., if its spatial derivatives are uniformly bounded over finite time intervals. We shall assume that $E_{t}(x)$ satisfies this latter condition of macroscopic regularity-one which evidently excludes the occurrence of shock waves. Under this condition, then, (56) has a unique solution

$$
\begin{equation*}
x_{t}=X_{t}(x, v), \quad v_{t}=V_{t}(x, v), \tag{57}
\end{equation*}
$$

the transformation $x, v \rightarrow x_{t}, v_{t}$ being canonical. Correspondingly, the solution of (54) takes the form ${ }^{14}$
$\int \phi(x, v) d m_{t}^{(1)}(x, v)=\int \phi\left[X_{t}(x, v), V_{t}(x, v)\right] d m_{0}^{(1)}(x, v)$.
In view of the initial condition (47), this solution may be reexpressed as

$$
\begin{equation*}
\int \phi(x, v) d m_{t}^{(1)}(x, v)=\int \phi\left[\bar{X}_{t}(x), \bar{V}_{t}(x)\right] \sigma_{0}(x) d x \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{X}_{t}(x) \equiv X_{t}(x, 0) \quad \text { and } \bar{V}_{t}(x) \equiv V_{t}(x, 0) \tag{60}
\end{equation*}
$$

Equations (53) and (59) constitute the solution of the Vlasov hierarchy.

## V. PHENOMENOLOGICAL EQUATIONS

As a first step towards deriving the phenomenological equations (2) from the Vlasov dynamics, we observe that, by (56) and ( 60 ), $\bar{X}_{t}(x)$ and $\bar{V}_{t}(x)$ correspond to the position and velocity of a "fluid particle" initially at rest at $x$, in the Lagrangian description of hydrodynamics (cf. Lamb ${ }^{15}$ ). To pass from this to a Eulerian description, we have first to establish that $\bar{X}_{t}(x)$ is an invertible function of $x$, i.e., that the Jacobian $\partial \bar{X}_{t}(x) / \partial x$ of the transformation from $x$ to $\bar{X}_{t}(x)$ does not vanish. We shall now show that the nonvanishing of this Jacobian follows from the boundedness of the time-dependent density [cf. (45)] and the assumption, made in Sec. II, that the initial density $\sigma_{0}(x)$ is strictly positive. Thus we note that if $\tau$ is the volume of an infinitesimal fluid particle at $x$, at time $t=0$, then its volume at time $t$, when the particle has migrated to $\bar{X}_{t}(x)$, is $\tau\left|\partial \bar{X}_{t}(x) / \partial x\right|$. Consequently, as one can infer from (59), the density of the fluid at $\bar{X}_{t}(x)$ is $\sigma_{0}(x)\left|\partial \bar{X}_{t}(x) / \partial x\right|^{-1}$. Hence in view of the boundedness of the time-dependent density and the nonvanishing of $\sigma_{0}(x)$, it follows that the Jacobian $\partial \bar{X}_{t}(x) / \partial x$ cannot vanish, and consequently that the transformation $x \rightarrow \bar{X}_{t}(x)$ is invertible.

It therefore follows that the formula (59) for $m_{t}^{(1)}$ may be expressed in the form

$$
\begin{equation*}
\int \phi(x, v) d m_{t}^{(1)}(x, v)=\int \phi\left(x, u_{t}(x)\right) \sigma_{t}(x) d x \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{t}(x)=\sigma_{0}\left(\bar{X}_{t}^{-1}(x)\right)\left|\partial \bar{X}_{t}^{-1}(x) / \partial x\right| \tag{62}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}(x)=\bar{V}_{t}\left(\bar{X}_{t}^{-1}(x)\right) . \tag{63}
\end{equation*}
$$

Equation (61) may also be written in the form

$$
d m_{t}^{(1)}(x)=\sigma_{t}(x) \delta\left(v-u_{t}(x)\right) d x d v
$$

which signifies that $\sigma_{t}(x)$ is the normalized density and $u_{t}(x)$ the hydrodynamical drift velocity at the point $x$, at time $t$. It now remains for us to show that the evolution of $\sigma_{t}, u_{t}$, and the electric field $E_{t}$ is governed by Eqs. (2).

To obtain (2a), we note, by (62),

$$
\begin{equation*}
\int \sigma_{t}(x) \phi(x) d x=\int \sigma_{0}(x) \phi\left(\bar{X}_{t}(x)\right) d x \tag{64}
\end{equation*}
$$

for any bounded continuous function $\phi$. Choosing $\phi$ to be continuously differentiable, it follows that

$$
\begin{aligned}
\frac{d}{d t} \int \sigma_{t}(x) \phi(x) d x & =\int \sigma_{0}(x) \frac{\partial \bar{X}_{t}(x)}{\partial t} \cdot \nabla \phi\left(\bar{X}_{t}(x)\right) \\
& =\int \sigma_{0}(x) \bar{V}_{t}(x) \cdot \nabla \phi\left(\bar{X}_{t}(x)\right)
\end{aligned}
$$

by (56) and (60).
Hence, using (64) again,

$$
\begin{equation*}
\frac{d}{d t} \int \sigma_{t}(x) \phi(x) d x-\int \sigma_{t}(x) u_{t}(x) \cdot \nabla \phi(x) d x=0 \tag{65}
\end{equation*}
$$

which is the "weak" form of Eq. (2a), i.e., it is the formula obtained by integrating (2a) against $C^{1}$-class functions $\phi$. It reduces precisely to ( 2 a ) under the further assumptions that $\sigma_{t}(x)$ is $C^{1}$ class with respect to $x$ and $t$ and that $u_{t}(x)$ is $C^{2}$ with respect to $x$.

To prove (2b), we observe that, by (63),

$$
u_{t}\left(\bar{X}_{t}(x)\right)=\bar{V}_{t}(x)
$$

and therefore, assuming differentiability of $u_{t}(x)$ with respect to $x$ and $t$,

$$
\frac{\partial u_{t}}{\partial t}\left(\bar{X}_{t}(x)\right)+\frac{\partial \bar{X}_{t}(x)}{\partial t} \cdot \nabla u_{t}\left(\bar{X}_{t}(x)\right)=\frac{\partial \bar{V}_{t}(x)}{\partial t}
$$

$\mathrm{By}(56)$ and $(60)$, this reduces to the form

$$
\frac{\partial u_{t}}{\partial t}\left(\bar{X}_{t}(x)\right)+\bar{V}_{t}(x) \cdot \nabla u_{t}\left(\bar{X}_{t}(x)\right)=E_{t}\left(\bar{X}_{t}(x)\right) .
$$

Hence, as $\bar{X}_{t}$ is invertible and $u_{t}(x)=\bar{V}_{t}\left(\bar{X}_{t}^{-1}(x)\right)$, by (62),

$$
\frac{\partial u_{t}(x)}{\partial t}+\left(u_{t}(x) \cdot \nabla\right) u_{t}(x)=E_{t}(x)
$$

which is the required equation ( 2 b ).
To prove (2c), we employ Eqs. (55) and (61) to express $E_{t}$ in the form

$$
E_{t}(x)=-\int \nabla V\left(x-x^{\prime}\right) \sigma_{t}\left(x^{\prime}\right) d x^{\prime}
$$

Hence, by (21) and the normalization of $\sigma_{t}$,

$$
\operatorname{div} E_{t}(x)=\sigma_{t}(x)-1
$$

which is Eq. (2c).
This completes the derivation of the phenomenological equations (2).

## VI. CONCLUDING REMARKS

By exploiting the long range and the scaling properties of the Coulomb interactions, we have derived the phenomenological equations (2) of the Jellium model from its Schrödinger equation and the initial conditions (1)-(3). The additional assumptions on which our derivation depends are that (a) the interelectronic repulsion keeps the two-particle density bounded [cf. (28)] and thereby tames the Coulomb singularity, and (b) the macroscopic dynamics is free from turbulence and sufficiently regular for the internal electric field to be continuously differentiable (cf. Secs. IV and V). In our view, such assumptions are indispensable, since the problem of obtaining mathematical control on the effect of the Coulomb singularity on multiple electron scattering processes is fantastically complicated.

As regards the main result obtained here, we emphasize again that this represents the macroscopic continuum mechanics of the model on the largest possible length scale. As explained near the end of Sec. I, this description is too coarse to accommodate either viscous stresses or pressure gradients. Evidently, a finer treatment is needed in order to represent these effects. Hence, the present theory should be regarded as providing just a skeletal version of a derivation of plasma electrohydrodynamics from quantum theory.
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## APPENDIX: CONSTRUCTIONS

In order to construct a class of states $\Psi^{(N)}$ of $\Sigma_{N}$, which sastisfy conditions (1)-(3), we start by dividing the box $\Delta_{L}$ into $N^{\prime}$ equal cubic cells $\left\{C_{J}\right\}$, whose sides are of length $l$, independent of $N$, and whose centers are at the respective points $\left\{X_{J}\right\}$. Thus

$$
\begin{equation*}
N^{\prime}=(L / l)^{3}=N / \bar{n} l^{3} . \tag{A1}
\end{equation*}
$$

We distribute the particles of $\Sigma_{N}$ among the cells, so that the number $n_{J}$ in $C_{J}$ is of the form

$$
\begin{equation*}
n_{J}=v\left(X_{J} / L\right) \tag{A2}
\end{equation*}
$$

where $v$ is some smooth function. For each cell, $C_{J}$, we construct a state $\Psi_{J}$, given by a normalized, antisymmetric function of the positions of the $n_{J}$ particles there, which satisfies the following conditions.
(A) First, $\Psi_{J}$ and its derivatives vanish on the boundary of $C_{J}$. The total kinetic and potential energies of the particles in the cell, interacting via the two-body potential $e^{2} V^{(L)}$, are therefore given unambiguously by the formulas

$$
\begin{equation*}
T_{J}=\frac{\hbar^{2}}{2 m} n_{J} \int d X_{1} \cdots d X_{n_{J}}\left|\nabla_{X_{1}} \Psi_{J}\left(X_{1}, \ldots, X_{n_{J}}\right)\right|^{2} \tag{A3}
\end{equation*}
$$

and

$$
\begin{align*}
V_{J}= & \frac{1}{2} n_{J}\left(n_{J}-1\right) e^{2} \int d X_{1} \cdots d X_{n_{J}} V^{(L)}\left(X_{1}-X_{2}\right) \\
& \times\left|\Psi_{J}\left(X_{1}, \ldots, X_{n_{J}}\right)\right|^{2} \tag{A4}
\end{align*}
$$

all integrations being taken over $C_{J}$.
(B) Both $T_{J}$ and $V_{J}$ are less than some finite constant $B_{1}$ for every one of the cells $C_{J}$.
(C) The one-particle probability density for the state $\Psi_{J}$, namely

$$
\begin{equation*}
P_{J}(X)=\int d X_{2} \cdots d X_{n_{J}}\left|\Psi_{J}\left(X, X_{2}, \ldots, X_{n_{J}}\right)\right|^{2} \tag{A5}
\end{equation*}
$$

is bounded, uniformly with respect to $J$, i.e.,

$$
P_{J}(X)<B_{2},
$$

where $B_{2}$ is a finite constant, independent of $J$.
Having constructed the cellular states $\Psi_{J}$ according to these specifications, we define $\Psi^{(N)}$ to be the state given by their antisymmetrized product, i.e.,

$$
\begin{equation*}
\Psi^{(N)}=A \sum_{\text {antisymm }} \prod_{J} \Psi_{J}, \quad \text { with } A=\left[\left(\prod_{J} n_{J}!\right) \quad(N!)^{-1}\right]^{1 / 2} . \tag{A6}
\end{equation*}
$$

We shall now show that it follows from this definition
and the properties $(\mathrm{A})-(\mathrm{C})$ of the $\Psi_{J}$ 's that $\Psi^{(N)}$ satisfies the conditions (1)-(3).

Proof of (1): It follows from (A6) and the property (A) that the expectation value of the kinetic energy of $\Sigma_{N}$, for the state $\Psi^{(N)}$, is $\Sigma_{J} T_{J}$; and, by (B) and Eq. (A1), this is less than $N^{\prime} B_{1} \equiv N B / \bar{n} l^{3}$. Thus (1) is satisfied, with $B=B_{1} / \bar{n} l^{3}$.

Proof of (2): Since, by Eq. (3), the interactions in $\Sigma_{N}$ are due to the pair potential $e^{2} V^{(L)}$, it follows from Eqs. (A2) and (A4)-(A6) that the expectation value of the potential energy of this system, for the state $\Psi^{(N)}$, is

$$
\begin{align*}
& \sum_{J} V_{J}+\sum_{J \neq J^{\prime}} e^{2} v\left(X_{J} / L\right) v\left(X_{J^{\prime}} / L\right) \int_{C_{J}} d X \int_{C_{J}^{\prime}} d X^{\prime} \\
& \times V^{(L)}\left(X-X^{\prime}\right) P_{J}(X) P_{J}\left(X^{\prime}\right) \tag{A7}
\end{align*}
$$

By property (B) and Eq. (A1), the first of these sums is less than $B_{2} N^{\prime} \equiv B_{2} N / \bar{n} l^{3}$. It therefore remains for us to prove that the second sum is less than some constant times $N^{2 / 3}$, for large $N$. Since $V^{(L)}\left(X-X^{\prime}\right)$ is the difference between $\left|X-X^{\prime}\right|^{-1}$ and its average over $\Delta_{L}$, we can majorize this second sum by

$$
\begin{align*}
& e^{2} \sum_{J \neq J^{\prime}} v\left(X_{J} / L\right) v\left(X_{J^{\prime}} / L\right) \\
& \quad \times \int_{C_{J}} d X \int_{C_{J^{\prime}}} d X^{\prime} P_{J}(X) P_{J}\left(X^{\prime}\right) /\left|X-X^{\prime}\right| \tag{A8}
\end{align*}
$$

By property $(\mathrm{C})$, both $P_{J}(X)$ and $P_{J}\left(X^{\prime}\right)$ are less than a constant $B_{2}$; consequently, it is a simple matter to show that, to adequate accuracy, we may replace the double integral in (A8) by $\left|X_{J}-X_{J} \cdot\right|^{-1}$, thereby reducing that expression to

$$
e^{2} \sum_{J \neq J^{\prime}} v\left(X_{J} / L\right) v\left(X_{J^{\prime}} / L\right) /\left|X_{J}-X_{J^{\prime}}\right|
$$

Likewise, by standard arguments, we may replace this last expression by

$$
\frac{e^{2}}{l^{6}} \int_{\Delta_{L}} d X \int_{\Delta_{L}} d X^{\prime} v(X / L) v\left(X^{\prime} / L\right) /\left|X-X^{\prime}\right|
$$

On putting $X=L x$ and $X^{\prime}=L x^{\prime}$, this reduces to

$$
\frac{e^{2} L^{5}}{l^{6}} \int_{\Delta_{1}} d x \int_{\Delta_{1}} d x^{\prime} v(x) v\left(x^{\prime}\right) /\left|x-x^{\prime}\right|
$$

$\Delta_{1}$ being the unit box, as previously. The double integral in this expression is a finite constant, since $v$ has been specified to be a smooth function. From this we conclude that the second sum in (A7) is majorized by a constant times $L^{5}$, and therefore, as $L=(N / \bar{n})^{1 / 3}$, by a constant times $N^{5 / 3}$, as required.

Proof of (3): We shall start by showing that, in order to prove (3), it suffices to establish the formula (15) for the case when the $\xi$ 's are all zero. Thus, we note that it follows from (12) that

$$
\frac{\partial \mu_{0}^{(N, 1)}}{\partial \xi}(\xi, v)=\frac{i}{2 m L \omega}\left(\Psi^{(N)},\left(P_{1} U+U P_{1}\right) \Psi^{(N)}\right)
$$

where

$$
U=\exp \left(\frac{i \xi \cdot P_{1}}{2 m L \omega}\right) \exp \left(\frac{i \eta \cdot X_{1}}{L}\right) \exp \left(\frac{i \xi \cdot P_{1}}{2 m L \omega}\right)
$$

and, therefore, as this operator is unitary,

$$
\left|\frac{\partial \mu_{o}^{(N, 1)}}{\partial \xi}\right|^{2} \leqslant \frac{\left(\Psi^{(N)}, P_{1}^{2} \Psi^{(N)}\right)}{(m L \omega)^{2}},
$$

which is just the kinetic energy per particle of $\Sigma_{N}$, divided by $\frac{1}{2} m L^{2} \omega^{2}$. Hence, it follows from (1) that $\partial \mu_{0}^{(n, 1)} / \partial \xi \rightarrow 0$ as $L$, and thus $N$, tends to infinity, the convergence being uniform with respect to $\xi$ and $\eta$. Consequently,

$$
\mu_{0}^{(N, 1)}(\xi, \eta)-\mu_{0}^{(N, 1)}(0, \eta) \rightarrow 0, \quad \text { as } N \rightarrow \infty
$$

and likewise

$$
\begin{aligned}
& \mu_{0}^{(N, n)}\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \\
& \quad-\mu_{0}^{(N, n)}\left(0, \ldots, 0 ; \eta_{1}, \ldots, \eta_{n}\right) \rightarrow 0, \quad \text { as } N \rightarrow \infty
\end{aligned}
$$

Therefore, as (12) implies that the $\mu^{(N, n)}$ 's are uniformly bounded, the proof of (3) reduces to that of Eq. (15) for the case where the $\xi$ 's are all zero. This means that we need only to prove that

$$
\begin{equation*}
\mu_{t}^{(N, n)}\left(0, \ldots, 0 ; \eta_{1}, \ldots, \eta_{n}\right)-\prod_{1}^{n} \mu_{0}^{(N, 1)}\left(0, \eta_{j}\right) \rightarrow 0, \quad \text { as } N \rightarrow \infty \tag{A9}
\end{equation*}
$$

We shall restrict our explicit proof to the case $n=2$; the general proof follows a similar pattern. By Eq. (12),

$$
\begin{align*}
& \mu_{0}^{(N, 2)}\left(0,0 ; \eta, \eta^{\prime}\right)-\mu_{0}^{(N, 1)}(0, \eta) \mu_{0}^{(N, 1)}\left(0, \eta^{\prime}\right) \\
&= \int_{\Delta_{L}} d X \int_{\Delta_{L}} d X^{\prime}\left(P^{(N)}\left(X, X^{\prime}\right)-P^{(N, 1)}(X) P^{(N, 1)}\left(X^{\prime}\right)\right) \\
& \times \exp i\left(\eta \cdot X+\eta^{\prime} \cdot X^{\prime}\right) / L \tag{A10}
\end{align*}
$$

where $P^{(N, 1)}$ and $P^{(N, 2)}$ are the one- and two-particle probability densities for the state $\Psi^{(N)}$, i.e.,

$$
\begin{equation*}
P^{(N, 1)}(X)=\int d X_{2} \cdots d X_{N}\left|\Psi^{(N)}\left(X, X_{2}, \ldots, X_{N}\right)\right|^{2} \tag{Al1}
\end{equation*}
$$

and

$$
\begin{equation*}
P^{(N, 2)}\left(X, X^{\prime}\right)=\int d X_{3} \cdots d X_{N}\left|\Psi^{(N)}\left(X, X^{\prime}, X_{3}, \ldots, X_{N}\right)\right|^{2} \tag{A12}
\end{equation*}
$$

Defining the one- and two-particle probability densities $P_{J}^{(1)}$ and $P_{J}^{(2)}$ for the cellular state $\Psi_{J}$ in an analogous way, it follows from (A6) that

$$
\begin{aligned}
& P^{(N, 1)}(X)=A^{2} \frac{(N-1)!}{\left(n_{J}-1\right)!\Pi_{J^{\prime} \neq J} n_{J}!} P_{J}^{(1)}(X) \\
& \quad=\frac{n_{J}}{N} P_{J}^{(1)}(X) \quad \text { if } X \text { lies in } C_{J}, \\
& P^{(N, 2)}\left(X, X^{\prime}\right)=A^{2} \frac{(N-2)!}{\left(n_{J}-2\right)!\Pi_{J^{\prime} \neq J} n_{J}!} P_{J}^{(2)}\left(X, X^{\prime}\right) \\
& \quad=\frac{n_{J}\left(n_{J}-1\right)}{N(N-1)} P_{J}^{(2)}\left(X, X^{\prime}\right) \text { if } X, X^{\prime} \text { lie in } C_{J},
\end{aligned}
$$

and

$$
\begin{aligned}
& P^{(N, 2)}\left(X, X^{\prime}\right) \\
& \quad=\frac{A^{2}(N-2)!}{\left(n_{J}-1\right)!\left(n_{J^{\prime}}-1\right)!\Pi_{J^{\prime \prime} \neq J_{J} J^{\prime}} n_{J^{*}}!} P_{J}^{(1)}(X) P_{J^{(1)}\left(X^{\prime}\right)} \\
& \quad=\frac{n_{J} n_{J}}{N(N-1)} P_{J}^{(1)}(X) P_{J^{\prime}}^{(1)}\left(X^{\prime}\right)
\end{aligned}
$$

if $X, X^{\prime}$ lie in different cells $C_{J}, C_{J^{\prime}}$, respectively.
It now follows from Eqs. (A10) and these formulas for $P^{(N, 1)}$ and $P^{(N, 2)}$ that

$$
\left|\mu_{0}^{(N, 2)}\left(0,0 ; \eta, \eta^{\prime}\right)-\mu_{0}^{(N, 1)}(0, \eta) \mu_{0}^{(N, 1)}\left(0, \eta^{\prime}\right)\right|
$$

$$
\begin{aligned}
& <\sum_{J, J^{\prime}} \int_{C_{J}} d X \int_{C_{J}^{\prime}} d X^{\prime} \mid P^{(N, 2)}\left(X, X^{\prime}\right)-P^{(N, 1)}(X) \\
& \quad \times P^{(N, 1)}\left(X^{\prime}\right) \mid \\
& <\sum_{J} \int_{C_{J}} d X \int_{C_{J}} d X^{\prime}\left[\frac{n_{J}\left(n_{J}-1\right)}{N(N-1)} P_{J}^{(2)}\left(X, X^{\prime}\right)\right. \\
& \left.\quad+\frac{n_{J}^{2}}{N^{2}} P_{J}^{(1)}(X) P_{J}^{(1)}\left(X^{\prime}\right)\right] \\
& \quad+\sum \int_{C_{J}} d X \int_{C_{J}} d X^{\prime} \frac{n_{J} n_{J}}{N^{2}(N-1)} \\
& \quad \times P_{J}^{(1)}(X) P_{J}^{(1)}\left(X^{\prime}\right),
\end{aligned}
$$

and therefore, as $P_{J}^{(1)}$ and $P_{J}^{(2)}$ are the one- and two-particle probability densities for $C_{J}$,

$$
\begin{align*}
& \left|\mu_{0}^{(N, 2)}\left(0,0 ; \eta, \eta^{\prime}\right)-\mu_{0}^{(N, 1)}(0, \eta) \mu_{0}^{(N, 1)}\left(0, \eta^{\prime}\right)\right| \\
& \quad \leqslant \sum_{J}\left[\frac{n_{J}\left(n_{J}-1\right)}{N(N-1)}+\frac{n_{J}^{2}}{N^{2}}\right]+\sum_{J^{\prime}=\neq J} \frac{n_{J} n_{J^{\prime}}}{N^{2}(N-1)} \tag{A13}
\end{align*}
$$

Since $\Sigma_{J} n_{J}=N$, the second sum in this expression is $O\left(N^{-1}\right)$. Further, as $n_{J} \leqslant N$, the first sum $\leqslant 2 \Sigma_{J} n_{J}^{2} / N^{2}$, and since $n_{J}=v\left(X_{J} / L\right)$, with $v$ a smooth function, this bound may be approximated, to adequate accuracy, by
$2 N^{-2} l^{-3} \int_{\Delta_{L}} d x(v(X / L))^{2}$, which in turn is equal to $2 N^{-2}(L / l)^{3} S_{\Delta} d x(v(x))^{2}$ and therefore is $O\left(N^{-1}\right)$. Consequently, the rhs of (A14) is $O\left(N^{-1}\right)$ and therefore that inequality implies that (A9) is valid for $N=2$, as required.
${ }^{1}$ E. B. Davies, J. Stat. Phys. 18, 161 (1978).
${ }^{2}$ H. Narnhofer and G. L. Sewell, Commun. Math. Phys. 79, 9 (1981).
${ }^{3}$ A. Galves, C. Kipnis, C. Marchioro, and E. Presutti, Commun. Math. Phys. 81, 127 (1982).
${ }^{4}$ C. Boldrighini, R. L. Dobrushin, and Y. M. Sukhov, J. Stat. Phys. 31, 577 (1983).
${ }^{5}$ G. L. Sewell, Phys. Lett. A 97, 35 (1983).
${ }^{6}$ F. J. Dyson and A. Lenard, J. Math. Phys. 8, 423 (1967); 9, 698 (1968); E. H. Lieb and W. Thirring, Phys. Rev. Lett. 35, 689 (1975).
${ }^{7}$ Admittedly, the stability of the Jellium model does not depend on quantum mechanics, but the methods we use here can be extended to more complex Coulomb systems, which would be unstable but for quantum effects.
${ }^{8}$ E. H. Lieb and H. Narnhofer, J. Stat. Phys. 12, 291 (1975).
${ }^{9}$ D. Bohm and D. Pines, Phys. Rev. 92, 609 (1953).
${ }^{10}$ D. Ruelle, Statistical Mechanics (Benjamin, New York, 1969); K. Hepp, Helv. Phys. Acta 45, 237 (1972).
${ }^{11}$ H. Spohn, Math. Meth. Appl. Sci. 3, 445 (1981).
${ }^{12}$ R. Illner and H. Neunzert, Math. Meth. Appl. Sci. 1, 530 (1979). Although the treatment of these authors was based on the assumption that $m_{0}^{(1)}$ corresponded to a uniformly bounded density $f_{0}(x, v)$, their proof of the existence of a solution goes through under the assumption of our uniform boundedness condition (44) and the initial zero velocity property (47).
${ }^{13}$ W. Braun and K. Hepp, Commun. Math. Phys. 56, 101 (1977).
${ }^{14} \mathrm{H}$. Neunzert, "Neuere qualitative und numerische methoden in der plasmaphysik," in Lecture Notes, Paderborn, 1975; H. Neunzert, Fluid Dyn. Trans. 9, 229 (1978).
${ }^{15}$ H. Lamb, Hydrodynamics (Cambridge U.P., Cambridge, England, 1959).

# On the asymptotics of distributions with support in cone 

S. Berceanu and A. Gheorghe<br>Institute for Physics and Nuclear Engineering, Bucharest, P. O. Box MG-6, Romania

(Received 14 January 1985; accepted for publication 15 March 1985)


#### Abstract

The asymptotic behaviors of tempered distributions with support in a convex, closed cone are classified by means of group theory. The notion of regularly varying distribution is introduced. An Abelian-Tauberian theorem for regularly varying tempered distributions, which generalizes the one-dimensional Abelian-Tauberian theorem of Hardy-Littlewood-Karamata and the many-dimensional extension due to Vladimirov, is proved. Applications to n-point functions are also presented.


## I. INTRODUCTION

In the actual stage of quantum physics development, the study of the asymptotic behavior of distributions plays a special part. On the one hand, many of the rigorous results in quantum field theory concern the asymptotics of distributions (Green functions, propagators, $n$-point functions, ..., see, e.g., Ref. 1) and on the other hand, different collision models for elementary particles predict similar high-energy behaviors (see, e.g., Ref. 2). In this context, a program for testing the compatibility of the scaling behavior in inclusive collision processes with the principles of quantum field theory was initiated. ${ }^{3}$ A powerful tool in this approach are the Tauberian theorems. Such theorems are useful in the investigation of high-energy multiparticle phenomenology. ${ }^{4}$ Moreover, it has been proved that there is a one-to-one Abelian-Tauberian-type correspondence between the scaling behavior in the Bjorken variables of form factors in deep inelastic lepton-hadron collision, ${ }^{5}$ light cone dominance, ${ }^{6}$ and the power-type asymptotic behavior of the spectral function in the Jost-Lehmann-Dyson representation. ${ }^{\text {3,7-12 }}$

In this paper, the asymptotic behaviors of tempered distributions with support in a given cone are classified by means of the group theory. It is shown that every type of asymptotic behavior is effectively determined by a multiplier of the group of automorphisms of the support cone. The automodel asymptotics ${ }^{7,10-12}$ corresponds to the particular dilatation group of automorphisms. The distributions considered are called regularly varying distributions and their properties are studied in Sec. II. An Abelian-Tauberian theorem for regularly varying distributions is proved in Sec . III. This theorem is a generalization of the classical onedimensional Abelian-Tauberian theorem of Hardy-Littlewood-Karamata ${ }^{13,14}$ and of Vladimirov's many-dimensional Tauberian theorem. ${ }^{15}$ The theorem establishes the conditions of equivalence between the asymptotic behavior of regularly varying distributions, their Laplace transforms, and the regularly varying distributions obtained by the action of the Riemann-Liouville operator. Finally, in Sec. IV, we digress a little on the applications of previous results to Lorentz invariant tempered distributions with support in the $N$-point future cone.

## II. REGULARLY VARYING TEMPERED DISTRIBUTIONS

In this section, we introduce spaces of regularly varying distributions and classify them using group theory notions.

## A. General notations and definitions

We start with some notations and definitions. For details see Refs. 16 and 17.

Let $\Gamma \subset \mathbb{R}^{n}$ be a convex, closed cone, with vertex at 0 . The $\Gamma$ cone is supposed to be a sharp one, i.e., $C=$ int $\Gamma^{*} \neq \Phi$, where

$$
\begin{equation*}
\Gamma^{*}=\left\{y \mid y \in \mathbf{R}^{n},(y, \xi) \geqslant 0, \xi \in \Gamma\right\} \tag{2.1}
\end{equation*}
$$

is the dual of the $\Gamma$ cone, and (,) denotes the scalar product of the Euclidean real $n$-dimensional space $\mathbf{R}^{n}$.

Let $\mathscr{S}^{\prime}(\Gamma)$ denote the linear complex distribution space from $\mathscr{S}^{\prime}\left(\mathbf{R}^{n}\right)$ with support in the cone $\Gamma$. It is important to point out that $\mathscr{S}^{\prime}(\Gamma)$ is a complex topological algebra of tempered distributions with respect to the convolution product * (see Ref. 16, p. 96). The Laplace transform establishes an algebraical and topological isomorphism of the algebra $\mathscr{S}^{\prime}(\Gamma)$ onto the complex algebra $H(C)$ of holomorphic functions in the tube $T^{C}=\mathbb{R}^{n}+i C \subset \mathbb{C}^{n}$ (see Ref. 16, p. 161). The Laplace transform of $g \in \mathscr{S}^{\prime}(\Gamma)$ is defined by the relation

$$
\begin{equation*}
L\{g\}(z)=F\left\{g(\cdot) e^{-(y, \cdot)}\right\}(x), \quad z=x+i y \in T^{C} \tag{2.2}
\end{equation*}
$$

where $F$ designates the Fourier transform, and is defined by the convention

$$
\begin{aligned}
& \langle F\{f\}, \varphi\rangle=\langle f, F\{\varphi\}\rangle, \quad f \in \mathscr{S}^{\prime}\left(\mathbf{R}^{n}\right), \quad \varphi \in \mathscr{\mathscr { S }}\left(\mathbf{R}^{n}\right), \\
& F\{\varphi\}(\xi)=\int \varphi(x) e^{i(5, x)} d x, \quad \varphi \in \mathscr{S}\left(\mathbf{R}^{n}\right)
\end{aligned}
$$

If $\mu \in \mathscr{S}^{\prime}(\Gamma)$ is a measure, then its Laplace transform is

$$
\begin{equation*}
L\{\mu\}(z)=\int_{\Gamma} e^{i z, \xi} \mu(d \xi), \quad z \in T^{C} \tag{2.4}
\end{equation*}
$$

The distribution $e \in \mathscr{S}^{\prime}(\Gamma)$ is called a unity if there exists $e^{\prime} \in \mathscr{P}^{\prime}(\Gamma)$ such that $e * e^{\prime}=e^{\prime} * e=\delta_{\Gamma}$, where $\delta_{\Gamma}$ is the Dirac distribution of the $\Gamma$ cone.

## B. The Riemann-Liouville operator

Definition 1: For every unity $e \in \mathscr{S}^{\prime}(\Gamma)$, we call a Rie-mann-Liouville operator the linear continuous operator $\Omega_{e}$ : $\mathscr{S}^{\prime}(\Gamma) \rightarrow \mathscr{S}^{\prime}(\Gamma)$ defined by
$\Omega_{e} f=e * f, \quad f \in \mathscr{S}^{\prime}(\Gamma)$.
We now present some examples which we will take again further in the paper.

Let $\theta_{\Gamma} \in \mathscr{S}^{\prime}(\Gamma)$ be the usual characteristic function of the cone $\Gamma$,

$$
\theta_{\Gamma}(\xi)= \begin{cases}1, & \xi \in \Gamma  \tag{2.6}\\ 0, & \xi \in \mathbb{R}^{n} \backslash \Gamma .\end{cases}
$$

The Laplace transform of the $\theta_{\Gamma}$ function is the Cauchy-Szegö nucleus of the cone $\Gamma$ (see Ref. 16, p. 140)

$$
\begin{equation*}
\mathscr{K}_{c}(z)=\int_{\Gamma} e^{i(z, \xi)} d \xi, \quad z \in T^{c} \tag{2.7}
\end{equation*}
$$

Imposing on the cone $\Gamma$ the regularity condition, $\theta_{\Gamma}$ is a unity. Therefore, the distribution

$$
\begin{equation*}
\theta_{\Gamma}^{\alpha}=L^{-1}\left\{\mathscr{K}_{C}^{\alpha}\right\}, \quad \alpha \in \mathbb{R} \tag{2.8}
\end{equation*}
$$

is also a unity.
Consequently, $\Omega_{\theta_{\Gamma}^{\alpha}}$ is a fractional integration (resp. derivation) operator for $\alpha>0$ (resp. $\alpha<0$ ).

Example 1: In the case of the semiright line cone $\Gamma=[0, \infty)=\mathbb{R}_{+}$,

$$
\begin{equation*}
\Omega_{\theta_{\mathbf{R}_{+}}^{\alpha}}=Y_{a^{*}}, \quad \alpha \in \mathbb{R}, \tag{2.9}
\end{equation*}
$$

where the unity $Y_{\alpha} \in \mathscr{S}^{\prime}\left(\mathbb{R}_{+}\right)$is defined ${ }^{14,15}$ as

$$
Y_{\alpha}(\xi)=\left\{\begin{array}{l}
{\left[\xi^{\alpha-1} / \Gamma(\alpha)\right] \theta(\xi), \quad \xi \in \mathbb{R}, \quad \alpha>0}  \tag{2.10}\\
Y_{\alpha+1}^{\prime}(\xi), \quad \alpha \leqslant 0
\end{array}\right.
$$

The $\Omega_{\theta_{\mathbf{R}_{+}^{\alpha}}}$ is the classical Riemann-Liouville operator. ${ }^{18}$
Example 2: Let $V^{+}$be the Minkowski cone

$$
\begin{align*}
V^{+}= & \left\{x \mid x=\left(x^{0}, x^{1}, \ldots, x^{n-1}\right) \in \mathbb{R}^{n}, \quad x^{0}>0\right. \\
& \left.x^{2}=\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\cdots-\left(x^{n-1}\right)^{2}>0\right\} \tag{2.11}
\end{align*}
$$

Lemma 1: The distribution $\boldsymbol{\theta} \frac{\alpha}{V}+$ has the expression

$$
\begin{equation*}
\theta_{V^{+}}^{\alpha}=k_{n}^{\alpha} Z_{n \alpha} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{n}=(4 \pi)^{(n-1 / 2} \Gamma(n / 2) / \Gamma(1 / 2) . \tag{2.13}
\end{equation*}
$$

Proof: In formula (2.12), $Z$ denotes the Riesz-Schwartz distribution (see Ref. 18 and Ref. 17, pp. 50 and 178). The explicit values of the $\boldsymbol{Z}$ distributions can be extracted from the paper ${ }^{19}$ of Méthée as
$Z_{l}=\left\{\begin{array}{l}\operatorname{Pf}\left(x^{2}\right)^{(l-n) / 2} / H_{n}(l) \\ l\{(n-2, n-4, \ldots\} \cup\{0,-2,-4, \ldots\}, \\ H^{(n-l-2) / 2} /\left(2^{l-1} \pi^{(n-2) / 2} \Gamma(l / 2),\right. \\ l \in\{n-2, n-4, \ldots\} \backslash\{0,-2,-4, \ldots\}, \\ \square^{(-l / 2)} \delta, \quad l=0,-2,-4, \ldots,\end{array}\right.$
$H_{n}(l)=2^{l-1} \pi^{(n-2) / 2} \Gamma(l / 2) \Gamma((l+2-n) / 2)$,
where the meanings of Hadamard's symbol 'Pf" and of the distribution $H^{k}$ [which corresponds in the present situation to $\theta\left(x^{0}\right) \delta^{(k)}\left(x^{2}\right)$ in usual notation (see, e.g., Ref. 20, p. 347] are stated precisely in Ref. 19.

To prove Eq. (2.12), we observe that $Z_{l}\left(\theta \frac{\alpha}{V}+\right.$, respectively) is a homogeneous distribution of degree $n-l$ [ $n(\alpha-1)$, respectively] and therefore $\theta^{\frac{\alpha}{V}}{ }^{+}=c_{\alpha, n} Z_{n \alpha}$. The convolution properties [cf. Ref. 16, Chap. II, Eq. (5.2)]

$$
\begin{equation*}
\theta \frac{\alpha}{V^{+}} * \theta_{V}^{\beta}{ }_{V}^{+}=\theta \frac{\alpha}{V^{+}+\beta} \tag{2.15}
\end{equation*}
$$

and [cf. Ref. 17, Eq. (VI. 5.19)]

$$
\begin{equation*}
Z_{\alpha} * Z_{\beta}=Z_{\alpha+\beta} \tag{2.16}
\end{equation*}
$$

impose to the constant $c_{\alpha, n}$ the form $c_{a, n}=k_{n}^{\alpha}$. The value
(2.13) of the normalization constant $k_{n}$ is deduced from Eq. (2.14a), which for $l=n$ reads

$$
\begin{equation*}
\Theta_{\bar{V}^{+}}=k_{n} Z_{n} \tag{2.17}
\end{equation*}
$$

We remember that a general prescription of construction for Riemann-Liouville operators for different cones is available (see, e.g., Ref. 21).

## C. The group Aut $\Gamma$

In order to classify the asymptotic behaviors of the distributions from $\mathscr{S}^{\prime}(\Gamma)$, we now consider the group Aut $\Gamma$ of diffeomorphisms of the space $\mathbb{R}^{n}$ which invariates the $\Gamma$ cone: $g \Gamma \subset \Gamma$ for every $g \in A u t \Gamma$. The group Aut $T^{C}$ of analytic automorphisms of the tube $T^{c}$ is formed by the affine transformations $\alpha: T^{C} \rightarrow T^{C}$

$$
\begin{equation*}
\alpha(z)=A z+a, \quad z \in T^{C} \tag{2.18}
\end{equation*}
$$

where $A \in A u t \Gamma$, and $a$ is a real vector (Theorem I, Chap. I, Ref. 22). It follows that $A u t \Gamma$ is a Lie subgroup of the general group $\mathrm{GL}(n, \mathbb{R})$ of real nonsingular $n \times n$ matrices, identified with the group of linear inversible transformations of the space $\mathbb{R}^{n}$.

Let us consider a connected Lie subgroup $G$ of the group Aut $\Gamma$. Evidently, $G \subset G L(n, \mathbb{R})$. A multiplier $\chi$ of the group $G$ is a homomorphism of $G$ into the multiplicative group of different from zero complex numbers $\mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$ (see, e.g., Ref. 23), i.e.,

$$
\begin{equation*}
\chi(A B)=\chi(A) \chi(B), \quad A, B \in G \tag{2.19}
\end{equation*}
$$

If the function $\chi$ is bounded, the denomination of character is also used.

In order to give a group characterization of the asymptotics of distributions, a decomposition of the group $G$ is needed.

Lemma 2: Let $G$ be a connected Lie subgroup of $\mathrm{GL}(n, \mathbb{R})$. Then there exists an isomorphism

$$
\begin{equation*}
G \approx G^{\prime \prime \prime} \otimes\left(G^{\prime} \otimes G^{\prime \prime}\right), \tag{2.20}
\end{equation*}
$$

wherethegroup $G^{\prime \prime \prime}$ is given by $G^{\prime \prime \prime}=\chi^{-1}$ (1) and $G^{\prime}$ (resp. $G^{\prime \prime}$ ) is an Abelian noncompact (resp. compact) subgroup of $\boldsymbol{G}$. Moreover, the isomorphism (2.20) is realized by continuous functions.

Proof: Because $G^{\prime \prime \prime}$ is an invariant subgroup of the group $\boldsymbol{G}, \boldsymbol{G}$ decomposes in the semidirect product

$$
\begin{equation*}
G \approx G^{\prime \prime \prime} \otimes G / G^{\prime \prime \prime} . \tag{2.21}
\end{equation*}
$$

But $G^{\prime \prime \prime} \supset[G, G]$, where $[G, G]$ denotes the commutator of the group $G$, which is an invariant subgroup of the groups $G$ and $G^{\prime \prime \prime}$, and the inclusion $G / G^{\prime \prime \prime} \subset G /[G, G]$ follows. Moreover, the group $G /[G, G]$ is an Abelian one, and also the factor group $G / G^{\prime \prime \prime}$.

The group $G / G^{\prime \prime \prime}$ being connected and Abelian, admits a decomposition of the announced form, where the groups $G^{\prime}$ and $G^{\prime \prime}$ are of the type $\mathbb{R}_{+}^{* p}$ (direct product of $p$ groups of dilatation $\mathbf{R}_{+}^{*}=\mathbf{R}_{+} \backslash\{0\}$ ) and, respectively, a torus $T^{q}$, where $p$ and $q$ are positive integers [e.g., Theorem (9.4) from Ref. 23].

The canonical projection $\pi_{0}: G \rightarrow G^{\prime \prime \prime}$ is real and analytic (cf. Ref. 24, pp. 123 and 115) and so also is the canonical projection $\pi: G \rightarrow \boldsymbol{G}^{\prime}$.

Lemma 2 allows us to introduce a notion of limit, which is very important for our approach to the problem of asymptotics of distributions.

Definition 2: Let $\pi: G \rightarrow G^{\prime}$ be the canonical projection and let the mapping $\omega=\omega^{\prime} \circ \pi, \omega: G \rightarrow \mathbb{R}_{+}^{* p}$, where $\omega^{\prime}: G^{\prime} \rightarrow \mathbb{R}_{+}^{* p}, \omega(A)=\left(\lambda_{1}, \ldots, \lambda_{p}\right) \in \mathbb{R}_{+}^{* p}, A \in G$, and $\lambda_{i}=\lambda_{i}(A)$, $i=1, \ldots, p$, as in Lemma 2. For a function $f: G \rightarrow \mathbb{C}$, we introduce the notation

$$
\begin{equation*}
\lim _{A} f(A)=\lim _{\substack{\lambda_{i} \rightarrow \infty \\ 1<i<p}} f\left(A\left(\lambda_{1}, \ldots, \lambda_{p}\right)\right), \quad A \in G \tag{2.22}
\end{equation*}
$$

## D. Regularly varying distributions

To every distribution $f \in \mathscr{S}^{\prime}(\Gamma)$, matrix $A \in G$, and multiplier $\chi$ of $G$, let us associate a distribution $T_{\chi}(A) f \in \mathscr{S}^{\prime}(\Gamma)$ by the formulas

$$
\begin{align*}
& T_{\chi}(A) f=|\operatorname{det} A| \chi\left(A \mid f_{A},\right.  \tag{2.23a}\\
& \left\langle f_{A}, \varphi\right\rangle=\left\langle f, \varphi_{A}\right\rangle, \quad \varphi \in \mathscr{S}\left(\mathbb{R}^{n}\right),  \tag{2.23b}\\
& \varphi_{A}(\xi)=|\operatorname{det} A|^{-1} \varphi\left(A^{-1} \xi\right), \quad \xi \in \Gamma . \tag{2.23c}
\end{align*}
$$

Note that if the distribution $f \in \mathscr{S}^{\prime}(\Gamma)$ is a local integrable function, then the relations (2.23) can be explicated in the form

$$
\begin{equation*}
\left\langleT _ { \chi } \left( A|f, \varphi\rangle=\chi(A)|\operatorname{det} A| \int_{\mathbf{R}^{n}} f(A \xi) \varphi(\xi) d \xi\right.\right. \tag{2.24}
\end{equation*}
$$

Therefore, the relations (2.23) can be formally written as

$$
\begin{equation*}
\left(T_{\chi}(A \backslash f)(\cdot)=|\operatorname{det} A|_{\chi}(A \backslash f(A \cdot)\right. \tag{2.25}
\end{equation*}
$$

and if $|\operatorname{det} A|=1, \chi(A)=1$, we also use the notation

$$
\begin{equation*}
\left(T_{\chi}(A \backslash f)(\cdot)=f_{A}(\cdot)=f(A \cdot)\right. \tag{2.26}
\end{equation*}
$$

Remark 1: Equations (2.23) imply that the mapping $A \rightarrow T_{\chi}\left(A^{-1}\right), A \in G$ is a representation of the group $G$ on $\mathscr{S}^{\prime}(\Gamma)$,

$$
\begin{equation*}
T_{\chi}(A B)=T_{\chi}(B) T_{\chi}(A), \quad A, B \in G \tag{2.27}
\end{equation*}
$$

If the multiplier $\chi$ is continuous, this representation is continuous. In this paper, all the multipliers are supposed to be continuous.

After this preparation, we are ready to introduce the definition of regularly varying tempered distributions.

Definition 3: Let $\chi$ be a continuous multiplier of the connected Lie subgroup $G \subset A u t \Gamma$. The distribution $f \in \mathscr{S}^{\prime}(\Gamma)$ is called a regularly varying distribution of type $\chi$, if there exists $g \in \mathscr{S}^{\prime}(\Gamma)$ and there exists the limit

$$
\begin{equation*}
\lim _{A} T_{x}\left(A \backslash f=g \neq 0, \quad \text { in } \quad \mathscr{S}^{\prime}(\Gamma)\right. \tag{2.28}
\end{equation*}
$$

Remark 2: The tempered distributions with support in a cone are asymptotically classified by the continuous multipliers of the Lie groups of transformations which invariate the support cone. These groups are effectively classified in Ref. 22.

Example 3: The case when $G$ is the dilatation group $D_{\Gamma}$ of the cone $\Gamma$,
$D_{\Gamma}=\left\{\hat{\lambda} \mid \hat{\lambda} \in \mathrm{GL}(n, \mathbb{R}) ; \lambda \in \mathbb{R}_{+}^{*}, \hat{\lambda} \xi=\lambda \xi, \xi \in \Gamma\right\}$,
with the multiplier $\chi(\hat{\lambda})=\lambda^{-\alpha-n}$, corresponds to distributions $f$ with "quasi-asymptotics of order $\alpha$ " in the sense of Ref. 25:
$\lim _{k \rightarrow \infty}\left\langle k^{-\alpha} f(k \cdot), \varphi(\cdot)\right\rangle=\langle g(\cdot), \varphi(\cdot)\rangle, \quad f, g \in \mathscr{S}^{\prime}(\Gamma)$.

For the one-dimensional cone $\Gamma=\mathbb{R}_{+}$it is easily seen that the limiting distribution $g$ has the expression $g=Y_{\alpha+1}$ (see Ref. 26). Sufficient conditions for a function with quasiasymptotics to have usual asymptotics are known (Lemma 4, Corolar Landau from Ref. 26). A necessary and sufficient condition for the existence of quasi-asymptotics is presented in Ref. 25. In particular, it follows from the structure theorem of tempered distributions that if the tempered distribution $f$ has quasi-asymptotics of order $\alpha$, then his growth index at $\infty$ (cf. Ref. 17, p. 241) is equal to $\alpha+n N$, where $N$ is the order of the primitive of $f$ for which a continuous function in the cone $\Gamma$ is obtained by integration.

Also note that if a regularly varying function is substituted to $k^{\alpha}$ in Eq. (2.30), then the limiting distribution $g$ is not affected, nor is the order of growth at infinity. ${ }^{8,11}$

Other examples will be presented in the next sections.
Remark 3: Remark 1 and the properties of the multipliers imply that if $f \in \mathscr{S}^{\prime}(\Gamma)$, then

$$
\begin{equation*}
\lim _{A} T_{\chi}(A B) f=\lim _{A} T_{\chi}(A) f \tag{2.31}
\end{equation*}
$$

where $B \in G$ is fixed. In other words, the limiting distribution $g \in \mathscr{S}^{\prime}(\Gamma)$ from Eq. (2.28) has the property of covariance

$$
\begin{equation*}
T_{\chi}(A) g=g, \quad A \in G \tag{2.32}
\end{equation*}
$$

We will present necessary and sufficient conditions for the existence of regularly varying tempered distributions in the next section.

## III. CHARACTERIZATION OF REGULARLY VARYING DISTRIBUTIONS

Let us consider a tempered distribution $f \in \mathscr{S}^{\prime}(\Gamma)$ and a continuous multiplier $\chi$ of the connected Lie subgroup $G \subset A u t \Gamma$. We now advance the following three hypotheses: (i) there exists $g \in \mathscr{S}^{\prime}(\Gamma)$ and there exists the limit

$$
\begin{equation*}
\lim _{A} T_{x}(A) f=g \neq 0, \quad \text { in } \mathscr{S}^{\prime}(\Gamma) \tag{3.1}
\end{equation*}
$$

(ii) there exist two continuous multipliers $\chi^{\prime}$ and $\chi^{\prime \prime}$ of the group $G$, the unity $e \in \mathscr{S}^{\prime}(\Gamma)$ invariant to $T_{\chi}$, and the function $H$ such that

$$
\begin{equation*}
\lim _{A} T_{\chi^{-}}(A) \Omega_{e} f=H \neq 0, \quad \text { in } \mathscr{C}(\Gamma) \tag{3.2}
\end{equation*}
$$

and (iii) there exist the distribution $h$ and the limit

$$
\begin{equation*}
\lim _{A} L\left\{T_{\chi}(A \backslash f\}(i y)=h(y) \neq 0, \quad y \in C\right. \tag{3.3}
\end{equation*}
$$

Here $\mathscr{C}(\Gamma)$ denotes the complex topological linear space of continuous functions with support in the $\Gamma$ cone (relatively to the topology of uniform convergence ${ }^{17}$ ).

Now we are ready to state the main results of this paper.
Theorem 1: (a) The hypotheses (i) and (ii) are equivalent, and the hypothesis (i) implies hypothesis (iii).
(b) If $f$ is a positive measure, then the hypotheses (i), (ii), and (iii) are equivalent.
(c) If the hypotheses (i)-(iii) are fulfilled, then

$$
\begin{align*}
& \chi^{\prime \prime}=\chi \chi^{\prime}  \tag{3.4a}\\
& H=\Omega_{e} g  \tag{3.4b}\\
& T_{\chi}(A) g=g,  \tag{3.4c}\\
& T_{\chi^{\prime}}(A) H=H  \tag{3.4d}\\
& h\left(A^{t} z\right)=\chi(A) h(z),  \tag{3.4e}\\
& h(z)=L\{g\}(i z), \tag{3.4f}
\end{align*}
$$

where $A \in G, z \in T^{C}$ and $A^{t}$ denotes the transpose of the matrix A.

Proof: (a) From the structure theorem of distributions from $\mathscr{S}^{\prime}(\Gamma)$ (see Ref. 17, p. 239, and Refs. 27 and 28) it follows that there exist a continuous function $f_{0} \in \mathscr{C}(\Gamma)$ and a natural number $\alpha$ such that

$$
\begin{equation*}
f=\theta_{\Gamma}^{-\alpha_{*}} * f_{0} \tag{3.5}
\end{equation*}
$$

Let now $\chi^{\prime \prime}$ be a continuous multipler. Since

$$
\begin{equation*}
(f * g)_{A}=|\operatorname{det} A| f_{A} * g_{A}, \quad f, g \in \mathscr{S}^{\prime}(\Gamma), \quad A \in G, \tag{3.6}
\end{equation*}
$$

it follows from the definition (2.23) that

$$
\begin{equation*}
T_{\chi^{-}}(A)\left(\theta_{\Gamma}^{\alpha} * f\right)=|\operatorname{det} A|^{2} \chi^{\prime \prime}(A)\left(\theta_{\Gamma}^{\alpha}\right)_{A} * f_{A} . \tag{3.7}
\end{equation*}
$$

Suppose now the decomposition (3.4a) for the multiplier $\chi^{\prime \prime}$ and choose $\chi^{\prime}$ as in Theorem 1

$$
\begin{equation*}
T_{\chi^{\prime}}(A) \Theta_{\Gamma}^{\alpha}=\theta_{\Gamma}^{\alpha}, \quad A \in G \tag{3.8}
\end{equation*}
$$

In fact, from the property of the Laplace transform

$$
\begin{equation*}
L\left\{f_{A}\right\}(z)=|\operatorname{det} A|^{-1} L\{f\}\left(A^{-1 t} z\right), \quad z \in T^{C} \tag{3.9}
\end{equation*}
$$

applied to the Cauchy-Szegö nucleus (2.8), it results that

$$
\begin{equation*}
\mathscr{K}_{C}\left(A^{\prime} z\right)=|\operatorname{det} A|^{-1} \mathscr{K}_{c}(z), \quad z \in T^{C}, \quad A \in G . \tag{3.10}
\end{equation*}
$$

With definition (2.8), we get

$$
\begin{equation*}
\left(\theta_{\Gamma}^{\alpha}\right)_{A}=|\operatorname{det} A|^{\alpha-1} \theta_{\Gamma}^{\alpha} \tag{3.11}
\end{equation*}
$$

Therefore, for getting Eq. (3.8) satisfied, we fix the multiplier $\chi^{\prime}$ to the value

$$
\begin{equation*}
\chi^{\prime}(A)=|\operatorname{det} A|^{-\alpha} \tag{3.12}
\end{equation*}
$$

and relation (3.7) reads

$$
\begin{equation*}
T_{\chi^{\prime \prime}}(A)\left(\theta_{\Gamma}^{\alpha} * f\right)=\theta_{\Gamma}^{\alpha} * T_{\chi}(A \backslash f \tag{3.13}
\end{equation*}
$$

Now, taking, in both sides of Eq. (3.13), the limit in the sense of Definition 2 and taking into account the continuity of the convolution in the topological algebra $\mathscr{S}^{\prime}(\Gamma)$ and the continuity of the multipliers, the implication (i) $\Rightarrow$ (ii) is proved, and by similar arguments, the converse implication is also proved. The multiplier $\chi^{\prime}$ is given by Eq. (3.12) and the function $H$ is expressed as in Eq. (3.4b), where, in agreement with Eq. (3.5),

$$
\begin{equation*}
e=\theta_{\Gamma}^{\alpha} \tag{3.14}
\end{equation*}
$$

The implication (i) $\Rightarrow$ (iii) follows immediately from the continuity of the Laplace transform for regular cones. In fact, from hypothesis (i) we get more than hypothesis (iii), namely we find that (iii') there exists the limit

$$
\begin{array}{rl}
\lim _{A} & L\left\{T_{\chi}(A \backslash f\}(z)=L\{g\}(z),\right.  \tag{3.15}\\
& L\{g\}(z)=h(-i z), \quad z \in T^{c}, \quad A \in G .
\end{array}
$$

The statement (a) of Theorem 1 has been proved. The assertion (b) follows from (a) and the (extended) continuity
for positive measures and their Laplace transforms (cf. Refs. 13 and 29).

To end the proof of the theorem, we combine the relations (2.23), (3.9), (3.15), and (2.31), and we get

$$
\begin{aligned}
h\left(B^{t} z\right) & =\lim _{A} L\left\{T_{\chi}(A)\right\}\left(i B^{t} z\right) \\
& =\lim _{A} \chi(A)|\operatorname{det} A| L\left\{f_{A}\right\}\left(i B^{t} z\right) \\
& =\lim _{A} \chi(A) L\{f\}\left(i\left(A^{t}\right)^{-1} B^{t} z\right) \\
& =\lim _{A} \chi(A) \chi\left(A B^{-1}\right)\left|\operatorname{det}\left(A B^{-1}\right)\right| L\left\{f_{A B^{-1}}\right\}(i z) \\
& =\lim _{A B^{-1}} \chi(B) L\left\{T_{\chi}\left(A B^{-1}\right) f\right\}(i z)=\chi(B) h(z) .
\end{aligned}
$$

Remark 4: We consider again the case of the one-dimensional cone $\Gamma=\mathbf{R}_{+}$from example 1 and the multiplier $\chi(\lambda)=\lambda^{-\alpha}, \lambda \in \mathbb{R}_{+}^{*}$. The distribution $Y$, defined by Eq. (2.10), verifies the relations

$$
\begin{aligned}
& \Theta_{\Gamma}=Y_{1}, \quad Y_{\alpha} * Y_{\beta}=Y_{\alpha+\beta}, \quad \alpha, \beta \in \mathbf{R} \\
& L\left\{Y_{\alpha}\right\}(z)=(-i z)^{\alpha}, \quad z=x+i y \in \mathbb{C}, \quad y>0
\end{aligned}
$$

If $f=\mu^{\prime}$ and the distribution $\mu \in \mathscr{S}^{\prime}(\Gamma)$ is a positive measure, then Theorem 1 establishes the equivalence of the relations
(i)" $\lim _{\lambda \rightarrow \infty} \lambda^{1-\alpha} f_{\lambda}=Y_{\alpha} ;$
(ii) ${ }^{\prime \prime} \lim _{\lambda \rightarrow \infty} \lambda^{-\alpha} \int_{0}^{\lambda x} f(\xi) d \xi=Y_{\alpha+1}(x), \quad x \in \mathbf{R}_{+} ;$
(iii) ${ }^{n} \lim _{\lambda \rightarrow \infty} \lambda^{1-\alpha} \int_{0}^{\infty} e^{-\nu \xi} f_{\lambda}(\xi) d \xi=y^{-\alpha}, \quad y \in \mathbb{R}_{+}^{*}$.

This equivalence is in fact the classical Abelian-Tauberian theorem of Hardy-Littlewood-Karamata. The implication (i)" $\Rightarrow$ (ii)" is due to Karamata ${ }^{30}$ (see also Ref. 13, p. 272 and Ref. 14, Theorem 2.2). The implication (ii) " $\Rightarrow$ (iii)" is an Abelian-type theorem and the implication (iii)" $\Rightarrow$ (ii)" is the Tauberian theorem, the latter two implications being consequences of the extended continuity (Ref. 13, p. 410 and Ref. 14). In the framework of the usual asymptotics, the implication (ii)" $\Rightarrow$ (i)" results from the monotony of $f[$ Ref. 13, p. 421 and Ref. 14, Theorem (2.4)].

Remark 5: If $G=D_{r}$ as in example 3, then Theorem 1 implies, in particular, Vladimirov's theorem for tempered positive measures. ${ }^{11,15}$

Remark 6: The implication (iii) $\Rightarrow$ (i) is true only under additional conditions. Such a condition is the existence of a $y_{0} \in C$ for which the functions $L\left\{T_{\chi}(A) f\right\}(z)$ are bounded in $\mathbb{R}^{n}+i \mathbf{R}^{*}+y_{0}$. In this case, the Laplace transform passes in the limit $\rho y_{0} \rightarrow 0, \rho>0$ (in the sense of tempered distributions) into the Fourier transform $F$ and the assertion follows from the isomorphism $F: \mathscr{S}^{\prime}(\Gamma) \rightarrow \mathscr{S}^{\prime}(\Gamma)$ (cf. Ref. 17, p. 251). Other sufficient conditions for the validity of the implication (iii) $\Rightarrow$ (i) in the quasi-asymptotics case are presented in Refs. 25 and 26.

We also emphasize that if the condition (iii) is replaced by the condition (iii)', then (iii)' $\Rightarrow$ (i) as a consequence of the algebraical and the topological isomorphism of $\mathscr{S}^{\prime}(\Gamma)$ and
$H(C)$. In fact, the conditions (i), (ii), and (iii)' are equivalent.
The relationship between the functions $h$ and $H$ appearing in Theorem 1 is given by the following Proposition.

Proposition 1: Let us suppose that the group $G$ acts effectively on the $\Gamma$ cone. Under the conditions of Theorem 1 , the following integral equation is satisfied:

$$
\begin{align*}
& h(-i z) L\{e\}(z)=\int_{S} \Delta(z, \sigma) \widetilde{H}(\sigma) d \sigma  \tag{3.18}\\
& \Delta(z, \sigma)=\int_{G} e^{i(z, A \sigma)} \chi^{\prime \prime}\left(A^{-1}\right)|\operatorname{det} A|^{-1} d A
\end{align*}
$$

where $z \in T^{C}, d A$ is the Haar measure on $G, d \sigma$ is the measure on the orbit space, $S=\Gamma / G$, and $\widetilde{H}=\left.H\right|_{S}$.

Proof: Applying the Laplace transform to both sides of Eq. (3.4b) and using Eq. (3.4f), we get
$\int_{\Gamma} e^{i(z, \xi)} H(\xi) d \xi$

$$
\begin{align*}
& =L\{H\}(z)=L\{e * g\}(z)=L\{e\}(z) \cdot L\{g\}(z) \\
& =L\{e\}(z) h(-i z), z \in T^{c} \tag{3.19}
\end{align*}
$$

Now Eq. (3.18) is a consequence of the effectiveness of the action of $G$ on $\Gamma$, of the decomposition $d \xi=d A \otimes d \sigma$, $A \in G, \sigma \in S$, and of Eq. (3.4d) explicated in the form

$$
\begin{equation*}
H(\sigma A)=\chi^{\prime \prime}\left(A^{-1}\right)|\operatorname{det} A|^{-1} H(A), \quad A \in G \tag{3.20}
\end{equation*}
$$

Remark 7: From the definition (2.8) of the function $\theta_{\Gamma}^{\alpha}$ and Eq. (3.19), it is easily seen that the integral equation (3.18) has for

$$
\begin{equation*}
g=c \theta_{\Gamma}^{p}, \quad e=\theta_{\Gamma}^{q} \tag{3.21}
\end{equation*}
$$

the unique solution

$$
\begin{equation*}
H=c \theta_{\Gamma}^{p+q} \tag{3.22}
\end{equation*}
$$

Example 4: To illustrate the content of Proposition 1, we consider as group $G$ the product of dilatation groups $D_{\Gamma_{k}}$ and as cone $\Gamma$ the topological product of cones $\Gamma_{k}, k=1, \ldots$, $N$ :
$\Gamma=\stackrel{N}{\otimes_{l=1}^{N}} \Gamma_{l}, \quad \Gamma_{l} \subset \mathbb{R}^{n_{l}}, \quad l=1, \ldots, N$,
$G=\left\{A \mid A=\underset{l=1}{N} \lambda_{l} \mathbf{1}_{n_{l}}, \lambda_{l} \in \mathbb{R}_{+}^{*}, l=1, \ldots, N\right\}$,
$\chi(A)=\prod_{l=1}^{N} \lambda_{l}^{-\beta_{l}}$,
where the numbers $\beta_{l}$ are fixed and $1_{n}$ represents the unit $n \times n$ matrix.

Now, combining Eqs. (3.4a), (3.4b), (3.12), (3.14), and (3.23), the integral equation (3.18) gets the form
$h(-i z) \mathscr{K}^{\alpha}(z)=\int_{S} d \sigma \widetilde{H}(\sigma) \prod_{l=1}^{N} \frac{\Gamma\left(\beta_{l}+\alpha n_{l}\right)}{\left(-i z_{l}, \sigma_{l}\right)^{\beta_{i}+\alpha n_{l}}}$,
where $z=\left(z_{1}, \ldots, z_{N}\right), z_{k} \in T^{C_{k}}, C_{k}=\operatorname{int} \Gamma_{k}^{*}, S={ }_{k=1}^{\otimes} S_{k}, S_{k}$ is the unit sphere in $R^{n_{k}}$ and $\mathscr{K}(z)=\Pi_{l=1}^{N} \mathscr{K}\left(z_{l}\right)$.

References 10,15 , and 25 deal with the case $N=1$.

## IV. APPLICATIONS TO N-POINT DISTRIBUTIONS

(1) The $N$-particle distributions are tempered distributions with support in the product of $N$ Minkowski cones $\bar{V}+$ (2.12) (see, e.g., Ref. 31)

The Minkowski scalar product is denoted by

$$
\begin{equation*}
x y=x^{0} y^{0}-x^{1} y^{1}-\cdots-x^{n-1} y^{n-1} \tag{4.2}
\end{equation*}
$$

where $x_{2} y \in \mathbf{R}^{n}$ and the same notation is maintained if $x, y \in \mathbb{C}^{n}$.

The $N$-point cone $\bar{V}_{N}^{+}$is a convex, closed cone, with the vertex at 0 , self-dual (i.e., $\Gamma=\Gamma^{*}$ ), regular, with the Cauchy-Szegö nucleus

$$
\begin{align*}
& \mathscr{K}_{V_{N}^{+}}(z)=\prod_{l=1}^{N} \mathscr{K}_{V^{+}}\left(z_{l}\right)  \tag{4.3}\\
& \mathscr{K}_{V^{+}}\left(z_{l}\right)=k_{n}\left(-z_{l}^{2}\right)^{-n / 2} \tag{4.4}
\end{align*}
$$

where $z=\left(z_{1}, \ldots, z_{N}\right) \in T^{V_{N}^{+}}$and the value of the constant $k_{n}$ is given by Eq. (2.13). The latter relation follows from Eqs. (2.7) and (2.17) and the relation [see, e.g., Eq. (VIII, 7.37) from Ref. 17]

$$
\begin{equation*}
L\left\{Z_{l}\right\}(z)=\left(-z^{2}\right)^{-1 / 2}, \quad z \in T^{V^{+}} \tag{4.5}
\end{equation*}
$$

The group of analytic automorphisms $A u t \bar{V}_{N}^{+}$is formed by all matrices $A=\otimes_{l=1}^{N} \lambda \Lambda$, where $\Lambda$ belongs to the restricted Lorentz group $L^{\dagger}{ }_{+}$(see Ref. 31). A $N$-point distribution $f \in \mathscr{P}^{\prime}\left(\bar{V}_{N}^{+}\right)$is Lorentz invariant if $f_{A}=f$ for every $\Lambda \in L^{\prime}{ }_{+}$[see Eqs. (2.24) and (2.27)], and $\Lambda$ acts as follows: $\Lambda\left(x_{1}, \ldots, x_{N}\right)=\left(\Lambda x_{1}, \ldots, \Lambda x_{N}\right), x_{1}, \ldots, x_{N} \in R^{n}$. The structure of the Lorentz invariant distributions is presented in Ref. 19.

We remember now that the Lorentz covariant distributions are linear combinations of Lorentz invariant distributions with standard Lorentz covariant polynomial coefficients. ${ }^{28}$ Then it follows that the asymptotic behavior of basical distributions in quantum field theory (e.g., Wightman distributions, Steinmann distributions, Green functions, propagators ${ }^{1,31}$ ) is determined by the asymptotic behavior of Lorentz invariant distributions from $\mathscr{S}^{\prime}\left(\bar{V}_{N}{ }^{+}\right)$. Moreover, if these distributions are regularly varying, then Theorem 1 allows the testing of the compatibility of $N$-point functions behavior at high energy with the principles of quantum field theory.

We emphasize that if the distribution $f \in \mathscr{S}^{\prime}\left(\bar{V}_{N}^{+}\right)$is Lorentz invariant, then the functions $h, g$, and $H$ appearing in Theorem 1 are also Lorentz invariant.
(2) We take again example 4 of Sec. III, where $\Gamma_{k}=\bar{V}+$ and $A u t \Gamma$ is the direct product of dilatation groups, an important case for conformal quantum field theory (see, e.g., Ref. 32). Let us consider that $f$ is given by the tensorial product

$$
\begin{equation*}
f=\stackrel{@}{l=1}_{N}^{\otimes} f_{l} \in \mathscr{S}^{\prime}\left(\bar{V}_{N}^{+}\right) \tag{4.6}
\end{equation*}
$$

of two-point Wightman distributions, ${ }^{31} f_{l} \in \mathscr{S}^{\prime}\left(\bar{V}^{+}\right)$, $l=1, \ldots, N$. Taking into account that the two-point Wightman distributions are positive measures, ${ }^{31}$ Theorem 1 asserts the equivalence of hypotheses (i)-(iii).

Let us now suppose $f_{l}, l=1, \ldots, N$, to be regularly varying distributions of type $\chi$, with the multiplier $\chi$ given by Eq. (3.23c). From Eq. (3.4c), we get that the limiting distribution $g$ has the form

$$
\begin{equation*}
g={\underset{l=1}{N} g_{l}, ~}_{\text {, }} \tag{4.7}
\end{equation*}
$$

and every $g_{l}$ is a homogeneous distribution of degree $\beta_{l}-n$. So we take in Eq. (4.7)

$$
\begin{equation*}
g_{l}=a\left(\Theta_{\bar{v}^{+}} / k_{n}\right)^{\beta_{l} / n}=a Z_{B_{l}} \tag{4.8}
\end{equation*}
$$

where $a$ is a constant.
Because the primitive of first order of positive measure is a function from $\mathscr{C}\left(\bar{V}_{N}^{+}\right)$, the unity $e(3.14)$ in Theorem 1 may be taken to be

$$
\begin{equation*}
e=\theta_{\stackrel{\rightharpoonup}{\boldsymbol{v}}} \tag{4.9}
\end{equation*}
$$

Then, Eqs. (3.21) and (3.22) imply that the unique solution of Eq. (3.24) is

$$
\begin{align*}
& H(z)=\prod_{l=1}^{N} H_{l}\left(z_{l}\right), \quad z_{l} \in T^{V^{+}}, \quad l=1, \ldots, N,  \tag{4.10}\\
& H_{l}=a k_{n}^{-\beta_{l} / n} \theta_{\bar{V}^{+}}^{1+\beta_{l} n}=a k_{n} Z_{\beta_{l}+n} . \tag{4.11}
\end{align*}
$$

Now we use Eqs. (4.7), (4.8), and (3.4f) and we find

$$
\begin{align*}
& h(z)=\prod_{l=1}^{N} h_{l}\left(z_{l}\right),  \tag{4.12}\\
& h_{l}\left(z_{l}\right)=a\left(-z_{l}^{z^{2}}\right)^{-\beta_{l} / 2}, \quad z_{l} \in T^{V^{+}}, \quad l=1, \ldots, N \tag{4.13}
\end{align*}
$$

Remembering the explicit formulas (2.14) of the RieszSchwartz $Z$ distribution, it is seen that not every asymptotic behavior, determined by $\beta_{l}$, is acceptable for the distribution (4.6), product of two-point distributions.

For $n=4$, the restrictions $\beta_{l}=0$ or $\beta_{l} \geqslant 2$ follow. With Eq. (2.14), the relations (4.8) and (4.10) may be written explicitly as

$$
\begin{align*}
& H_{l}(\eta)=\left\{\begin{array}{l}
a \theta_{\bar{v}^{+}}(\eta), \quad \beta_{l}=0, \\
a 8 \pi^{-1 / 2} \frac{\Gamma\left(\left(\beta_{l}+5\right) / 2\right)}{\Gamma\left(\beta_{l}+4\right) \Gamma\left(1+\beta_{l} / 2\right)} \operatorname{Pf}\left(\eta^{2}\right)^{\beta_{l} / 2},(4 . \\
\beta_{l} \geqslant 2 ;
\end{array}\right.  \tag{4.14}\\
& g_{l}(\eta)=\left\{\begin{array}{l}
a \delta(\eta), \quad \beta_{l}=0, \\
(2 \pi)^{-1} a H(\eta), \quad \beta_{l}=2, \\
\frac{a \operatorname{Pf}\left(\eta^{2}\right)^{\left(\beta_{l}-4\right) / 2}}{\pi 2^{\beta_{l}-1} \Gamma\left(\beta_{l} / 2\right) \Gamma\left(\beta_{l} / 2-1\right)}, \quad \beta_{l}>2, \eta \in \bar{V}^{+} .
\end{array}\right. \tag{4.15}
\end{align*}
$$

If $N=1$, Eqs. (4.13)-(4.15) express the case of quasiasymptotics of order $\beta-4$ (see Refs. 11 and 33).
(3) The asymptotic behavior of regularly varying multiparticle distributions is effectively determined by the function $h$ from Theorem 1.

The function $h$ may be chosen such that

$$
\begin{align*}
& h=P h_{0}, P, h_{0} \in H(C)  \tag{4.16}\\
& P\left(A^{t} z\right)=\chi(A) P(z), \quad h_{0}\left(A^{t} z\right)=h_{0}(z), \quad z \in T^{C}, \quad A \in G
\end{align*}
$$

where $P$ is a polynomial without zeros in $T^{C}$.
We now present another example. Let $G=\mathbf{S O}(1,1)^{\dagger}$ $\otimes \operatorname{SO}(n-2) \otimes D_{\bar{v}^{+}}$and for $A \in G$ we choose the parametrization

$$
\left(\begin{array}{ll}
\cosh \theta & \sinh \theta  \tag{4.17}\\
\sinh \theta & \cosh \theta
\end{array}\right) \otimes \lambda 1_{n-2}
$$

${ }^{1}$ C. Itzykson and J. B. Zuber, Quantum Field Theory (McGraw-Hill, New York, 1980).
$h(z)=\left[-i\left(z^{0}-z^{1}\right)\right]^{\mu}\left[-i\left(z^{0}+z^{1}\right)\right]^{\nu}\left(-z^{2}\right)^{-1 / 2}, \quad z \in T^{V^{+}}$,
then

$$
\begin{equation*}
\chi(A)=\lambda^{\mu+v-l} e^{\Theta(\mu-\nu)} . \tag{4.19}
\end{equation*}
$$

It can be verified by direct calculation that this character gives indeed the asymptotic behavior of the distribution $L^{-1}\{h\}(\xi)$. In fact, starting with formula (4.5) and using the fractional derivative from Sec. II (see, e.g., Ref. 34, Eqs. (8) and (77), Chap. XIII), it is found that the distribution whose Laplace transform is the function (4.18) has the expression

$$
\begin{align*}
L^{-1}\{h\}(\xi)= & \frac{u^{-\mu} v^{-v}}{\Gamma(1-\mu) \Gamma(1-v)} \frac{\left(-\xi^{\prime 2}\right)^{(l-n) / 2}}{H_{n}(l)} \\
& \times{ }_{3} F_{2}\left(1,1,(n-l) / 2 ; 1-\mu, 1-v ; u v / \xi^{\prime 2}\right) \tag{4.20}
\end{align*}
$$

where $\quad u=\xi^{0}-\xi^{1}, \quad v=\xi^{0}+\xi^{1}, \quad\left(\xi^{\prime}\right)^{2}=\left(\xi^{2}\right)^{2}+\cdots$ $+\left(\xi^{n-1}\right)^{2}, \xi \in \bar{V}^{+}$, and the calculation was performed for type function distributions for $\operatorname{Re} \mu, \operatorname{Re} v<0$.

If $n=4, G=\mathrm{SO}(1,1)^{\dagger} \otimes \mathrm{SO}(2)$, we may take

$$
\begin{equation*}
h(z)=\left(z^{0}-z^{1}\right)^{\alpha}\left(z^{0}+z^{1}\right)^{\beta} h_{0}\left(\left(z^{2}\right)^{2}+\left(z^{3}\right)^{2}\right), \quad z \in V^{+}, \tag{4.21}
\end{equation*}
$$

where the constants $\alpha, \beta \in \mathbb{R}$ specify the multiplier $\chi$.
Note that the asymptotic behavior determined by Eq. (4.21) is compatible with the uniparticle cross sections of inclusive reactions at high energy predicted by the local quantum field theory ${ }^{35,36}$ and also by the phenomenology of elementary particles (see, e.g., Ref. 37).

In fact, Eqs. (4.16) determine classes of asymptotic behaviors which are compatible with the bahaviors of the multiparticle amplitudes at high energies.

## V. CONCLUSIONS

In this paper we have introduced the regularly varying distributions as tempered distributions with asymptotic behavior determined by the multipliers of the group of automorphisms of the support cone. A Tauberian-Abelian theorem for regularly varying distributions which generalizes the classical Hardy-Littlewood-Karamata theorem and also Vladimirov's theorem has been proved. This theorem establishes the equivalence of asymptotic behavior of the regularly varying distributions, of their Laplace transforms, and of the regularly varying distributions which result after the action of the Riemann-Liouville operator. The covariance properties of the limiting distributions and their Laplace transforms, which are connected by an integral equation, have also been established. The results have been applied to multiparticle distributions which are the product of regularly varying two-point distributions with support in a product of Minkowski cones.

The results of this paper can be extended to spaces of hyperfunctions, ${ }^{38}$ and the asymptotic behaviors may be refined by introducing slowly varying functions. ${ }^{14,29}$
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#### Abstract

It is known that the mass spectrum of a strongly coupled $\left(\beta=2 / g^{2}\right.$ small) $2+1$ Wilson action lattice gauge theory contains a mass $m_{0} \sim-4 \ln \beta$ and two excited masses $m_{1}, m_{2} \sim-6 \ln \beta$ and that $m_{0}+4 \ln \beta$ has a convergent expansion in powers of $\beta$. We show that $m_{1}, m_{2}$ admit convergent expansions of the form $-6 \ln \beta+r(\beta)$, where $r(\beta)$ is analytic at $\beta=0$. Furthermore, a finite lattice algorithm is given for determining $c_{n}$, the $n$th $\beta=0$ Taylor coefficient of $r(\beta)$. Here, $c_{n}$ only depends on a finite number of $\beta=0$ Taylor series coefficients of the plaquette-plaquette, plaquette-double plaquette, and double plaquette-double plaquette truncated correlation functions at a finite number of points. For the gauge group $Z_{2}$, by duality, $m_{1}, m_{2}$ map to bound states of the low-temperature Ising model; a possible relation between an increasing number of bound states and roughening is discussed.


## I. INTRODUCTION AND RESULTS

In the early work of Ref. 1 and more recently in Refs. 2 and 3 there has been much effort devoted to finding the mass spectrum of lattice gauge theories. In Ref. 4, for a Wilson action strongly coupled ( $\beta=2 / g^{2}$ small) lattice gauge theory it is shown that particles exist and in Ref. 5 convergent expansions are obtained for the masses. In the $2+1$ lattice gauge theory with a gauge group representation with real character it is shown ${ }^{4}$ that there is a lowest mass $m_{0}$, associated with the truncated plaquette-plaquette ( $\mathrm{p}-\mathrm{p}$ ) correlation function (cf), which admits the representation

$$
m_{0}=-4 \ln \beta+r(\beta)
$$

where $r(\beta)$ is analytic at $\beta=0$. Furthermore, in Ref. 6 a $Z_{4}$ symmetry for zero momentum states is deduced and exploited to show that there are masses $m_{1}$ and $m_{2}$ associated with the trivial and nontrivial real representations of $Z_{4}$, respectively. The asymptotic forms of $m_{1}$ and $m_{2}$ are $-6 \ln \beta$ and $\left|m_{1}-m_{2}\right|=O(\beta)$. Here, $m_{0}$ is also associated with the identity representation; $m_{1}$ and $m_{2}$ are associated with the truncated double plaquette-double plaquette (dp-dp) cf.

Using the $\beta$ analyticity and decay rate of various truncated of 's given in Ref. 6 we show that the methods of Ref. 5 apply to give a convergent expansion for $m_{2}$. The masses $m_{0}$ and $m_{1}>m_{0}$ occur as simple poles on the imaginary axis of the complex energy plane of the momentum space truncated $\mathrm{p}-\mathrm{p}$ cf. There is necessarily a simple zero $\rho$ between these poles. A convergent expansion for $m_{1}$ is obtained from an implicit equation which is a perturbation of an implicit equation for $\rho$. We show that the masses $m_{2}, m_{1}$ (as well as $\rho$ ) admit expansions of the form

$$
-6 \ln \beta+r(\beta)
$$

where $r(\beta)$ is analytic at $\beta=0$. Furthermore, a finite lattice algorithm is given for $c_{n}$, the $n$th $\beta=0$ Taylor series coefficient of $r(\beta)$. Here, $c_{n}$ depends on only a finite number of $\beta=0$ Taylor series coefficients of the $\mathrm{p}-\mathrm{p}, \mathrm{dp}-\mathrm{dp}$, and $\mathrm{p}-\mathrm{dp}$ cf 's at a finite number of points.

[^21]In Sec. II we introduce notation and deduce the expansion for $m_{2}$. In Sec. III we obtain the expansion for $m_{1}$ (and $\rho)$. Some concluding remarks are made in Sec. IV. In an appendix we give bounds on decay rates of various cf's used in Secs. II and III.

## II. NOTATION AND EXPANSION FOR $m_{2}$

We consider a Wilson action $2+1$ lattice gauge theory with Boltzmann factor given formally by $\exp \left\{\beta \Sigma_{p} \chi\left(g_{p}\right)\right\} ; \chi$ is a real character of an irreducible unitary representation of the gauge group, $p$ denotes the plaquettes of $Z^{3}$, and $g_{p}$ is the ordered product of group elements around the border of $P$. Welet $x=\left(x_{0}, x_{1}, x_{2}\right)=\left(x_{0}, \mathrm{x}\right)$ denote points of $Z^{3} ;|\beta|$ will be taken small throughout. For a gauge invariant function $\phi$ that depends on a finite number of bond variables we denote the thermodynamic limit expectations by $\langle\phi\rangle$. The existence, $\beta$ analyticity, and translational invariance of $\langle\cdot\rangle$ follow from the polymer expansion of Ref. 7. For $\phi, \psi$, which are gauge invariant functions of a finite number of variables in the time zero $x_{0}=0$ plane, we let $\phi(x), \psi(x)$ denote the translation by $x$. The relation of the expectations to quantum field theory is given by the Feynman-Kac formula

$$
\begin{aligned}
\left\langle\bar{\phi} \psi\left(x_{0}, \mathbf{x}\right)\right\rangle & \left.\left.=\langle\bar{\phi} \psi|-x_{0}, \mathbf{x}\right)\right\rangle \\
& =\left(\phi^{v}, e^{-\boldsymbol{H}\left|x_{0}\right|} e^{i \mathbf{P} \cdot \mathbf{x}} \psi^{v}\right)_{\mathscr{H}},
\end{aligned}
$$

where the left side is used to construct the Hilbert space $\mathscr{H}$, energy-momentum operators $H, \mathbf{P}$, and the Hilbert space vectors $\phi^{v}, \psi^{v}$ on the right using the construction of Refs. 7 and 8.

$$
\text { With } \phi, \psi \text { as above let } G_{\phi \psi}(x) \text { denote the truncated cf }
$$

$$
G_{\phi \psi}(x)=\langle\bar{\phi}(0) \psi(x)\rangle-\langle\bar{\phi}(0)\rangle\langle\psi(x)\rangle,
$$

which decays exponentially in the distance between the supports of $\phi$ and $\psi$. Also, let

$$
\hat{G}_{\phi \psi}\left(x_{0}\right)=\sum_{\mathbf{x}} G_{\phi \psi}\left(x_{0}, \mathbf{x}\right)
$$

and

$$
\tilde{G}_{\phi \psi}\left(p_{0}\right)=\sum_{x_{0}} \hat{G}_{\phi \psi}\left(x_{0}\right) e^{i p_{0} x_{0}}
$$

which is the Fourier transform at zero space momentum. Here, $\hat{G}_{\phi \psi}\left(x_{0}\right)$ will also be considered as a matrix operator on $l_{2}(Z)$ with matrix elements $G_{\phi \psi}\left(x_{0} ; y_{0}\right)=G_{\phi \phi}\left(x_{0}-y_{0}\right)$ and similarly for $G_{\phi \psi}(x)$ in $l_{2}\left(Z^{3}\right)$.

Let $R_{\mathrm{g}}$ denote a rotation of $\pi / 2$ about an axis a parallel to the $x_{0}$ (time) direction. Then, $I, R_{a}, R_{a}^{2}, R_{a}^{3}$ make up the elements of the group $Z_{4}$. Defining

$$
\begin{aligned}
& P_{\mathrm{a}}^{(1)}=\frac{1}{4}\left(I+R_{\mathrm{a}}+R_{\mathrm{a}}^{2}+R_{\mathrm{a}}^{3}\right), \\
& P_{\mathrm{a}}^{(2)}=\frac{1}{4}\left(I-R_{\mathrm{a}}+R_{\mathrm{a}}^{2}-R_{\mathrm{a}}^{3}\right), \\
& P_{\mathrm{a}}^{(3)}=\frac{1}{4}\left(I+i R_{\mathrm{a}}-R_{\mathrm{a}}^{2}-i R_{\mathrm{a}}^{3}\right), \\
& P_{\mathrm{a}}^{4)}=\frac{1}{4}\left(I-i R_{\mathrm{a}}-R_{\mathrm{a}}^{2}+i R_{\mathrm{a}}^{3}\right),
\end{aligned}
$$

we have $P_{a}^{(i)} P_{a}^{U}=\delta_{i j} P_{a}^{(i)}$ and $\Sigma_{i} P_{a}^{(i)}=1$. It is shown ${ }^{6}$ that
so that $\hat{G}_{\phi \psi}\left(x_{0}\right)=0$ if $\phi=P_{2}^{(i)} \phi, \psi=P_{b}^{(i)} \psi$, with $i \neq j$, which provides us with a selection rule on zero momentum states.

Let $\chi_{h}(g)=\chi\left(g_{w}\right)$, where $g_{w}$ is the six-sided rectangular loop (double plaquette) in the time-zero plane located at the origin with long axis along $x_{1}$. Let $\chi_{1}=P_{0}^{(1)} \chi_{h}$ and $\chi_{2}=P_{0}^{(2)} \chi_{h}$. Denote the single plaquette function by $\chi$.

The expansion for $m_{2}$ is obtained in a manner completely analogous to $m_{0}$ in Ref. 5, but using Lemma A. 1 for $\tilde{G}_{x_{2} \chi_{2}}\left(x_{0}\right)$ falloff and an expansion of $\tilde{\Gamma}_{x_{2} x_{2}}\left(p_{0}, \beta\right)$, $\tilde{\Gamma}_{\chi_{2} \chi_{2}}\left(p_{0}, \beta\right)=-\tilde{\sigma}_{\chi_{2} x_{2}}\left(p_{0}, \beta\right)^{-1}$, with the terms up to and including order $\beta^{6}$ explicited. We have, letting

$$
\begin{aligned}
\hat{\Gamma}_{22 S}\left(x_{0}, \beta\right)= & \hat{\Gamma}_{22}\left(x_{0}, \beta\right)-\sum_{m=0}^{6} \frac{\beta^{m}}{m!} \frac{\partial^{m} \hat{\Gamma}^{2}}{\partial \beta^{m}}\left(x_{0}, \beta=0\right), \\
\tilde{\Gamma}_{22}\left(P_{0}, \beta\right)= & 2+\sum_{m=1}^{6} \gamma_{m} \beta^{m}-\frac{c_{7}}{6!}\left(e^{-i p_{0}}+e^{i p_{0}}\right) \beta^{6} \\
& +\hat{\Gamma}_{22 S}\left(x_{0}=0, \beta\right)+\sum_{n=1}^{\infty} \hat{\Gamma}_{22 S}\left(x_{0}=n, \beta\right) \\
& \times\left(e^{-i p_{0} n}+e^{i p_{0} n}\right) .
\end{aligned}
$$

Introduce the auxiliary complex variable $w$ and function $H(w, \beta)$ such that

$$
H\left(w=2-\left(c_{7} / 6!\right) \beta^{6} e^{-i p_{0}} \beta\right)=\tilde{\Gamma}_{22}\left(p_{0}, \beta\right) .
$$

By the analytic implicit function theorem ${ }^{9}$ $H(w(\beta), \beta)=0, w(\beta)$ analytic, $w(0)=0$, and $w(\beta)=2$ $-\left(c_{7} / 6!\mid \beta^{6} e^{m_{2}(\beta)}\right.$, or

$$
\begin{aligned}
m_{2}(\beta) & =-6 \ln \beta+\ln \left(6!/ c_{7}\right)+\ln (2-w(\beta)) \\
& \equiv-6 \ln \beta+r(\beta) .
\end{aligned}
$$

The argument for determining $c_{n}=(1 / n!)\left(d^{n} r / d \beta^{n}\right)(\beta=0)$ goes as in Ref. 5 and reduces to the determination of $\left.{ }_{\left(d^{m}\right.} \hat{\Gamma}_{22} / d \beta^{m}\right)\left(x_{0}, \beta=0\right)$ which, by the Neumann series expansion for $\hat{\Gamma}_{22}$ in Lemma A.1, reduces to the determination of $\left(d^{l} G_{22} / d \beta^{2}\right)(x, \beta=0)$ for a finite number of $x$ and $l$.

## III. EXPANSION FOR $m_{1}$

In Ref. 6 it is shown that $\tilde{\boldsymbol{G}}_{x x}\left(p_{0}\right)$ has two simple poles, at $p_{0}=\operatorname{im}_{0}$ and $p_{0}=\operatorname{im}_{1}$. Thus $\tilde{\Gamma}_{x x}\left(p_{0}\right)=-\tilde{\boldsymbol{G}}_{x x}\left(p_{0}\right)^{-1}$ has simple zeroes at $p_{0}=\mathrm{im}_{0}, p_{0}=\mathrm{im}_{1}$. By the spectral representation of $\tilde{G}_{\chi x}\left(p_{0}\right), \tilde{G}_{x \chi}\left(p_{0}\right)$ also has a simple zero at $p_{0}=i \rho$, $m_{0}<\rho<m_{1}$. To determine $m_{1}$ we first introduce

$$
\tilde{F}_{x_{1} x_{1}}\left(p_{0}\right)=\tilde{G}_{x_{x_{1}}}\left(p_{0}\right)+\tilde{G}_{\chi_{\chi} x}\left(p_{0}\right) \tilde{\Gamma}_{x x}\left(p_{0}\right) \tilde{G}_{\chi x_{1}}\left(p_{0}\right),
$$

which subtracts out the vacuum and $m_{0}, m_{1}$ particle poles from $\tilde{G}_{x_{x}} \cdot$. However, there is still a simple pole of $\tilde{\Gamma}_{x \chi}\left(p_{0}\right)$ at $p_{0}=i \rho$ coming from the zero at $p_{0}=i \rho$ of $\tilde{G}_{x x}\left(p_{0}\right)$.

We remark that using the estimates in Lemma A. 2 on $\hat{F}_{\chi_{\chi_{1}}}\left(x_{0}\right)$ and $\hat{\boldsymbol{\Phi}}_{\chi_{\chi_{1}}}\left(x_{0}\right)$, the convolution inverse of $-\hat{F}_{\chi \chi_{1}}\left(x_{0}\right)$, we can obtain directly a convergent expansion for $\rho$ as the zero $\tilde{\Phi}_{x_{x_{1}}}\left(p_{0}=i \rho\right)$ using the same method as in Sec. II. Furthermore, this is the only zero of $\tilde{\Phi}_{x_{1} x_{1}}\left(p_{0}\right)$. An indirect method for finding $\rho$ was employed in Ref. 6.

We now derive an implicit equation for $m_{1}$. Let

$$
\tilde{L}_{x x_{1}}\left(p_{0}\right)=\tilde{\Gamma}_{x x}\left(p_{0}\right) \tilde{G}_{x x_{1}}\left(p_{0}\right) \tilde{\Phi}_{x_{x_{1}}}\left(p_{0}\right) \equiv \tilde{L}\left(p_{0}\right)=\tilde{L}_{x_{1} x}\left(p_{0}\right)
$$

By the bounds of Lemma A. 3 this is analytic up to $\operatorname{Im} p_{0}=-7(1-\epsilon) \ln \beta$; i.e., the singularities in $\tilde{\Gamma}_{x x}\left(p_{0}\right)$ and $\tilde{G}_{x x_{1}}\left(p_{0}\right)$ at $p_{0}=i m_{0}, p_{0}=i \rho$, and $p_{0}=i m_{1}$ are canceled. Define $\bar{M}\left(p_{0}\right)$ by

$$
\tilde{\Gamma}_{x x}\left(p_{0}\right)=\tilde{L}_{x x_{1}}\left(p_{0}\right) \tilde{F}_{x_{x_{1}}}\left(p_{0}\right) \tilde{L}_{x_{x}}\left(p_{0}\right)+\tilde{M}\left(p_{0}\right) .
$$

From the estimates of Lemma A. $4 \tilde{M}\left(p_{0}\right)$ is analytic on $0<\operatorname{Im} p_{0}<-7(1-\epsilon) \ln \beta$. Furthermore, it is shown ${ }^{6}$ that $L_{x_{i} x}\left(p_{0}=i \rho\right) \neq 0$ so that the only singularity of $\tilde{\Gamma}_{\chi x}\left(p_{0}\right)$ is $p_{0}=i \rho$. We are interested in the zero of $\tilde{\Gamma}_{x x}\left(p_{0}\right)$ at $p_{0}=i m_{1}$, $m_{1} \sim-6 \ln \beta$. Write

$$
\tilde{\Gamma}_{x x}\left(p_{0}\right)=\tilde{F}_{x_{1} x_{1}}\left(p_{0}\right)\left[\tilde{L}^{2}\left(p_{0}\right)-\tilde{M}\left(p_{0}\right) \tilde{\Phi}_{x_{1} x_{1}}\left(p_{0}\right)\right] .
$$

Thus the zero of $\tilde{\Gamma}_{x x}\left(p_{0}\right)$ at $p_{0}=i m_{1} \sim-i 6 \ln \beta$ is given by

$$
\tilde{\Phi}_{x_{1} x_{1}}-\tilde{L}^{2} / \tilde{M}=0
$$

which is the implicit equation we now solve. From the bounds on $\hat{M}, \hat{L}$, and $\hat{\Phi}_{x_{1} x_{1}}$ we can write

$$
\begin{aligned}
& \tilde{M}=-1+\sum_{i=1}^{6} v_{i} \beta^{i}+\sum_{i=4}^{6} \alpha_{i} \beta^{i}\left(e^{-i p_{0}}+e^{i p_{0}}\right)+\tilde{M}_{7} \\
& \tilde{L}=\sum_{i=1}^{7} \gamma_{i} \beta^{i}+\tilde{L}_{8} \\
& \tilde{\Phi}_{x_{1} \chi_{i}}=-4+\sum_{i=1}^{6} \phi_{i} \beta^{i}+\rho \beta^{6}\left(e^{-i p_{0}}+e^{i p_{0}}\right)+\tilde{\Phi}_{x_{i, i},}
\end{aligned}
$$

where the coefficients of $\beta^{i}$ can be determined explicitly.
In the above $\tilde{M}_{7}, \tilde{\Phi}_{\chi_{1}, i}\left(\tilde{\tilde{L}}_{8}\right)$ are the $\beta=0$ Taylor expansions of $\tilde{M}, \tilde{\Phi}_{\chi_{1} \chi_{1}}(\tilde{L})$ with the terms up to and including order $\beta^{6}\left(\beta^{7}\right)$ subtracted. To be more explicit
$\tilde{M}_{7}=\hat{M}_{7}\left(x_{0}=0, \beta\right)+\sum_{n=1}^{\infty} \hat{M}_{7}\left(x_{0}=n, \beta\right)\left(e^{-i p_{0} n}+e^{i p_{0} n}\right)$,
$\tilde{\Phi}_{7}=\hat{\Phi}_{7}\left(x_{0}=0, \beta\right)+\sum_{n=1}^{\infty} \hat{\Phi}_{7}\left(x_{0}=n \beta\right)\left(e^{-p_{0} n}+e^{i p_{0} n}\right)$,
$\tilde{L}_{8}=\hat{L}_{8}\left(x_{0}=0, \beta\right)+\sum_{n=1}^{\infty} \hat{L}_{8}\left(x_{0}=n, \beta\right)\left(e^{-i p_{0} n}+e^{i p_{0} n}\right)$,
where the subscript $l$ means the Taylor series with the terms up to but not including $l$ subtracted.

We obtain the correct singular and constant term for the mass $m_{1}$ by transforming to the variables $w, \beta$, where

$$
w=-1+\left(c_{7} \beta^{6} / 2 \cdot 6!\right) e^{-i p_{0}}, \quad c_{7}=2 \cdot 6!/ d^{6}
$$

We let $\tilde{M}^{\prime}, \tilde{\Phi}^{\prime}, \tilde{L}^{\prime}$ denote $\tilde{M}, \tilde{\Phi}, \tilde{L}$, respectively, written in terms of the $\omega, \beta$ variables. Now observe that we can write

$$
\begin{aligned}
& \tilde{\Phi}^{\prime}=2 w+g(w, \beta), \quad g(0,0)=0, \quad \frac{\partial g}{\partial w}(0,0)=0 \\
& \beta^{2} \tilde{M}^{\prime}=\left(c_{4} / 4!\right)\left(2 \cdot 6!/ c_{7}\right)+h(w, \beta), \quad h(0,0)=0
\end{aligned}
$$

Furthermore, $\tilde{L}^{\prime}, g, h$ arejointly analytic and $\left(\beta^{2} \tilde{M}^{\prime}\right)^{-1}$ has a Taylor expansion beginning with a constant. Let

$$
\begin{aligned}
F(w, \beta) & \equiv \tilde{\Phi}^{\prime}-\beta^{2} \tilde{L}^{\prime 2}\left(\beta^{2} \tilde{M}^{\prime}\right)^{-1} \\
& =2 w+g(w, \beta)-\beta^{2} \tilde{L}^{\prime 2}\left(\beta^{2} \tilde{M}^{\prime}\right)^{-1}
\end{aligned}
$$

As $F(w, \beta)$ is jointly analytic, $F(0,0)=0,(\partial F / \partial w)(0,0)=2$, the analytic implicit function theorem applies and gives $w(\beta)$, where $w(\beta)$ is analytic, $F(w(\beta), \beta)=0$, and $w(0)=0$. Thus

$$
m_{1}=-6 \ln \beta+6 \ln d+\ln (1+w(\beta))
$$

Arguing as in Ref. 5, $c_{n}$, the $n$th $\beta=0$ Taylor coefficient of $w(\beta)$, only depends on $\left(d^{m} \Phi / d \beta^{m}\right)\left(x_{i} y, \beta=0\right)$, $\left(d^{m} M / d \beta^{m}\right)(x ; y, \beta=0)$, and $\left(d^{m} L / d \beta^{m}\right)(x ; y, \beta=0)$ for a finite number of $x, y$, and $m$, which by the Neumann expansions for $\Phi, M$, and $L$ only depends on $\left.\left(d^{r} / d \beta\right)^{r}\right)$ $\times G_{x x}(x, \beta=0), \quad\left(d^{s} / d \beta^{s}\right) G_{\chi_{1} \chi_{1}}(x, \beta=0), \quad$ and $\left(d^{t} / d \beta^{t}\right)$ $\times G_{x x_{1}}(x, \beta=0)$ for a finite number of $r, s, t$, and $x$. The determination of the above $\operatorname{cf} \beta=0$ derivatives can be reduced to a finite lattice problem by expressing $G_{\chi \chi}, G_{\chi_{1} \chi_{1}}$, and $G_{\chi \chi_{1}}$ as appropriately differentiated logs of partition functions and using the polymer expansion (see Ref. 7).

## IV. CONCLUDING REMARKS

We have obtained convergent expansions for the bound states below the order of magnitude of $-7 \ln \beta$. The question of how many bound states there are below the two-particle continuum at the order of magnitude of $-8 \ln \beta$ is left unanswered. For example, do the three or more plaquette functions give rise to new bound states? Also, we have not determined whether the bound states become more or less tightly bound as $\beta$ increases; for example, do $m_{1} / m_{0}, m_{2} / m_{0}$ increase or decrease with $\beta$ ? This could be determined by calculating the coefficients of the series. Do the bound states disappear into the continuum for some $\beta$ ? It would be interesting to have a spectral interpretation of the crossover region. By duality, ${ }^{10}$ for the special case of the gauge group $Z_{2}$, the masses $m_{0}, m_{1}, m_{2}$ are the one particle and the two bound states of the quantum field theory associated with the $2+1$ low-temperature Ising model (see Ref. 8). The appearance or disappearance of bound states as the critical temperature is approached from below could shed light on possible roughening effects in the low-temperature Ising model with plus boundary conditions. A detailed knowledge of the low-temperature bound state spectrum would also allow improved scaling function approximates (sfa) (see Ref. 11). In Ref. 11, sfa were given assuming no bound states. The location of the bound state spectrum will affect the deviation from (and corrections to) Orstein-Zernike behavior.
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## APPENDIX: DECAY PROPERTIES

We give bounds, obtained in Secs. III and IV of Ref. 6, on $G_{22}, \Gamma_{22}, F_{11}, \Phi_{11}, L$, and $M$ used in the arguments of Secs. II and III. We have abbreviated $\chi_{2} \chi_{2}, \chi_{1} \chi_{1}$ by 22 and 11 , respectively. Here, $c, c^{\prime}, c_{1}, c_{2}, \ldots$ will denote strictly positive constants. The cf's that appear below are analytic in $\beta$ and all Neumann series converge in $l_{2}$ operator norm. Here, $d$ is the dimension of the representation of the gauge group.

## Lemma A. 1:

(a) $\hat{G}_{22}\left(x_{0}=0\right)=\frac{1}{2}+O(\beta)$.
(b) $\hat{G}_{22}\left(x_{0}=1\right)=c_{7} / 4 \cdot 6!\beta^{6}+O\left(\beta^{7}\right)$,

$$
c_{7}=2.6!/ d^{6}
$$

(c) $\left|\hat{G}_{22}\left(x_{0}\right)\right| \leqslant c\left|c^{\prime} \beta\right|^{6\left|x_{0}\right|}$.
(d) $\hat{G}_{22}=\hat{P}_{2}\left[1+\hat{P}_{2}^{-1}\left(\hat{G}_{22}-\hat{P}_{2}\right)\right]$,

$$
\hat{P}_{2}\left(x_{0} ; y_{0}\right)=\hat{G}_{22}\left(x_{0} ; y_{0}\right) \delta_{x_{00} y_{0}}
$$

(e) $\hat{\Gamma}_{22}=-\hat{G}_{22}^{-1}=\left[1+\hat{P}_{2}^{-1}\left(\hat{G}_{22}-\hat{P}_{2}\right)\right]^{-1} \hat{P}_{2}^{-1}$

$$
\begin{aligned}
& =\sum_{n=0}^{\infty}(-1)^{n}\left[\hat{P}_{2}^{-1}\left(\hat{G}_{22}-\hat{P}_{2}\right)\right]^{n} \hat{P}_{2}^{-1} . \\
& \text { (f) }\left|\hat{\Gamma}_{22}\left(x_{0}\right)\right| \leqslant \begin{cases}c_{2}\left|c^{\prime} \beta\right|^{|7| x_{0} \mid}, & \left|x_{0}\right| \neq 1, \\
c_{2}\left|c^{\prime} \beta\right|^{|6| x_{0} \mid}, & \left|x_{0}\right|=1 .\end{cases}
\end{aligned}
$$

Lemma A.2:
(a) $\hat{F}_{11}\left(x_{0}=0\right)=\frac{1}{4}+O(\beta)$.
(b) $\hat{F}_{11}\left(x_{0}=1\right)=\left(c_{7} / 6!4\right) \beta^{6}+O\left(\beta^{7}\right)$.
(c) $\hat{F}_{11}=\hat{G}_{11}+\hat{G}_{1 \chi} \hat{\Gamma}_{x \chi} \hat{G}_{\chi^{1}}$

$$
=\hat{G}_{11}\left[1-\hat{\Gamma}_{11} \hat{G}_{\chi, \chi} \hat{\Gamma}_{x x} \hat{G}_{\chi x_{1}}\right]
$$

where
$\hat{\Gamma}_{x x}=-\hat{G}_{x x}^{-1}=\left[1+\hat{P}^{-1}\left(\hat{G}_{x x}-\hat{P}\right)\right]^{-1} \hat{P}$,
$\hat{P}\left(x_{0}, y_{0}\right)=G_{x x}\left(x_{0}, y_{0}\right) \delta_{x_{0} y_{0}}$.
(d) $\hat{\Phi}_{11}=-\hat{F}_{11}^{-1}$

$$
=\left[1-\hat{\Gamma}_{11} \hat{G}_{x i x} \hat{\Gamma}_{x x} \hat{\sigma}_{x x}\right]^{-1} \hat{\Gamma}_{11}, \hat{\Gamma}_{11}=\hat{G}_{11}^{-1}
$$

$\hat{\Gamma}_{11}$ defined as for $\hat{\Gamma}_{\chi x}$ of (c).
(e) $\hat{\Phi}_{11}\left(x_{0}=0\right) \stackrel{\chi x}{=}-4+O(\beta)$.
(f) $\hat{\Phi}_{11}\left(x_{0}=1\right)=\left(c_{7} / 6!\right) \beta^{6}+O\left(\beta^{7}\right)$.
(g) $\left|\Phi_{11}\left(x_{0}\right)\right| \leqslant l \begin{array}{ll}c_{2}\left|c^{\prime} \beta\right|^{|6| x_{0} \mid}, & \left|x_{0}\right|=1, \\ c_{2}\left|c^{\prime} \beta\right|^{7\left|x_{0}\right|}, & \left|x_{0}\right| \neq 1 .\end{array}$

Lemma A.3:
(a) $\hat{L}\left(x_{0}=0\right)=(4 / d) \beta+O\left(\beta^{2}\right)$.
(b) $\hat{L}\left(x_{0}=1\right)=c \beta^{8}+O\left(\beta^{9}\right)$,
(c) $\left|\hat{L}\left(x_{0}\right)\right| \leqslant \begin{cases}c\left|c^{\prime} \beta\right|^{8}, & \left|x_{0}\right|=1, \\ c\left|c^{\prime} \beta\right|^{7\left|x_{0}\right|}, & \left|x_{0}\right| \neq 1 .\end{cases}$

## Lemma A.4:

(a) $\hat{M}\left(x_{0}=0\right)=-1+O(\beta)$.
(b) $\hat{M}\left(x_{0}=1\right)=\left(c_{4} / 4!\right) \beta^{4}+O\left(\beta^{5}\right)$,

$$
c_{4}=4 \cdot 4!/ d^{4}
$$

(c) $\left|\hat{M}\left(x_{0}\right)\right| \leqslant \begin{cases}c\left|c^{\prime} \beta\right|^{4\left|x_{0}\right|}, & \left|x_{0}\right|=1 . \\ c\left|c^{\prime} \beta\right|^{7\left|x_{0}\right|}, & \left|x_{0}\right| \neq 1 .\end{cases}$
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#### Abstract

A new form of the vector wave equation for a neutrino is derived that makes the relation to the massive case more transparent than that given by Reifler. Some new aspects of the photon neutrino duality are discussed.


## I. INTRODUCTION

In a recent article ${ }^{1}$ Reifler gave a vectorial form of the two-component neutrino equation (Weyl equation) in an Abelian external potential. His idea was to use the 2-1 Car$\tan$ map from the spinor space to the space of complex threevectors $F=\left(F_{1}, F_{2}, F_{3}\right)$ with $F^{2}=F_{1}^{2}+F_{2}^{2}+F_{3}^{2}=0$. The wave equation can be written completely in terms of $F$ and the external vector potential. The advantage of the vectorial form as compared to the standard way of writing the neutrino wave equation lies in the fact that the first one is holonomic: in a curved space-time it is not necessary to make a choice of an orthonormal tetrad field in order to be able to write down the wave equation (spinors are defined only with respect to a space-time tetrad); furthermore, not in every space-time does there exist a global tetrad field.

The vectorial form of the massive Dirac equation was studied extensively by Kofink ${ }^{2}$ but the equivalence with the spinor formulation was first established by Takabayasi ${ }^{3}$ in great detail, motivated by the desire to give a magnetohydrodynamical interpretation of the Dirac field. Since then the vectorial form (in the massive case) has been studied by several authors from various aspects. ${ }^{4}$

In Ref. 5, I showed that the Takabayasi equations can be understood and derived in a simple way using the (natural) action of the group $G L(2, \mathbb{C})$ on Dirac spinors. In this paper I want to show that the massless case (two-component Weyl equation) can be handled in a similar way. The resulting equations will differ in form from those in Ref. 1, but of course they are equivalent. The profit of writing the wave equation in my way, Eq. (15), is that both the massive and massless equations are formally the same: the main difference (except for the value of the mass parameter) lies in the characteristics of the "polarization tensor" $P_{\mu \nu}$, which is the main bilinear quantity constructed of the Dirac (or Weyl) field. In the massive case at least one of the Lorentz invariants $P_{\mu \nu} P^{\mu \nu}, P_{\mu \nu} * P^{\mu \nu}$ has to be nonzero, whereas in the massless case both vanish and $F=E+i H, E_{k}=P_{0 k}, H_{k}$ $=-\frac{1}{2} \epsilon_{i j k} P^{i j}$ is the complex null vector used in Ref. 1.

The considerations of the present paper throw some light on the problem of the photon neutrino duality. It is an old idea to construct photons from neutrino pairs. ${ }^{6}$ This was revived again in a recent article by Luther and Schotte. ${ }^{7}$ In Ref. 7 it was shown how to construct photon creation and annihilation operators from pairs of fermion operators. The

[^22]inverse construction is also possible. In fact the first construction of this type was given by Jordan, but it was criticized by Pryce because of the lack of rotational invariance. (Problems in combining the correct commutation relations with rotational invariance were not completely solved in the later papers. ${ }^{6}$ ) This difficulty has been avoided in Ref. 7. Since the vectorial equations for $P_{\mu \nu}$ are very similar to the Maxwell equations (the difference is in a source term which is a nonlinear function of $P$ ) one could somehow think of the neutrino as a "twisted" photon. This possibility will be discussed in Sec. III in the framework of functional integration, in the spirit of Witten's fermionization of the soliton field in the Wess-Zumino model. ${ }^{8}$

## II. THE VECTORIAL FORM OF THE NEUTRINO EQUATION

Consider the Dirac equation

$$
\begin{equation*}
\gamma^{\nu}\left(\partial_{v}+i e A_{v}\right) \psi+i m_{0} \psi=0 \tag{1}
\end{equation*}
$$

in the Minkowski space; metric $g=\operatorname{diag}(+1,-1,-1$, $-1)$ I shall use the representation

$$
\gamma_{0}=\left[\begin{array}{ll}
0 & \sigma_{0} \\
\sigma_{0} & 0
\end{array}\right], \quad \gamma_{k}=\left[\begin{array}{cc}
0 & -\sigma_{k} \\
\sigma_{k} & 0
\end{array}\right] \quad(k=1,2,3)
$$

where $\sigma_{0}=1$ and

$$
\sigma_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma_{2}=\left[\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right], \quad \sigma_{3}=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]
$$

As in Ref. 5, I shall replace (1) by an equivalent $2 \times 2$-matrix equation; the new matrix-valued Dirac field is related to the vector components $\psi_{1}, \ldots, \psi_{4}$ through

$$
\psi=\left[\begin{array}{rr}
\psi_{1} & -\bar{\psi}_{4} \\
\psi_{2} & \bar{\psi}_{3}
\end{array}\right] .
$$

In this notation the Dirac equation is

$$
\begin{equation*}
\sigma^{\nu} \partial_{v} \psi+i e \partial^{\nu} \sigma_{3} A_{v}+i m_{0} \dot{\psi} \sigma_{3}=0 \tag{2}
\end{equation*}
$$

where

$$
\dot{a}=\left[\begin{array}{rr}
\bar{\delta} & -\bar{\gamma}  \tag{3}\\
-\bar{\beta} & \bar{\alpha}
\end{array}\right], \quad \text { for } a=\left[\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right]
$$

In particular, $\dot{a}=a^{-1}$ if $\operatorname{det} a=1$.
In the case the mass $m_{0}=0$, Eq. (2) decouples into two independent two-component spinor equations (Weyl spinor equations). Let us project out the equation determined by the first column of the matrix equation (2); the projection operator for this is the right multiplication by the matrix $\omega$
$=\frac{1}{2}\left(\sigma_{1}+i \sigma_{2}\right)$. The resulting two-component equation for $\left(\psi_{1}, \psi_{2}\right)$ is

$$
\begin{equation*}
\sigma^{\nu} \partial_{\nu} \psi \omega-i e \sigma^{\nu} \psi \omega A_{v}=0 \tag{4}
\end{equation*}
$$

Since $\left(\psi_{3}, \psi_{4}\right)$ do not contribute to (4), we can choose, for example,

$$
\psi=\left[\begin{array}{cc}
\psi_{1} & -\bar{\psi}_{2}  \tag{5}\\
\psi_{2} & \bar{\psi}_{1}
\end{array}\right]
$$

However, in order to be better able to compare with the massive case let us keep the general form of $\psi$. Let us assume now that

$$
\begin{equation*}
\operatorname{det} \psi=\psi_{1} \bar{\psi}_{3}+\psi_{2} \bar{\psi}_{4} \neq 0 \tag{6}
\end{equation*}
$$

We can multiply (4) from the right by det $\psi \cdot \psi^{-1}$. Define

$$
\begin{equation*}
P:=\operatorname{det} \psi \cdot \psi \omega \psi^{-1}=P_{\mu \nu} \sigma^{\mu \nu} \tag{7}
\end{equation*}
$$

where $\sigma^{0 k}=-\sigma^{k 0}=\frac{1}{2} \sigma^{k}, \sigma^{k l}=-\frac{i}{2} \epsilon_{k l j} \sigma^{j}\left(\epsilon_{123}=+1\right.$, $\epsilon$ antisymmetric). Taking the Hermitian and anti-Hermitian parts of

$$
\begin{equation*}
\operatorname{det} \psi \cdot \sigma^{\nu}\left(\partial_{\nu} \psi\right) \omega \psi^{-1}-i e \sigma^{\nu} A_{\nu} P=0 \tag{8}
\end{equation*}
$$

one gets a pair of vectorial equations

$$
\begin{align*}
& \partial^{v} P_{v \mu}-2 e A^{v *} P_{v \mu}=-\operatorname{Re} \operatorname{tr} P \partial_{\mu} \psi \psi^{-1}  \tag{9a}\\
& \partial^{v *} P_{v \mu}+2 e A^{v} P_{v \mu}=\operatorname{Im} \operatorname{tr} P \partial_{\mu} \psi \psi^{-1} \tag{9b}
\end{align*}
$$

The dual ${ }^{*} P$ is defined as

$$
\begin{equation*}
{ }^{*} P_{\mu \nu}=\frac{1}{2} \epsilon_{\mu v \alpha \beta} P^{\alpha \beta}, \tag{10}
\end{equation*}
$$

with $\epsilon_{0123}=+1, \epsilon$ antisymmetric. The field $\psi$ defines an orthonormal tetrad system $\{u, l, m, n\}$ by

$$
\begin{align*}
& u^{v} \sigma_{v}=|\operatorname{det} \psi|^{-1} \cdot \psi \sigma_{0} \psi^{*}, \ldots  \tag{11}\\
& n^{v} \sigma_{v}=|\operatorname{det} \psi|^{-1} \cdot \psi \sigma_{3} \psi^{*}
\end{align*}
$$

From (7) and (11), it follows that

$$
\begin{aligned}
P_{\mu v}= & \left(a l_{\mu}+b m_{\mu}\right)\left(-u_{v}+n_{v}\right) \\
& -\left(a l_{v}+b m_{v}\right)\left(-u_{\mu}+n_{\mu}\right)
\end{aligned}
$$

or

$$
\begin{equation*}
P=(a l+b m) \wedge k \tag{12}
\end{equation*}
$$

where $k_{v}=-u_{v}+n_{v}$ is a null vector and $a+i b=\operatorname{det} \psi$. Denoting by $\boldsymbol{\Lambda}$ the matrix with columns $\{u, l, m, n\}$,

$$
\partial_{\mu} \psi \psi^{-1}=\partial_{\mu} \Lambda_{\alpha k} \Lambda_{\beta}^{k} \sigma^{\alpha \beta}+\frac{1}{2} \partial_{\mu} \ln \operatorname{det} \psi
$$

and Eqs. (9) can also be written as

$$
\begin{align*}
& \partial^{v} P_{\nu \mu}-2 e A^{v} * P_{v \mu}=(a l+b m) \cdot \partial_{\mu} k  \tag{13a}\\
& \partial^{v *} P_{\nu \mu}+2 e A^{v} P_{\nu \mu}=(a m-b l) \cdot \partial_{\mu} k \tag{13b}
\end{align*}
$$

Note that

$$
\begin{equation*}
* P=(a m-b l) \wedge(-u+n) \tag{14}
\end{equation*}
$$

so that the duality transformation generates the group of rotations in the ( $a, b$ ) plane. By (13), the potential $A^{v}$ can be interpreted as the gauge potential associated to this $\mathrm{U}(1)$ group. Thus we can write

$$
\begin{align*}
& D^{v} P_{\nu \mu}=(a l+b m) \cdot \partial_{\mu} k  \tag{15a}\\
& D^{v} * P_{\nu \mu}=(a m-b l) \cdot \partial_{\mu} k \tag{15b}
\end{align*}
$$

where $D^{v}=\partial^{v}-2 e A^{v *}$. The field $P_{\mu \nu}$ and the vectors
$a l+b m$ and $a m-b l$ are invariant with respect to (1) simultaneous rotations in the $(a, b)$ and $(l, m)$ planes; (2) the hyperbolic rotations,

$$
\begin{aligned}
& u^{\prime}=u \cosh \xi+n \sinh \xi \\
& n^{\prime}=u \sinh \xi+n \cosh \xi
\end{aligned}
$$

combined with the scaling $\left(a^{\prime}, b^{\prime}\right)=e^{-\xi}(a, b)$; and (3) a twoparameter family of Lorentz transformations generated by $\sigma_{31}+\sigma_{01}=\frac{1}{2} \omega$ and $\sigma_{23}+\sigma_{20}=(i / 2) \omega$. The maximal compact subgroup of this four-parameter group is just the $\mathrm{U}(1)$ gauge group. These symmetries arise because we are interested only in the first column of the $(2 \times 2)$-matrix field $\psi$; the second column can be chosen arbitrarily subject only to the condition det $\psi \neq 0$. A simple choice is that given by Eq. 5. In this case $a=\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}, b=0$, and $u=(1,0,0,0)$. By the definition, Eq. (7),

$$
P=\left[\begin{array}{ll}
-\psi_{1} \psi_{2} & \psi_{1}^{2}  \tag{16}\\
-\psi_{2}^{2} & \psi_{1} \psi_{2}
\end{array}\right]
$$

The map $\left(\psi_{1}, \psi_{2}\right) \rightarrow P$ is called the Cartan map and it is a $2-1$ map from the space of two-component spinors to the space of antisymmetric tensor fields $P_{\mu \nu}$ satisfying

$$
\begin{equation*}
P_{\mu v} P^{\mu \nu}=P_{\mu \nu} * P^{\mu \nu}=0 \tag{17}
\end{equation*}
$$

If one writes

$$
\begin{equation*}
P=\left(E_{k}+i H_{k}\right) \sigma^{k} \tag{18}
\end{equation*}
$$

then $P$ satisfies (17) if and only if

$$
\begin{equation*}
\mathbf{E} \perp \mathbf{H} \text { and }\|\mathbf{E}\|=\|\mathbf{H}\| \tag{19}
\end{equation*}
$$

Any $P$ subject to the condition (17) can be written as

$$
\begin{equation*}
P=h \wedge k \tag{20}
\end{equation*}
$$

where $h$ is spacelike and $k$ is a light vector orthogonal to $h$; the representation (20) is not unique, since clearly $h^{\prime}=\rho h$, $k^{\prime}=\rho^{-1} k$ is an acceptable choice for any real $\rho \neq 0$. Also $h^{\prime}=h+t k, k^{\prime}=k$ defines the same $P$. These symmetries correspond to the transformations (2) and (3) above.

Reifler wrote his neutrino equation entirely in terms of $P_{\mu \nu}$ and the vector $j_{\mu}$,

$$
\begin{equation*}
j_{0}:=\|\mathbf{E}\|, \quad \mathbf{j}:=\|\mathbf{E}\|^{-1} \mathbf{E} \times \mathbf{H} \tag{21}
\end{equation*}
$$

defined by $P$. Using the symmetries described above, the apparent dependence of my equations (15a) and (15b) on $k$ and $h=a l+b m$ is completely artificial; of course, Eqs. (15a) and (15b) must be equivalent to (2.2) in Ref. 1:

$$
D^{0} \mathbf{F}=i \mathbf{D} \times \mathbf{F}-(\mathbf{D F}) \cdot \mathbf{j} j_{0}^{-1}
$$

where $\mathbf{F}=\mathbf{E}+\boldsymbol{i} \mathbf{H}$.
The extra degrees of freedom can be avoided either by the choice of the second column in $\psi$ [as in (5)] or directly by a specific choice of $a, b, l, m$, and $k$. A simple choice is

$$
\begin{align*}
& k=j, h=(0, \mathbf{E} /\|\mathbf{E}\|)=a l+b m \\
& h^{\perp}=a m-b l=(0, \mathbf{H} /\|\mathbf{H}\|) \tag{22}
\end{align*}
$$

Using this choice it is easy to see the equivalence of (15) with (2.2).

It is interesting to compare the system (15) with the corresponding equations

$$
\begin{equation*}
\partial^{v} P_{v \mu}=2 m_{0} v_{\mu}+2 e a A_{\mu}+a l \cdot \partial_{\mu} m+b u \cdot \partial_{\mu} n \tag{23a}
\end{equation*}
$$

$$
\begin{equation*}
\partial^{v *} P_{\nu \mu}=2 e b A_{\mu}+b l \cdot \partial_{\mu} m-a u \cdot \partial_{\mu} n, \tag{23b}
\end{equation*}
$$

in the massive case $m_{0} \neq 0$; here

$$
\begin{equation*}
v_{\mu}=\sqrt{a^{2}+b^{2}} u_{\mu}, \quad P=\operatorname{det} \psi \cdot \psi(i / 2) \sigma_{3} \psi^{-1} \tag{24}
\end{equation*}
$$

Except for the mass term $2 m_{0} v_{\mu}$ there are two important differences: (1) the vector potential $A_{\mu}$ is (massive case) the gauge potential for rotations in the ( $l, m$ ) plane, and (2) the tensor $P$ is nondegenerate, $\operatorname{det} P \neq 0$. However, the first difference is only superficial (and is related to the second one). Namely, in the massless case the effect of a duality rotation on $P$ by an angle $\phi$ in the $(a, b)$ plane is the same as a rotation by the angle $-\phi$ in the $(l, m)$ plane; this is due to the special degenerate form of $P$, as defined in (7) or in (12). Using this observation, both the massless equations (13) and the massive equations (23) can be written in a uniform manner:

$$
\begin{align*}
& D^{v} P_{\nu \mu}=2 m_{0} v_{\mu}+\left\langle P, D_{\mu} \Lambda \Lambda^{-1}\right\rangle,  \tag{25a}\\
& D^{v *} P_{v \mu}=\left\langle{ }^{*} P, D_{\mu} \Lambda \Lambda^{-1}\right\rangle, \tag{25b}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ is the Killing form, of $\operatorname{so}(3,1),\langle A, B\rangle=A_{\mu v}$ $\times B^{\mu \nu}$; there is a $1-1$ correspondence between antisymmetric tensors and elements of $\mathrm{so}(3,1) \cong \mathrm{sl}(2, \mathbb{C})$ by $A_{\mu \nu}$ $\rightarrow A=A_{\mu \nu} \sigma^{\mu \nu} \in \mathrm{sl}(2, \mathrm{C})$. In the massive case $D^{\nu} P=\partial^{\nu} P$ whereas in the massless case the vector potential $A_{\mu}$ drops out from the right-hand side. In the degenerate case, Eq. (12), one has to put $m_{0}=0$; otherwise Eqs. (25) do not have nontrivial solutions (a two-component neutrino equation cannot have a mass term).

## III. A GENERALIZATION AND THE PHOTON NEUTRINO DUALITY

The considerations above can be extended also to the case of electroweak interactions. The starting point is now the equation

$$
\begin{equation*}
\sigma^{\nu} \partial_{\nu} \psi+i \sigma^{\nu} \psi B_{v}+i m_{0} \dot{\psi} f=0 \tag{26}
\end{equation*}
$$

where $B_{v}=B_{v}^{(k)} \sigma_{k}$ is a vector potential taking values in the Lie algebra $\mathrm{su}(2) \oplus \mathrm{u}(1) \cong \mathrm{u}(2)$ and $f=f_{1} \sigma_{1}+f_{2} \sigma_{2}+f_{3} \sigma_{3}$ is a Higgs field which transforms under the representation $f \rightarrow \dot{k f} k^{-1}$ of the gauge group $\mathbf{U}(2), \psi \rightarrow \psi k^{-1}$ and $B_{v}$ $\rightarrow k B_{v} k^{-1}+i \partial_{v} k k^{-1}$. Let us now define the $\mathrm{SU}(2)$ invariant field

$$
\begin{equation*}
P=(i / 2) \operatorname{det} \psi \cdot \psi f \psi^{-1} \tag{27}
\end{equation*}
$$

We can also define the $\mathrm{SO}(3)$ covariant derivative for vector fields by setting

$$
\begin{align*}
& D_{\mu} l=\partial_{\mu} l+2 B_{\mu}^{(3)} m-2 B_{\mu}^{(2)} n, \\
& D_{\mu} m=\partial_{\mu} m+2 B_{\mu}^{(1)} n-2 B_{\mu}^{(3)} l,  \tag{28}\\
& D_{\mu} n=\partial_{\mu} n+2 B_{\mu}^{(2)} l-2 B_{\mu}^{(1)} m,
\end{align*}
$$

and $D_{\mu} u=0$, the gauge group being the group of rotations in the three-space spanned by $\{l, m, n\} . \mathrm{By}(27)$ the $\mathrm{U}(1)$ part in the whole gauge group $\mathrm{U}(2)$ acts as duality rotations of $P_{\mu \nu}$ and so we set

$$
\begin{equation*}
D_{\mu} P_{\alpha \beta}=D_{\mu} P_{\alpha \beta}-4 B_{\mu}^{(0)} * P_{\alpha \beta} \tag{29}
\end{equation*}
$$

(All coupling constants have been absorbed in the definition of $B_{v}$.)

By multiplying (26) by $f \dot{\psi}^{*}$ one gets, after some algebra, the vector form

$$
\begin{align*}
& D^{v} P_{v \mu}=2 m_{0} v_{\mu} \operatorname{Re} f^{2}+\left\langle P, D_{\mu} \Lambda \Lambda^{-1}\right\rangle  \tag{30a}\\
& D^{v *} P_{v \mu}=2 m_{0} v_{\mu} \operatorname{Im} f^{2}+\left\langle{ }^{*} P, D_{\mu} \Lambda \Lambda^{-1}\right\rangle \tag{30b}
\end{align*}
$$

where $f^{2}=f_{1}^{2}+f_{2}^{2}+f_{3}^{2}$. In particular, Eq. (30) is the system of equations for the Dirac electron if $f=\sigma_{3}$ and the neutrino equation is obtained for $f=\sigma_{1}+i \sigma_{2}$. In the general case, $P_{\mu \nu}$ must be treated as independent fields with respect to the tetrad $\Lambda=\{u, l, m, n\}$. This kind of transformation from the spinorial to the vectorial form was used in Ref. 9 for a unification of electroweak interactions with gravity.

One could make objections against using only vectorial fields to describe a spin- $\frac{1}{2}$ particle since the fermionic properties of the system are not apparent. However, as Witten has shown ${ }^{8}$ there is a way around this problem. The idea in Ref. 8 was to add an anomaly term $I$ to the $\mathrm{SU}(3)$ nonlinear $\sigma$-model Lagrangian $L=$ const $\times \int \partial^{v} U \partial_{v} U^{*} d^{4} x$ such that $\exp i I(U)$ produces a factor -1 in the quantum mechanical action when $U(\mathbf{x}, t)$ represents a soliton which is rotated by an angle $2 \pi$ when the time $t$ goes from $-\infty$ to $+\infty$. Thus the boson field $U$ behaves like a fermion. Explicitly, $U(\mathbf{x}, t)=V(t) U_{0}(\mathbf{x}) V(t)^{-1}$, where

$$
\begin{aligned}
& V(t)=\left[\begin{array}{cc}
e^{i t / 2} & 0 \\
0 & e^{-i t / 2}
\end{array}\right], \text { time } 0 \leqslant t \leqslant 2 \pi, \\
& U_{0}(\mathbf{x})=\exp \text { if }(r)(\mathbf{x} / r) \cdot \boldsymbol{\sigma},
\end{aligned}
$$

and $f(r)$ is a smooth function of $r=\|\mathbf{x}\|$ rising monotonically from 0 to $2 \pi$ as $r$ goes from 0 to $\infty$; the $2 \times 2$ matrix $U(\mathbf{x}, t)$ is embedded in SU(3) in the obvious way. As was noted in Ref. 8 one can quantize the $\sigma$ field $U$ as a fermion also in the case of $\mathrm{SU}(2)$ using the fact that $\pi_{4}(\mathrm{SU}(2))=Z_{2}=\{ \pm 1\}$; one puts $(1 / \pi) I=\pi_{4}(U)$ and gets again the factor -1 in the action since $\pi_{4}(U)=-1$ for the $2 \pi$-rotated soliton. The idea that $\pi_{4}$ could be responsible for the fermionization of a Bose field was investigated already by Finkelstein and Rubinstein in Ref. 10.

Now our $P$ (in the massless case) is parametrized by the action of the group $\mathbb{R}_{+} \times S O(3)$ : any complex null vector can be written uniquely in the form $\lambda R(7, i, 0)$, where $\lambda \in \mathbb{R}_{+}$and $R \in S O(3)$. The fourth homotopy group of $\mathbb{R}_{+} \times S O(3)$ is the same as that of SU(2). Starting from a bosonic Lagrangian for the (radiative) photon field $P_{\mu \nu}$ (e.g., the Maxwell Lagrangian) one can quantize a solitonic configuration [i.e., a $P_{\mu \nu}$ configuration which is parametrized by a $\mathrm{SO}(3)$ soliton] as a fermion by adding again $I(P)$ to the Langrangian. In this way one can think of the "twisted" radiative Maxwell field to represent a neutrino.

After completing this work I have learned about a new paper by Reifler ${ }^{11}$ in which he constructs a vectorial equation for the four-component Dirac field, which is different from the earlier forms. ${ }^{2-5}$ Instead of the tensor field $P=\operatorname{det} \psi \cdot \psi(i / 2) f \psi^{-1}$ he uses the Yang-Mills triplet

$$
\begin{equation*}
\mathbf{F}_{j}=i \operatorname{det} \psi \cdot \psi \sigma_{j} \psi^{-1}, \quad j=1,2,3 . \tag{31}
\end{equation*}
$$

The components of $F=\left(F_{1}, F_{2}, F_{3}\right)$ are not independent:

$$
\begin{equation*}
\mathbf{F}_{j} \cdot \mathbf{F}_{k}:=\operatorname{tr} \frac{1}{2} \mathbf{F}_{j} \mathbf{F}_{k}=-(\operatorname{det} \psi)^{2} \delta_{j k} \tag{32}
\end{equation*}
$$

The $\mathrm{SO}(3)$ gauge transformations in this picture are rotations of the components of F and the $\mathrm{SO}(2)$ duality rotations are a multiplication by a phase. In my notation,

$$
\begin{align*}
& \frac{1}{2} F_{1}=a m \wedge n+b u \wedge l, \\
& \frac{1}{2} F_{2}=a n \wedge l+b u \wedge m,  \tag{33}\\
& \frac{1}{2} F_{3}=a l \wedge m+b u \wedge n,
\end{align*}
$$

and one can see that the rotations in the three-dimensional space spanned by $\{l, m, n\}$ correspond precisely to the $\mathbf{F}$ rotations, and the $(a, b)$-duality rotations correspond to phase rotations via

$$
\begin{equation*}
F_{j}=\left(F_{j}\right)_{\mu \nu} \sigma^{\mu v}=\left(\mathbf{E}_{j}+i \mathbf{H}_{j}\right) \cdot \sigma \in \mathbb{C}^{3} \tag{34}
\end{equation*}
$$

Reifler also discusses the electroweak interactions; his approach is very close to my ideas in Ref. 9 but the choice of basic vector fields in Ref. 11 is different from Ref. 9.
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#### Abstract

It is shown that the probability density function far outside the semicircle is closely related to the form factor of $N$ one-dimensional nucleons. The exact Fourier transform of the probability density function for the Gaussian unitary ensemble is given. Using this transform it is shown that the probability density function $P(x)$ far outside the semicircle is a Gaussian function multiplied by powers of $X$.


## I. INTRODUCTION

The random-matrix ensembles were introduced by Wigner ${ }^{1}$ to study the statistical properties of the compoundnucleus level widths and their positions. It was soon established that the dominant form of the single eigenvalue probability density function is a semicircle. Since then various other matrix ensembles ${ }^{2}$ have been introduced to study many other properties of the many-body systems. In these studies one is not only interested in the behavior of the distribution of the single eigenvalue in the central region but also in its behavior outside the semicircle.

In the present work we would like to show that the probability density function far outside the semicircle is closely related to the form factor of $N$ one-dimensional nucleons. This approach is like the one used by Mehta and Gaudin ${ }^{3}$ to find the semicircular distribution using the known density of the states of the one-dimensional nuclear system. However, in the present case the one-dimensional form factor is not known. We, therefore, use the exact Fourier transform of the single-eigenvalue probability density function to find its behavior far outside the semicircle. To keep the formulation simple we shall consider here only the Gaussian unitary ensemble (GUE).

We describe the formulation in Sec. II and the concluding remarks in Sec. III.

## II. FORMULATION

The single eigenvalue probability density function $P(x)$ using the $\delta$ function technique is given by ${ }^{4}$

$$
\begin{equation*}
P(x)=\frac{1}{N} \int \operatorname{tr}[\delta(x-H)] P(H) d H, \tag{1}
\end{equation*}
$$

where $P(H)$ denotes the distribution of Hamiltonian matrix elements and tr denotes the trace of the operator.

We now consider the Gaussian unitary ensemble (GUE) for which expression (1) can be written as ${ }^{1}$

$$
\begin{equation*}
P(x)=\frac{1}{N} \int \delta(x-t) \sum_{m=0}^{N-1} \phi_{m}^{2}(t) d t, \tag{2}
\end{equation*}
$$

where the $\phi_{m}$ are normalized harmonic oscillator wave functions and $N$ is the dimension of the Hamiltonian matrix.

[^23]Using the Fourier transform of the $\delta$ function we can write

$$
\begin{align*}
P(x)= & \frac{1}{N} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d k \exp (i k x) \\
& \times \sum_{m=0}^{N-1}\left\langle\phi_{m}\right| \exp (-i k t)\left|\phi_{m}\right\rangle \tag{3}
\end{align*}
$$

where the $\rangle$ sign denotes the matrix element in the basis of the harmonic oscillator wave functions.

As mentioned in the Introduction, we are interested in the large- $x$ behavior of $P(x)$. From expression (2) it is obvious that if $x$ is large, then most of the contribution will come from small values of $k$. For small values of $k$ we must expand $\exp (-i k t)$ in terms of spherical Bessel functions. This is the same expansion that one uses in the calculation of form factors of nuclei and is known as the long-wavelength approximation.

Thus the problem of finding $P(x)$ for large values of $x$ is reduced to finding the Fourier transform of the form factor of $N$ one-dimensional nucleons. In three dimensions one knows that this form factor is Gaussian and has small oscillations as the value of the momentum transfer increases. However, no simple expression is known for the form factor in the one-dimensional case. We would now like to show that one can write the exact Fourier transform of $P(x)$ and use it to find the behavior of $P(x)$ for large values of $x$ far outside the semicircle.

From expression (3), the Fourier transform $g(\alpha)$ of $P(x)$ is given by ${ }^{5}$

$$
\begin{equation*}
g(\alpha)=\frac{1}{\sqrt{2 \pi}} \frac{1}{N} \exp \left(-\frac{\alpha^{2}}{4}\right) \sum_{m=0}^{N-1} L_{m}\left(\frac{\alpha^{2}}{2}\right) . \tag{4}
\end{equation*}
$$

The sum over Laguerre polynomials $L_{m}$ can be written in terms of the associated Laguerre polynomial ${ }^{5}$ and $g(\alpha)$ can therefore be written as

$$
\begin{equation*}
g(\alpha)=\frac{1}{\sqrt{2 \pi}} \frac{1}{N} \exp \left(-\frac{\alpha^{2}}{4}\right) L{ }_{N-1}^{(1)}\left(\frac{\alpha^{2}}{2}\right) \tag{5}
\end{equation*}
$$

Expression (6) gives the exact Fourier transform of the single probability density function.

We now shall use the exact Fourier transform to find the behavior of $P(x)$. Using the explicit expression ${ }^{5}$ for $L_{N-1}^{(1)}(x)$ it can be shown that $\exp \left(-\alpha^{2} / 4\right)(1 / N) L_{N-1}^{(1)}\left(\alpha^{2} / 2\right)$ can be written as

$$
\begin{align*}
\exp ( & \left.-\alpha^{2} / 4\right) L_{N-1}^{(1)}\left(\alpha^{2} / 2\right) \\
& =\frac{2 J_{1}(\sqrt{2 N} \alpha)}{\sqrt{2 N} \alpha}+\frac{1}{96} \exp \left(-\frac{N \alpha^{2}}{2}\right)\left[\alpha^{4}+\cdots\right] \tag{6}
\end{align*}
$$

where $J_{1}(x)$ is the Bessel function.
On taking the Fourier transform of expression (6) we find that the Bessel function part gives the semicircular distribution, while the second term gives the behavior of $P(x)$ for large values of $x$. Using expressions (5) and (6) and the Fourier transform, $P(x)$ is given by

$$
\begin{align*}
P(x)= & \frac{1}{\pi N} \sqrt{2} N-x^{2}+\frac{9 \sqrt{6 \pi}}{N^{2}} \\
& \times \exp \left(-\frac{3 x^{2}}{N}\right)\left[\frac{1}{4}-\frac{9}{2 N} x^{2}+\frac{3 x^{4}}{N^{2}}\right] \tag{7}
\end{align*}
$$

where the square root function is taken to be zero for $x^{2}>2 N$, which is outside the semicircle.

## III. CONCLUDING REMARKS

We have shown that the behavior of the single eigenvalue probability density function $P(x)$ far outside the semicircle is closely related to the form factor of $N$ one-dimensional nucleons. The exact Fourier transform turns out to be a Gaussian multiplied by an associated Laguerre polynomial $L_{N-1}^{(1)}(x)$. Using the expansion of $L_{N-1}^{(1)}(x)$ it turns out that $P(x)$ far outside the semicircle falls as a Gaussian multiplied
by some function of powers of $x$. This form of $P(x)$ is somewhat different than the one given by Bronk, ${ }^{6}$ where it is shown to be exponentially falling. There is only one numerical study of $P(x)$ given in Wigner's unpublished article. ${ }^{7}$ However, since the values far outside semicircle are quite small, it will be hard to say whether the fall of $P(x)$ far outside the semicircle is exponential or Gaussian multiplied by a power of $x$. Both the forms seem to be consistent with the one given in Wigner's article.
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#### Abstract

A systematic theory is given for a general class of scalar waves by introducing a surface Green's function, which is a $2 \times 2$ matrix function governed by boundary equations, transferred onto two reference boundary planes enclosing the real boundary inside. It is subjected to several symmetries, including a relation eventually leading to optical relations. Governing equations of statistical surface Green's functions of first and second orders are obtained unperturbatively in exactly the same way as for a random medium, on replacing the medium to a surface impedance. Two operator methods are introduced to obtain the surface impedance and integral equations of reflection-transmission coefficients exactly for a given boundary change. The space Green's functions outside the boundary are obtained by a simple continuation of the surface Green's functions, and scattering cross sections are obtained from their asymptotic expressions at large distances. Various quantities and equations associated with the incoherent waves are written exactly by the introduction of a scattering matrix, as contrasted with the conventional one for a coherent scatterer. A slightly rough boundary is investigated, with the cross sections for both reflected and transmitted waves, where obtained equations are significant also for higher-order effects, including multiple scattering. An application to boundary-value problems in layer transport is suggested.


## I. INTRODUCTION

Theory of scattering by a rough surface has been investigated by many authors ${ }^{1-14}$ in the last two decades, mostly for the two cases of either when the surface is slightly rough or changes over a large scale, and also for the case of randomly distributed bosses, as investigated in Refs. 7 and 8, and, more generally, in Ref. 14. When the surface is slightly random, the incoherent scattering cross sections have been obtained even for a boundary of finite dielectric constant of electromagnetic waves, ${ }^{3-5,14}$ while, for a large-scale rough surface, the so-called tangent plane approximation has been conventionally employed as the basic means, ${ }^{2,6}$ with results that are obviously contradictory with the power conservation, although much attention has not been paid to that point. To improve this aspect, a shadowing function has been introduced, ${ }^{15-18}$ but the problem should not be solved with this function (even though partially done) since the basic defect remains unchanged. The transmitted waves were also investigated, ${ }^{19}$ on taking into account the multiple reflection by use of a series-summation technique and the result of Ref. 2 (which does not satisfy the power conservation). On the other hand, a quite different method of approach has been tried, based on the extinction theorem (or the extended boundary condition) in Refs. 10-13 and others. ${ }^{20}$

In a previous paper, ${ }^{14}$ the scattering by a one-side boundary (making only reflection without transmission) was investigated systematically by introducing a surface Green's function that is determined only by the boundary equation and, nevertheless, given in exactly the same form as the ordinary Green's function in a random medium. For example, the scattering cross sections were obtained for both slightly rough and large-scale surfaces, with a particular emphasis on the power conservation; an operator technique was intro-
duced and extensively utilized to evaluate a surface impedance to be used in the boundary equation, exactly and in a compact form for given surface change; and an integral equation for the reflection matrix was also derived therefrom, which is bounded over the entire range of real values of the variable of Fourier transformation, as should be, but in contrast with those obtained according to the extinction theorem. Also, an equation for the second-order surface Green's function was obtained unperturbatively in a form of the Bethe-Salpeter (BS) equation, and was then continued to the space outside the boundary; the solution was written in terms of an incoherent scattering matrix, which enables various quantities and equations associated with the incoherent wave to be written exactly, including the scattering cross section and related optical relations.

In this paper, essentially the same method is applied to a two-side rough boundary which lets the waves also transmit through; a general class of scalar waves is considered, except in Appendix B where a modified version of several basic equations is shown for electromagnetic waves. A slightly random boundary is treated rather separately and in some detail because of a particular difficulty associated with the approximation, and cross sections are obtained to first order for both reflected and transmitted waves.

## II. PRELIMINARIES AND SURFACE GREEN'S FUNCTION

In this paper, the rough surface is assumed to be plane on average, and the coordinate vector in three-dimensional space is denoted by $\hat{x}=\left(x_{1}, x_{2}, x_{3}\right)=(\rho, z)$ in terms of the twodimensional coordinate vector $\rho=\left(x_{1}, x_{2}\right)$ and $z=x_{3}$, where the $z$ axis is taken in the direction normal to the average boundary (Fig. 1). The scalar product of two space vectors


FIG. 1. Geometry and notations for Eqs. (2.10) and (2.17).
$\hat{a}=\left(\mathbf{a}, a_{z}\right)$ and $\hat{b}=\left(\mathbf{b}, b_{z}\right)$ will be denoted by $\hat{a} \cdot \hat{b}$ $=\mathbf{a} \cdot \mathbf{b}+a_{z} b_{z}$, where $\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}$.

A scalar wave function $\psi(\hat{x}) e^{i \omega t}, \omega>0, t=$ time, is considered, giving the wave equation by

$$
\begin{equation*}
\left[-\left(\frac{\partial}{\partial z}\right)^{2}-\left(\frac{\partial}{\partial \mathrm{p}}\right)^{2}-k^{2}\right] \psi(\hat{x})=j(\hat{x}) \tag{2.1a}
\end{equation*}
$$

where $k$ may have an infinitesimal negative imaginary part whenever necessary, to mean a slight dissipation; $j(\hat{x})$ provides a source term. More often in the following, the $\rho$ coordinates will be suppressed, expressing the wave equation (2.1a) by

$$
\begin{equation*}
\left[-\left(\frac{\partial}{\partial z}\right)^{2}-h^{2}\right] \psi(z)=j(z), \tag{2.1b}
\end{equation*}
$$

in terms of an operator $h$, defined by

$$
\begin{equation*}
h=\left[k^{2}+\left(\frac{\partial}{\partial \mathrm{p}}\right)^{2}\right]^{1 / 2} \tag{2.2}
\end{equation*}
$$

where $\operatorname{Im}(h)<0$ in terms of the eigenvalues given by the Fourier transform, to be given by Eq. (2.7).

Hence, the solution of Eq. (2.1b) in free space, say $\psi^{(0)}(z)$, is given by

$$
\begin{equation*}
\psi^{(0)}(z)=\int d z^{\prime}(2 i h)^{-1} \exp \left[-i h\left|z-z^{\prime}\right|\right] j\left(z^{\prime}\right), \tag{2.3}
\end{equation*}
$$

in the same way as when obtaining the solution in one-dimensional space. Here, the full coordinate expression $\psi^{(0)}(\rho, z)$ of $\psi^{(0)}(z)$ can be obtained from Eq. (2.3) by substitution of a corresponding expression $j\left(\rho, z^{\prime}\right)$ of $j\left(z^{\prime}\right)$, given by

$$
\begin{equation*}
j\left(\rho, z^{\prime}\right)=\int d \rho^{\prime} \delta\left(\rho-\rho^{\prime}\right) j\left(\rho^{\prime}, z^{\prime}\right), \tag{2.4a}
\end{equation*}
$$

with the integral representation

$$
\begin{equation*}
\delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right)=(2 \pi)^{-2} \int_{-\infty}^{\infty} d \lambda \exp \left[-i \lambda \cdot\left(\mathbf{p}-\mathbf{p}^{\prime}\right)\right] \tag{2.4b}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\psi^{(0)}(\rho, z)=\int d \mathbf{\rho}^{\prime} \int d z^{\prime} g^{(0)}\left(\rho-\boldsymbol{\rho}^{\prime}, z-z^{\prime}\right) j\left(\mathbf{p}^{\prime}, z^{\prime}\right) . \tag{2.5}
\end{equation*}
$$

Here,

$$
\begin{align*}
g^{(0)}(\rho- & \left.\rho^{\prime}, z-z^{\prime}\right) \\
= & (2 i h)^{-1} \exp \left[-i h\left|z-z^{\prime}\right|\right] \delta\left(\rho-\rho^{\prime}\right) \\
= & (2 \pi)^{-2} \int d \lambda[2 i \tilde{h}(\lambda)]^{-1} \\
& \times \exp \left[-i \lambda \cdot\left(\rho-\rho^{\prime}\right)-i \tilde{h}(\lambda)\left|z-z^{\prime}\right|\right] \\
= & \left|4 \pi\left(\hat{x}-\hat{x}^{\prime}\right)\right|^{-1} \exp \left[-i k\left|\hat{x}-\hat{x}^{\prime}\right|\right] \tag{2.6}
\end{align*}
$$

where

$$
\tilde{h}(\lambda)=\left\{\begin{array}{l}
\left(k^{2}-\lambda^{2}\right)^{1 / 2}, \quad|\lambda| \leqslant k,  \tag{2.7}\\
-i\left(\lambda^{2}-k^{2}\right)^{1 / 2}, \quad|\lambda|>k .
\end{array}\right.
$$

As illustrated in Fig. 1, the entire rough boundary $S$ is assumed to be described by $z=-\xi(\mathrm{p})<0$ and also to be perfectly nondissipative for the time being; the unit vector normal to $S$ will be denoted by $\hat{n}^{(S)}=\left(\mathbf{n}^{(S)}, n_{z}^{(S)}\right), n_{z}^{(S)}>0$. Hence, the space is divided into two parts $\Sigma_{1}$ of $z>-\xi$ and $\Sigma_{2}$ of $z<-\xi$, with the propagation constants $k_{1}$ and $k_{2}$, respectively. Also, two reference boundary planes $S_{1}$ at $z=0$ and $S_{2}$ at $z=-d$ are introduced in such a way that $S$ is completely involved in the space enclosed by $S_{1}$ and $S_{2}$. Here, the unit vectors directed outward normal to $S_{1}$ and $S_{2}$ are both denoted by $\hat{n}$, and the notation $\partial_{n}=\hat{n} \cdot \partial / \partial \hat{x}$ will often be used.

The boundary condition on $S$ is assumed to be the continuity of

$$
\begin{equation*}
\left.\psi\right|_{s} \quad \text { and }\left.\quad \eta^{-1} \hat{n}^{(S)} \cdot \frac{\partial}{\partial \hat{x}} \psi\right|_{s} \tag{2.8}
\end{equation*}
$$

with some real constant $\eta$ characterizing the medium, where $\eta$ may be the density (sound waves), the dielectric constant $\epsilon$, or the magnetic susceptibility $\mu=1$ (electromagnetic waves of vertical or horizontal polarization, respectively, in twodimensional space). Consistently with the boundary condition, the power vector $\widehat{W}$ is defined by

$$
\begin{equation*}
\hat{W}=(2 i \eta)^{-1} \psi^{*}\left(\frac{\grave{\partial}}{\partial \hat{x}}-\frac{\stackrel{\rightharpoonup}{\partial}}{\partial \hat{x}}\right) \psi, \tag{2.9}
\end{equation*}
$$

whose component normal to $S$ is ensured to be continuous. Here, the boundary condition can be transferred onto the two reference planes $S_{1}$ and $S_{2}$, as will be shown in Sec. III, in the form

$$
\begin{align*}
& -\eta_{1}^{-1} \partial_{n} \psi_{1}=B_{11} \psi_{1}+B_{12} \psi_{2}, \\
& -\eta_{2}^{-1} \partial_{n} \psi_{2}=B_{21} \psi_{1}+B_{22} \psi_{2} . \tag{2.10}
\end{align*}
$$

Here, $\psi_{j}$ and $\eta_{j}$ denote $\psi$ on $S_{j}$ and $\eta$ in space $\Sigma_{j}$, respectively; $B_{i j}, i, j=1,2$, are $\rho$ operators (i.e., functions of $\rho$ and/or $\partial / \partial \rho)$. Generally, any $\rho$ operator, say $Q$, can be represented by a $\rho$-coordinate matrix having matrix elements $Q\left(\boldsymbol{\rho} \mid \mathbf{\rho}^{\prime}\right)$, defined by

$$
\begin{align*}
Q\left(\mathbf{p} \mid \mathbf{\rho}^{\prime}\right) & =Q \delta\left(\mathbf{\rho}-\mathbf{\rho}^{\prime}\right) \\
& =(2 \pi)^{-2} \int_{-\infty}^{\infty} d \lambda Q \exp \left[-i \lambda \cdot\left(\mathbf{\rho}-\mathbf{\rho}^{\prime}\right)\right] \tag{2.11a}
\end{align*}
$$

(where $Q$ affects only $\rho$ and not $\rho$ '). Hence, for any $f(\rho)$, it holds the rule

$$
\begin{equation*}
Q f(\rho)=\int d \rho^{\prime} Q\left(\rho \mid \rho^{\prime}\right) f\left(\rho^{\prime}\right) \tag{2.11b}
\end{equation*}
$$

Hereinafter, each $B_{i j}$ will be understood to represent also a $p$ matrix having the elements $B_{i j}\left(\rho \mid \rho^{\prime}\right)$; hence, Eq. (2.10) can be written explicitly as

$$
\begin{equation*}
-\eta_{j}^{-1} \partial_{n} \psi_{j}(\rho)=\sum_{i=1,2} \int d \rho^{\prime} B_{j i}\left(\rho \mid \rho^{\prime}\right) \psi_{i}\left(\rho^{\prime}\right) \tag{2.12}
\end{equation*}
$$

In addition, the $B_{i j}$ 's will be referred to as the surface impedance, and will be obtained for given $\zeta(p)$ in Sec. III.

The boundary equation (2.10) can be written in a compact form, by introducing $2 \times 2$ matrices $B, \eta$ and a twocolumn vector $\psi$, written by boldface letters and defined by the elements

$$
\mathbf{B}=\left(\begin{array}{ll}
B_{11} & B_{12}  \tag{2.13a}\\
B_{21} & B_{22}
\end{array}\right), \quad \eta=\left(\begin{array}{cc}
\eta_{1} & 0 \\
0 & \eta_{2}
\end{array}\right), \quad \psi=\binom{\psi_{1}}{\psi_{2}}
$$

as

$$
\begin{equation*}
-\eta^{-1} \partial_{n} \psi=B \psi, \quad-\eta^{-1} \partial_{n} \psi^{*}=\psi^{*} B^{\dagger} \tag{2.13b}
\end{equation*}
$$

Here, the last is the complex-conjugate equation, and $\mathrm{B}^{\dagger}$ denotes the Hermitian-conjugate matrix of $\mathbf{B}$ with respect to both the coordinates and the indices, i.e., $B_{i j}^{\dagger}\left(\rho \mid \rho^{\prime}\right)$ $=B_{j i}^{*}\left(\rho^{\prime} \mid \boldsymbol{\rho}\right)$.

Here, the total power emitted away from the boundaries $S_{1}+S_{2}$ is given by the integrals

$$
\begin{align*}
W \equiv & \sum_{j=1,2} \int_{S_{j}} d \boldsymbol{\rho}\left(2 i \eta_{j}\right)^{-1} \psi_{j}^{*}\left(\overleftarrow{\partial}_{n}-\vec{\partial}_{n}\right) \psi_{j}  \tag{2.14a}\\
= & \sum_{i, 1,2}(2 i)^{-1} \int d \boldsymbol{\rho} d \boldsymbol{\rho}^{\prime} \psi_{j}^{*}(\mathbf{\rho})\left[B_{j i}\left(\mathbf{\rho} \mid \mathbf{\rho}^{\prime}\right)\right. \\
& \left.-B_{j i}^{+}\left(\mathbf{\rho} \mid \mathbf{\rho}^{\prime}\right)\right] \psi_{i}\left(\mathbf{\rho}^{\prime}\right), \tag{2.14b}
\end{align*}
$$

which should be zero in the present case, showing that $B$ is a Hermitian matrix, subjected to the condition

$$
\begin{equation*}
\mathbf{B}^{\dagger}=\mathbf{B} \tag{2.15}
\end{equation*}
$$

To obtain the general solution of homogeneous wave equation (2.1b) for $j(z)=0$, we introduce an operator solution $\psi^{(1)}(z)$ [which should not be confused with the $c$-number wave function $\psi(z)$ in Eq. (2.1b)], given, in terms of the notations

$$
\begin{equation*}
h_{1}=\left[k_{1}^{2}+\left(\frac{\partial}{\partial \rho}\right)^{2}\right]^{1 / 2}, \quad h_{2}=\left[k_{2}^{2}+\left(\frac{\partial}{\partial \rho}\right)^{2}\right]^{1 / 2} \tag{2.16}
\end{equation*}
$$

by the components $\psi_{1}^{(1)}(z), z \geqslant 0$, and $\psi_{2}^{(1)}(z), z \leqslant-d$, of the form

$$
\begin{align*}
\psi_{1}^{(1)}(z)= & {\left[\exp \left(i h_{1} z\right)-\exp \left(-i h_{1} z\right)\right]\left(2 i h_{1}\right)^{-1} \eta_{1} } \\
& +\exp \left(-i h_{1} z\right) g_{11}, \quad z \geqslant 0  \tag{2.17a}\\
\psi_{2}^{(1)}(z)= & \exp \left[i h_{2}(z+d)\right] g_{21}, \quad z \leqslant-d \tag{2.17b}
\end{align*}
$$

Here, $g_{11}$ and $g_{21}$ are $\rho$ operators independent of $z$, and give the boundary values of $\psi^{(1)}(z)$ at $z=0$ and $-d$, respectively; the operator $\psi^{(1)}(z)$ also can be regarded as a $\rho$ matrix, whose matrix elements, say $\psi^{(1)}\left(\rho, z \mid \rho^{\prime}\right)$, are defined according to rule (2.11a). Now, substitution of $\psi^{(1)}(z)$ into Eq. (2.10) yields

$$
\begin{equation*}
\left(i h_{1} \eta_{1}^{-1}-B_{11}\right) g_{11}-B_{12} g_{21}=1 \tag{2.18a}
\end{equation*}
$$

$$
\begin{equation*}
-B_{21} g_{11}+\left(i h_{2} \eta_{2}^{-1}-B_{22}\right) g_{21}=0 \tag{2.18b}
\end{equation*}
$$

which provide $g_{11}$ and $g_{21}$ in terms of $B_{i j}$.
In the same way, by introducing another operator solution $\psi^{(2)}(z)$ of the form

$$
\begin{align*}
\psi^{(2)}(z)= & \exp \left(-i h_{1} z\right) g_{12}, \quad z \geqslant 0,  \tag{2.19a}\\
= & \left\{\exp \left[-i h_{2}(z+d)\right]-\exp \left[i h_{2}(z+d)\right]\right\} \\
& \times\left(2 i h_{2}\right)^{-1} \eta_{2}+\exp \left[i h_{2}(z+d)\right] g_{22}, \\
z \leqslant & -d \tag{2.19b}
\end{align*}
$$

(which represents waves incident from the downward direction), we find equations of $g_{12}$ and $g_{22}$ similar to Eq. (2.18).

The four equations thus obtained can be written by one $2 \times 2$ matrix equation, as
$\left(\begin{array}{cc}i h_{1} \eta_{1}^{-1}-B_{11} & -B_{12} \\ -B_{21} & i h_{2} \eta_{2}^{-1}-B_{22}\end{array}\right)\left(\begin{array}{ll}g_{11} & g_{12} \\ g_{21} & g_{22}\end{array}\right)=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$,
hence,

$$
\begin{equation*}
\left(i \mathbf{h} \boldsymbol{\eta}^{-1}-\mathbf{B}\right) \mathbf{g}=1 \tag{2.21a}
\end{equation*}
$$

Here, the matrices $\mathbf{g}, \mathrm{h}$, and 1 are defined by the matrix elements $g_{i j}, h_{i} \delta_{i j}$, and $\delta_{i j}$, respectively, and the solution of Eq. (2.21a) is given by

$$
\begin{equation*}
\mathbf{g}=\left(i \mathbf{h} \eta^{-1}-\mathbf{B}\right)^{-1} \tag{2.21b}
\end{equation*}
$$

where $h \eta^{-1}=\eta^{-1} h$. Note that $g$ is a $2 \times 2$ matrix $\rho$ operator entirely independent of $z$; and it will hereinafter be referred to as the surface Green's function, in view of the form similar to the ordinary Green's function in a medium $\mathbf{B}$.

A reflection coefficient matrix operator $\mathbf{R}$ will be defined, according to

$$
\begin{align*}
\mathbf{g} & =(1+\mathbf{R})(2 i \mathbf{h})^{-1} \eta \\
& =\left(\begin{array}{cc}
\left(1+R_{11}\right)\left(2 i h_{1}\right)^{-1} \eta_{1} & R_{12}\left(2 i h_{2}\right)^{-1} \eta_{2} \\
R_{21}\left(2 i h_{1}\right)^{-1} \eta_{1} & \left(1+R_{22}\right)\left(2 i h_{2}\right)^{-1} \eta_{2}
\end{array}\right) . \tag{2.22}
\end{align*}
$$

Hence, $\psi^{(1)}(z)$ in Eq. (2.17) can be written as

$$
\begin{align*}
\psi_{1}^{(1)}(z) & =\left[\exp \left(i h_{1} z\right)+\exp \left(-i h_{1} z\right) R_{11}\right]\left(2 i h_{1}\right)^{-1} \eta_{1}, \\
z & \geqslant 0, \\
\psi_{2}^{(1)}(z) & =\exp \left[i h_{2}(z+d)\right] R_{21}\left(2 i h_{1}\right)^{-1} \eta_{1}, \quad z \leqslant-d, \tag{2.23}
\end{align*}
$$

and similar expressions are also written for $\psi^{(2)}(z)$. Here, from Eqs. (2.22) and (2.21b), $R$ is given in terms of $B$ by
$\mathbf{R}=\mathbf{g} 2 \boldsymbol{i} \mathbf{\eta} \boldsymbol{\eta}^{-1}-1=\left(\mathbf{i} \mathbf{h} \boldsymbol{\eta}^{-1}-\mathbf{B}\right)^{-1}\left(\mathbf{i} \mathbf{h} \boldsymbol{\eta}^{-1}+\mathbf{B}\right)$,
which has the same form as when the boundary is smooth. However, the order of the factors is important since they are generally not commutable. Conversely,

$$
\begin{equation*}
\mathbf{B}=i \mathbf{h} \eta^{-1}-\mathbf{g}^{-1}=\mathbf{i h} \eta^{-1}(\mathbf{R}-1)(\mathbf{R}+1)^{-1} \tag{2.25}
\end{equation*}
$$

The matrix elements of $g$ are not quite independent of one another, subjected to a few relations. Here, we first apply the Green's theorem to the boundary space enclosed by $S_{1}+S_{2}$ (where $j=0$ ) to find that, for arbitrary solutions $\psi^{\prime}$ and $\psi^{\prime \prime}$ of wave equation (2.1) subjected to Eq. (2.8),

$$
\begin{equation*}
\int_{S_{1}+S_{2}} d \rho \eta^{-1} \psi^{\prime}\left(\overleftarrow{\partial}_{n}-\vec{\partial}_{n}\right) \psi^{\prime \prime}=0 \tag{2.26}
\end{equation*}
$$

and then utilize boundary equation (2.12). Hence,

$$
\begin{equation*}
\sum_{i j} \int d \rho d \rho^{\prime} \psi_{i}^{\prime}(\boldsymbol{\rho})\left[-B_{j i}\left(\boldsymbol{\rho}^{\prime} \mid \boldsymbol{\rho}\right)+B_{i j}\left(\boldsymbol{\rho} \mid \boldsymbol{\rho}^{\prime}\right)\right] \psi_{j}^{\prime \prime}\left(\boldsymbol{\rho}^{\prime}\right)=0 \tag{2.27}
\end{equation*}
$$

which shows that

$$
\begin{equation*}
B_{j i}\left(\mathbf{\rho}^{\prime} \mid \mathbf{\rho}\right)=B_{i j}\left(\boldsymbol{\rho} \mid \mathbf{\rho}^{\prime}\right), \quad \text { or } \quad \mathbf{B}^{T}=\mathbf{B}=\mathbf{B}^{*} \tag{2.28}
\end{equation*}
$$

where the superscript $T$ denotes the transposed matrix with respect to both the coordinates and the indices, and the last equality holds only in the case of a nondissipative medium.

Hence, since $\mathbf{h}^{T}=\mathbf{h}$, it follows from Eq. (2.21) that

$$
\begin{equation*}
\mathbf{g}^{T}=\mathbf{g} \tag{2.29}
\end{equation*}
$$

and therefore, from the first equality of Eq. (2.24), also

$$
\begin{equation*}
\mathbf{h} \boldsymbol{\eta}^{-1} \mathbf{R}=\left(\mathbf{h} \boldsymbol{\eta}^{-1} \mathbf{R}\right)^{T}=\mathbf{R}^{T} \mathbf{h} \boldsymbol{\eta}^{-1} \tag{2.30}
\end{equation*}
$$

showing $\quad$ that $\quad \tilde{h}_{1}(\lambda) \eta_{1}^{-1} \widetilde{R}_{12}\left(\lambda \mid \lambda^{\prime}\right)=\widetilde{R}_{21}\left(\lambda^{\prime} \mid \lambda\right) \tilde{h}_{2}\left(\lambda^{\prime}\right) \eta_{2}^{-1}$, where $\widetilde{\mathbf{R}}$ is the Fourier transform of $\mathbf{R}$ to be defined by Eq. (2.35), while, from the last equality of Eq. (2.24),

$$
\begin{align*}
& \mathbf{R}^{-1}=\left(i \mathbf{h} \eta^{-1}+\mathbf{B}\right)^{-1}\left(i \mathbf{h} \eta^{-1}-\mathbf{B}\right), \\
& \mathbf{R}^{*}=\left(i \mathbf{h} * \eta^{-1}+\mathbf{B}\right)^{-1}\left(i \mathbf{h}^{*} \eta^{-1}-\mathbf{B}\right), \tag{2.31}
\end{align*}
$$

where $B^{*}=\mathbf{B}$ by Eq. (2.28), showing that $\mathbf{R}^{-1}=\mathbf{R}^{*}$ if all the processes are taking place in the optical range where $h^{*}=h$.

The Hermitian condition of $\mathbf{B}$ imposes another constraint on g , which eventually leads to a relation ensuring the power conservation in the scattering, i.e., the optical relation. This can be simply derived from the first equality of Eq. (2.25), which should be invariant against the Hermitian conjugation, hence,

$$
\begin{equation*}
i \mathbf{h} \boldsymbol{\eta}^{-1}-\mathbf{g}^{-1}=-\boldsymbol{i}^{\dagger} \boldsymbol{\eta}^{-1}-\mathbf{g}^{\dagger-1} \tag{2.32}
\end{equation*}
$$

which becomes, upon multiplication of the both sides to the right with $(2 i)^{-1} \mathbf{g}$ and to the left with $\mathbf{g}^{\dagger}$, as

$$
\begin{equation*}
\mathbf{W} \equiv 2^{-1} \mathbf{g}^{\dagger}\left(h^{\dagger}+\mathbf{h}\right) \eta^{-1} \mathbf{g}+(2 i)^{-1}\left(\mathbf{g}-\mathbf{g}^{\dagger}\right)=0 \tag{2.33}
\end{equation*}
$$

Here, the diagonal elements, say $W_{1}$ and $W_{2}$, are exactly the integrated powers over $S_{1}+S_{2}$ of $\psi^{(1)}(z)$ and $\psi^{(2)}(z)$, respectively, as may be directly shown by Eq. (2.14a) with Eqs. (2.17) and (2.19).

In the same way, from the last equality of (2.25), the corresponding constraint for $\mathbf{R}$ is found to be

$$
\begin{align*}
& 2^{-1} \mathbf{R}^{\dagger}\left(\mathbf{h}^{\dagger}+\mathbf{h}\right) \eta^{-1} \mathbf{R}-2^{-1}\left(\mathbf{h}^{\dagger}+\mathbf{h}\right) \boldsymbol{\eta}^{-1} \\
& \quad+2^{-1}\left[\mathbf{R}^{\dagger}\left(\mathbf{h}^{\dagger}-\mathbf{h}\right) \boldsymbol{\eta}^{-1}-\left(\mathbf{h}^{\dagger}-\mathbf{h}\right) \boldsymbol{\eta}^{-1} \mathbf{R}\right]=0 . \tag{2.34}
\end{align*}
$$

Here, it may be remarked that matrix elements of the last term become zero in the optical range where $h^{\dagger}=h$, as is explicitly shown by the Fourier transform given, in terms of the notation

$$
\begin{equation*}
\tilde{\mathbf{R}}\left(\lambda \mid \lambda^{\prime}\right)=\int \mathrm{d} \rho d \boldsymbol{\rho}^{\prime} \exp \left[i\left(\lambda \cdot \rho-\lambda^{\prime} \cdot \rho^{\prime}\right)\right] \mathbf{R}\left(\boldsymbol{\rho} \mid \boldsymbol{\rho}^{\prime}\right), \tag{2.35}
\end{equation*}
$$

by
$2^{-1}\left[\widetilde{\mathbf{R}}^{\dagger}\left(\boldsymbol{\lambda} \mid \boldsymbol{\lambda}^{\prime}\right)\left[\tilde{\mathbf{h}}^{*}\left(\boldsymbol{\lambda}^{\prime}\right)-\tilde{\mathbf{h}}\left(\boldsymbol{\lambda}^{\prime}\right)\right] \boldsymbol{\eta}^{-1}\right.$

$$
\begin{equation*}
\left.-\left[\tilde{\mathbf{h}}^{*}(\lambda)-\tilde{\mathbf{h}}(\lambda)\right] \boldsymbol{\eta}^{-1} \widetilde{\mathbf{R}}\left(\lambda \mid \lambda^{\prime}\right)\right] . \tag{2.36}
\end{equation*}
$$

## III. EVALUATION OF THE SURFACE GREEN'S FUNCTION <br> A. First Method

The surface impedance and the Green's function derived therefrom have been exactly obtained for given $\zeta(\rho)$ in Ref. 14 for a one-side boundary having a constant surface impedance, and, to the perturbative approximation of $\zeta$, it was further generalized to surfaces of given refractive index to apply to electromagnetic wave scattering. Also, for the present case of a two-side boundary, the method essentially remains unchanged although the actual procedure is not quite the same, including an alternative method to be newly added based on the Green's theorem.

The unit vector normal to $S$ is given by $\hat{n}^{(S)}=\left(\mathbf{n}^{(S)}, n_{z}^{(S)}\right)$, $n_{z}^{(S)}>0$, with

$$
\begin{equation*}
n_{z}^{(S)}=\left[1+\left(\frac{\partial \zeta}{\partial \rho}\right)^{2}\right]^{-1 / 2}, \quad \mathbf{n}^{(S)}=n_{z}^{(S)} \frac{\partial \zeta}{\partial \rho} \tag{3.1}
\end{equation*}
$$

We first observe that $\psi_{j}^{(1)}(z)$ in Eq. (2.23) is a solution of the homogeneous wave equation of $(2.1)(j=0)$ over the entire space of $k_{j}$, and that, on $S$, the boundary value is $\psi_{j}^{(1)}(-\zeta)$ when $\zeta$ is a constant independent of $\mathbf{p}$; even when $\zeta=\zeta(\mathbf{p})$, the boundary value can be given, on attaching an ordering symbol $\mathscr{N}$ to be defined by Eq. (3.4), in the same form, as

$$
\begin{equation*}
\left.\psi^{(1)}\right|_{s}=\psi_{1}^{(1)}(-\zeta)=\psi_{2}^{(1)}(-\zeta) \tag{3.2}
\end{equation*}
$$

Here, from Eq. (2.23),
$\psi_{1}^{(1)}(-\zeta)=\left[\exp ^{(N)}\left(-i h_{1} \zeta\right)+\exp ^{(N)}\left(i h_{1} \zeta\right) R_{11}\right]\left(2 i h_{1}\right)^{-1} \eta_{1}$,
$\psi_{2}^{(1)}(-\zeta)=\exp ^{(N)}\left[i h_{2} \bar{\zeta}\right] R_{21}\left(2 i h_{1}\right)^{-1} \eta_{1}$,
with $\bar{\xi}=d-\xi$, and

$$
\begin{align*}
\exp ^{(N)}(i h \zeta) & \equiv \mathscr{N}[\exp (i h \xi)] \\
& =\sum_{n=0}^{\infty}(n!)^{-1} \zeta^{n}(i h)^{n} \tag{3.4}
\end{align*}
$$

which is ordered in such a way that the coefficients $[\zeta(\rho)]^{n}$ are always placed to the left of the operators $[i h]^{n}$. That is, the symbol $\mathscr{N}$ means that all the $\zeta$ variables (including its derivatives) involved in the referenced function are understood to be placed to the left of all the $h$ and/or $\partial / \partial$ p if any, as may be well defined by the power series expansion with respect to $h$ and/or $\partial / \partial \rho$ (Ref. 21). For example,
$\mathscr{N}\left[h^{\prime} \zeta^{m}\left(\frac{\partial}{\partial \mathrm{p}}\right)^{n}\right]=\mathscr{N}\left[\left(\frac{\partial}{\partial \mathrm{p}}\right)^{n} h^{\prime} \zeta^{m}\right]=\zeta^{m} h^{\prime}\left(\frac{\partial}{\partial \mathrm{p}}\right)^{n}$.
Hence, for any functions $f$ and $g$,

$$
\begin{align*}
& \mathscr{N}[f] \equiv f^{(N)}, \quad \mathscr{N}[f+g]=f^{(N)}+g^{(N)} \\
& \mathscr{N}[f g]=\mathscr{N}[g f]=\mathscr{N}\left[g^{(N)} f^{(N)}\right] \neq g^{(N)} f^{(N)} \tag{3.5}
\end{align*}
$$

In Eq. (3.12), the symbol $\mathscr{N}$ will be redefined with a minor additional condition.

Thus, from Eqs. (3.2) and (3.3), we find a simple relation between $R_{21}$ and $R_{11}$, as

$$
\begin{align*}
R_{21}= & \exp ^{(N)}\left(i h_{2} \bar{\zeta}\right)^{-1}\left[\exp ^{(N)}\left(-i h_{1} \zeta\right)\right. \\
& \left.+\exp ^{(N)}\left(i h_{1} \zeta\right) R_{11}\right] \tag{3.6}
\end{align*}
$$

and, by Eq. (2.22), it can be rewritten in terms of $g_{21}$ and $g_{11}$, by

$$
\begin{align*}
g_{21}= & \exp ^{(N)}\left(i h_{2} \bar{\xi}\right)^{-1}\left[-\sin ^{(N)}\left(h_{1} \xi\right) h_{1}^{-1} \eta_{1}\right. \\
& \left.+\exp ^{(N)}\left(i h_{1} \zeta\right) g_{11}\right] \tag{3.7}
\end{align*}
$$

The situation is the same also of the second boundary condition, i.e., the continuity of
$\left.\eta^{-1} \hat{n}^{(S)} \cdot \frac{\partial}{\partial \hat{x}} \psi^{(1)}\right|_{S}=\left.\eta^{-1}\left[\mathrm{n}^{(S)} \cdot \frac{\partial}{\partial \rho}+n_{z}^{(S)} \frac{\partial}{\partial z}\right] \psi^{(1)}(z)\right|_{S}$,
which, for $\psi_{2}^{(1)}(z)$ in Eq. (2.23), for example, becomes

$$
\begin{align*}
&\left.\eta_{2}^{-1} \hat{n}^{(S)} \cdot \frac{\partial}{\partial \hat{x}} \psi_{2}^{(1)}\right|_{S} \\
&= \eta_{2}^{-1} \mathscr{N}\left[\left(\mathbf{n}^{(S)} \cdot \frac{\partial}{\partial \rho}+n_{z}^{(S)} i h_{2}\right)\right. \\
&\left.\times \exp ^{(N)}\left(i h_{2} \bar{\xi}\right)\right] R_{21}\left(2 i h_{1}\right)^{-1} \eta_{1} \tag{3.9}
\end{align*}
$$

Here, the following equations can be made simple by the introduction of a surface impedance $B_{S}^{(1)}$ on the real boundary $S$, defined by

$$
\begin{equation*}
-\left.\eta^{-1} \hat{n}^{(S)} \cdot \frac{\partial}{\partial \hat{x}} \psi^{(1)}\right|_{S}=\left.B_{S}^{(1)} \psi^{(1)}\right|_{s} \tag{3.10}
\end{equation*}
$$

Here, $B_{S}^{(1)}$ should be the same for both solutions $\psi_{1}^{(1)}(z)$ and $\psi_{2}^{(1)}(z)$, in consequence of the boundary condition of Eq. (2.8), and, for $\psi_{2}^{(1)}(z)$, substitution of Eqs. (3.3b) and (3.9) into Eq. (3.10) yields

$$
\begin{align*}
& -\eta_{2}^{-1} \mathscr{N}\left[\left(\mathrm{n}^{(S)} \cdot \frac{\partial}{\partial \rho}+n_{z}^{(S)} i h_{2}\right) \exp ^{(N)}\left(-i h_{2} \zeta\right)\right] \\
& \quad=B_{S}^{(1)} \exp ^{(N)}\left(-i h_{2} \zeta\right) \tag{3.11}
\end{align*}
$$

where a common factor has been deleted from both sides. In the same way, also for $\psi_{1}^{(1)}(z)$, we obtain a similar equation, and the result can be rewritten, as

$$
\begin{align*}
\mathscr{N} & {\left[\left(\mathbf{n}^{(S)} \cdot \frac{\partial}{\partial \rho}-n_{z}^{(S)} i h_{1}+\eta_{1} B_{S}^{(1)}\right) \exp ^{(N)}\left(i h_{1} \xi\right)\right] R_{11} } \\
& =-\mathscr{N}\left[\left(\mathbf{n}^{(S)} \cdot \frac{\partial}{\partial \rho}+n_{z}^{(S)} i h_{1}+\eta_{1} B_{S}^{(1)}\right)\right. \\
& \left.\times \exp ^{(N)}\left(-i h_{1} \xi\right)\right] . \tag{3.12}
\end{align*}
$$

Here, the operator $B_{s}^{(1)}$ should be to the left of all the factors, and, hereinafter, the symbol $\mathscr{N}$ will be redefined with this additional condition.

Hence, with the $B_{S}^{(1)}$ determined by Eq. (3.11), Eq. (3.12) provides the operator $R_{11}$ for given $\zeta(\rho)>0$ explicitly; alternatively, the $\rho$ matrix elements of $R_{11}$, as defined by Eq. (2.11a), can be obtained as a solution of a set of ordinary integral equations free from any operator (except $B_{S}^{(1)}$ ) and also from the symbol $\mathscr{N}$, by multiplication of both sides of Eq. (3.12) to the right with $\exp (-i \lambda \cdot \rho)$ and subsequent use of the integral representation

$$
\begin{align*}
R_{11} & \exp (-i \lambda \cdot \rho) \\
& =\int d \rho^{\prime} R_{11}\left(\rho \mid \rho^{\prime}\right) \exp \left(-i \lambda \cdot \rho^{\prime}\right) \\
& =(2 \pi)^{-2} \int d \lambda^{\prime} \exp \left(-i \lambda^{\prime} \cdot \rho\right) \widetilde{R}_{11}\left(\lambda^{\prime} \mid \lambda\right) \tag{3.13}
\end{align*}
$$

where the Fourier transform $\widetilde{R}_{11}\left(\lambda^{\prime} \mid \lambda\right)$ is defined by Eq. (2.35). Hence, according to the definition of the symbol $\mathscr{N}$, Eq. (3.12) becomes written as

$$
\begin{align*}
& (2 \pi)^{-2} \int_{-\infty}^{\infty} d \lambda^{\prime}\left[-i \mathbf{n}^{(S)}(\mathbf{\rho}) \cdot \lambda^{\prime}-i n_{z}^{(S)}(\mathbf{\rho}) \tilde{h}_{1}\left(\lambda^{\prime}\right)+\eta_{1} B_{S}^{(1)}\right] \\
& \quad \times \exp \left[i \zeta(\mathbf{\rho}) \tilde{h}_{1}\left(\lambda^{\prime}\right)-i \boldsymbol{\rho} \cdot \lambda^{\prime}\right] \widetilde{R}_{11}\left(\lambda^{\prime} \mid \lambda\right) \\
& \quad=\left[i \mathbf{n}^{(S)}(\mathbf{\rho}) \cdot \lambda-i \eta_{z}^{(S)}(\rho) \tilde{h}_{1}(\lambda)-\eta_{1} B_{S}^{(1)}\right] \\
& \quad \times \exp \left[-i \zeta(\mathbf{\rho}) \tilde{h}_{1}(\lambda)-i \boldsymbol{\rho} \cdot \lambda\right] \tag{3.14a}
\end{align*}
$$

for given $p$ operator $B_{S}^{(1)}$, where the latter is obtained, in terms of the matrix elements $\boldsymbol{B}_{S}^{(1)}\left(\mathbf{p} \mid \boldsymbol{\rho}^{\prime}\right)$, as a solution of an integral equation, given by multiplication of Eq. (3.11) to the right with $\exp (-i \lambda \cdot \rho)$ and subsequent manipulation similar to Eq. (3.13), as

$$
\begin{align*}
& \int_{-\infty}^{\infty} d \mathbf{\rho}^{\prime} B_{S}^{(1)}\left(\boldsymbol{\rho} \mid \mathbf{\rho}^{\prime}\right) \exp \left[-i \xi\left(\mathbf{\rho}^{\prime}\right) \tilde{h}_{2}(\lambda)-i \boldsymbol{\rho}^{\prime} \cdot \lambda\right] \\
&= i \eta_{2}^{-1}\left[\mathbf{n}^{(S)}(\mathbf{\rho}) \cdot \lambda-n_{z}^{(S)}(\mathbf{\rho}) \tilde{h}_{2}(\lambda)\right] \\
& \times \exp \left[-i \xi(\mathbf{\rho}) \tilde{h}_{2}(\lambda)-i \boldsymbol{\rho} \cdot \lambda\right] \tag{3.14b}
\end{align*}
$$

Here, when $\zeta$ is a constant, for example, the substitution of $B_{S}^{(1)}\left(\rho \mid \rho^{\prime}\right)=B_{S}^{(1)}\left(\rho-\rho^{\prime}\right)$ yields $\widetilde{B}_{S}^{(1)}(\lambda)=-i \eta_{2}^{-1} \tilde{h}_{2}(\lambda)$, as it should be. Also, it may be remarked that, when $B_{S}^{(1)}$ is a given constant, the integral equation (3.14a) for $\widetilde{R}_{11}$ agrees exactly with the corresponding equation (80) in Ref. 14, derived based on a different method. On the other hand, an integral equation of $\widetilde{R}_{21}$ is obtained from Eq. (3.6) with known solution $\widetilde{R}_{11}$ of Eq. (3.14), as

$$
\begin{align*}
& (2 \pi)^{-2} \int d \lambda^{\prime} \exp \left[i \bar{\xi}(\mathbf{\rho}) \tilde{h}_{2}\left(\lambda^{\prime}\right)-i \boldsymbol{\rho} \cdot \lambda^{\prime}\right] \widetilde{R}_{21}\left(\lambda^{\prime} \mid \lambda\right) \\
& \quad=(2 \pi)^{-2} \int d \lambda^{\prime} \exp \left[i \xi(\mathbf{\rho}) \tilde{h}_{1}\left(\lambda^{\prime}\right)-i \boldsymbol{\rho} \cdot \lambda^{\prime}\right] \widetilde{R}_{11}\left(\lambda^{\prime} \mid \lambda\right) \\
& \quad+\exp \left[-i \xi(\mathbf{\rho}) \tilde{h}_{1}(\lambda)-i \boldsymbol{\rho} \cdot \lambda\right] \tag{3.15}
\end{align*}
$$

By using Eq. (2.24), Eq. (3.12) of $R_{11}$ can be rewritten as an equation of $g_{11}$, as

$$
\begin{align*}
\mathscr{N} & {\left[\left(\eta_{1}^{-1} \mathbf{n}^{(S)} \cdot \frac{\partial}{\partial \rho}-\eta_{1}^{-1} n_{z}^{(S)} i h_{1}+B_{S}^{(1)}\right) \exp ^{(N)}\left(i h_{1} \zeta\right)\right] g_{11} } \\
& =\mathscr{N}\left[\left(\eta_{1}^{-1} \mathbf{n}^{(S)} \cdot \frac{\partial}{\partial \rho}+B_{S}^{(1)}\right) \sin ^{(N)}\left(h_{1} \xi\right) h_{1}^{-1} \eta_{1}\right. \\
& \left.-n_{z}^{(S)} \cos ^{(N)}\left(h_{1} \zeta\right)\right] \tag{3.16}
\end{align*}
$$

and $g_{21}$ is given in terms of $g_{11}$ by Eq. (3.7). So far the particular solution $\psi^{(1)}(z)$ has been considered, which represents waves incident from the $k_{1}$ side of $S$; however, the same is also true of the solution $\psi^{(2)}(z)$ for waves incident from the opposite side.

## B. Alternative method

In the previous method, the two wave functions $\psi_{1}^{(1)}(z)$ and $\psi_{2}^{(1)}(z)$ of Eq. (2.23) were continued directly on the real boundary, and thereby $R_{11}$ and $R_{21}$ were obtained through $B_{S}^{(1)}$ given by Eq. (3.11). There exists an alternative method which enables $R_{21}$ to be directly obtained and $R_{11}$ to be from known $R_{21}$; in this method, the continuation of the wave
functions is performed rather indirectly, with the aid of the Green's theorem.

By applying the Green's theorem to the space enclosed by $S_{1}$ and $S$ (Fig. 1), we find, for arbitrary solutions $\psi^{\prime}$ and $\psi^{\prime \prime}$ of wave equation (2.1), the relation

$$
\begin{align*}
{\left[\psi^{\prime}, \psi^{\prime \prime}\right] \equiv } & \int_{z=0} d \rho \eta_{1}^{-1} \psi^{\prime}(\hat{x})\left(\frac{\stackrel{\leftarrow}{\partial}}{\partial z}-\frac{\vec{\partial}}{\partial z}\right) \psi^{\prime \prime}(\hat{x})  \tag{3.17a}\\
= & \int_{z=-5} d \mathrm{~s} \eta_{1}^{-1} \psi^{\prime}(\hat{x})\left[\frac{\overleftarrow{\partial}}{\partial \hat{x}} \cdot \hat{n}^{(S)}\right. \\
& \left.-\hat{n}^{(S)} \cdot \frac{\vec{\partial}}{\partial \hat{x}}\right] \psi^{\prime \prime}(\hat{x}), \tag{3.17b}
\end{align*}
$$

where $d s=d \rho / n_{z}^{(S)}$ is the two-dimensional element of surface $S$. Here, the relation can be written in a compact form by regarding $\psi^{\prime}(\hat{x})$ and $\psi^{\prime \prime}(\hat{x})$ as components of $\rho$ vectors $\psi^{\prime}(z)$ and $\psi^{\prime \prime}(z)$ (which, more generally, may be $\rho$ matrices), respectively, as [cf. Eq. (3.9)]

$$
\begin{align*}
{\left[\psi^{\prime}, \psi^{\prime \prime}\right]=} & \left.\eta_{1}^{-1} \psi^{\prime}(z)\left(\frac{\overleftarrow{\partial}}{\partial z}-\frac{\vec{\partial}}{\partial z}\right) \psi^{\prime \prime}(z)\right|_{z=0}  \tag{3.18a}\\
= & \overline{\mathcal{N}}\left[\psi^{\prime}(-\zeta) \frac{\overleftarrow{\partial}}{\partial \hat{x}} \cdot \frac{\hat{n}^{(S)}}{n_{z}^{(S)} \eta}\right] \mathscr{N}\left[\psi^{\prime \prime}(-\zeta)\right] \\
& -\overline{\mathscr{N}}\left[\psi^{\prime}(-\zeta)\right] \mathscr{N}\left[\frac{\hat{n}^{(S)}}{n^{(S)} \eta} \cdot \frac{\vec{\partial}}{\partial \hat{x}} \psi^{\prime \prime}(-\zeta)\right] . \tag{3.18b}
\end{align*}
$$

Here, the $\rho$ integration is involved as a natural consequence of the inner product; that is, for any $\rho$ matrices $A$ and $B$,

$$
\int d \mathbf{p} A\left(\mathbf{p}^{\prime} \mid \mathbf{p}\right) B\left(\mathbf{p} \mid \mathbf{p}^{\prime \prime}\right)=A B\left(\mathbf{p}^{\prime} \mid \mathbf{p}^{\prime \prime}\right)
$$

and the symbol $\overline{\mathscr{N}}$ denotes an ordering operator similar to $\mathscr{N}$; however, the ordering is inverse such that, for example,

$$
\begin{align*}
\overline{\mathcal{N}}[\exp (i h \zeta)] & \equiv \exp ^{(\bar{N})}(i h \xi) \\
& =\sum_{n=0}^{\infty}(n!)^{-1}(i h)^{n} \zeta^{n} \tag{3.19}
\end{align*}
$$

where all the $\zeta$ variables are understood to be placed to the right of all the $h$ and/or $\partial / \partial \rho$ if any.

Here, we set $\psi^{\prime \prime}(z)=\psi_{1}^{(1)}(z)$ of Eq. (2.23) and

$$
\begin{equation*}
\psi^{\prime}(z)=\psi^{(+)}(z) \equiv \exp \left(-i h_{1} z\right) \tag{3.20}
\end{equation*}
$$

hence, the substitution into Eq. (3.18a) simply yields

$$
\begin{equation*}
\left[\psi^{(i)}, \psi^{(1)}\right]=-1 \tag{3.21}
\end{equation*}
$$

For Eq. (3.18b), on the other hand, we observe that, by virtue of boundary condition (2.8), all the factors associated with $\psi_{1}^{(1)}(z)$ can be replaced with those of $\psi_{2}^{(1)}(z)$ given by Eq. (2.17b), and, since, by Eq. (3.1),

$$
\begin{equation*}
\frac{\hat{n}^{(S)}}{n_{z}^{(S)}}=\left(\zeta^{\prime}, 1\right), \quad \zeta^{\prime}=\frac{\partial \zeta}{\partial \rho} \tag{3.22}
\end{equation*}
$$

also that

$$
\begin{align*}
& \mathscr{N}\left[\frac{\hat{n}^{(S)}}{n_{z}^{(S)} \eta} \cdot \frac{\vec{\partial}}{\partial \hat{x}} \psi_{2}^{(1)}(-\zeta)\right] \\
& \quad=\mathscr{N}\left[\eta_{2}^{-1}\left(\zeta^{\prime} \cdot \frac{\partial}{\partial \rho}+i h_{2}\right) \exp ^{(N)}\left(i h_{2} \bar{\zeta}\right)\right] g_{21} \tag{3.23a}
\end{align*}
$$

$$
\begin{align*}
& \overline{\mathscr{N}}\left[\psi^{(+)}(-\xi) \frac{\overleftarrow{\partial}}{\partial \hat{x}} \cdot \frac{\hat{n}^{(S)}}{n_{z}^{(S)} \eta}\right] \\
& \quad=\overline{\mathscr{N}}\left[\eta_{1}^{-1} \exp ^{\left.(\overline{\mathcal{N}})\left(i h_{1} \zeta\right)\left(\frac{\overleftarrow{\partial}}{\partial \mathrm{p}} \cdot \xi^{\prime}-i h_{1}\right)\right]}\right. \text { } \tag{3.23b}
\end{align*}
$$

where we can set $\overrightarrow{\partial / \partial \rho}=-\overrightarrow{\partial / \partial \rho}$ by partial integration. Hence, with Eq. (3.21), the result can be written as

$$
\begin{equation*}
T^{(+)} g_{21}=1 \tag{3.24a}
\end{equation*}
$$

where

$$
\begin{align*}
T^{(+)}= & \eta_{1}^{-1} \overline{\mathscr{N}}\left[\exp ^{(\bar{N})}\left(i h_{1} \zeta\right)\left(\frac{\partial}{\partial \rho} \cdot \zeta^{\prime}+i h_{1}\right)\right] \\
& \times \exp ^{(N)}\left(i h_{2} \bar{\zeta}\right) \\
& +\eta_{2}^{-1} \exp ^{(\bar{N})}\left(i h_{1} \zeta\right) \mathscr{N}\left[\left(\xi^{\prime} \cdot \frac{\partial}{\partial \rho}+i h_{2}\right)\right. \\
& \left.\times \exp ^{(N)}\left(i h_{2} \bar{\zeta}\right)\right] \tag{3.24b}
\end{align*}
$$

In the same way, replacing $\psi^{(+)}(z)$ with

$$
\begin{equation*}
\psi^{(-)}(z) \equiv \exp \left(i h_{1} z\right) \tag{3.25}
\end{equation*}
$$

Eq. (3.18a) becomes, on using Eq. (2.23),

$$
\begin{equation*}
\left[\psi^{(-)}, \psi^{(1)}\right]=\left(2 i h_{1}\right) \eta_{1}^{-1} R_{11}\left(2 i h_{1}\right)^{-1} \eta_{1} \tag{3.26}
\end{equation*}
$$

whereas Eq. ( 3.18 b ) becomes what would be obtained by replacing $h_{1} \rightarrow-h_{1}$ in Eqs. (3.23a) and (3.23b). Thus, we obtain another equation

$$
\begin{equation*}
g_{1}^{(0)-1} R_{11} g_{1}^{(0)}=-T^{(-)} g_{21}, \tag{3.27a}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{1}^{(0)}=\left(2 i h_{1}\right)^{-1} \eta_{1} \tag{3.27b}
\end{equation*}
$$

and $T^{(-)}$is obtained from $T^{(+)}$with $h_{1} \rightarrow-h_{1}$. Here, with Eq. (3.24a),

$$
\begin{equation*}
g_{11}=\left(1+R_{11}\right) g_{1}^{(0)}=g_{1}^{(0)}\left(T^{(+)}-T^{(-)}\right) g_{21} \tag{3.28}
\end{equation*}
$$

For a specific example of a slightly random boundary to be treated in the next section, it is straightforward to directly confirm the equivalence of the two methods. The second method is particularly convenient for electromagnetic waves and other waves of a multicomponent, in view of several conditions to be fulfilled on the real boundary for the first method.

## C. Case of slightly random boundary

When the boundary changes in a sufficiently large scale compared with the wavelength, a new tangent plane method ${ }^{14}$ can be utilized to solve Eqs. (3.14) and (3.15) under essentially the same condition of applicability as for the conventional, ${ }^{2,6}$ and, in a separate paper, the solutions will be utilized as basic quantities to obtain the scattering cross sections consistent with both power conservation and multiple scattering, including shadow effect, as in the case of one-side boundary. Also, when the boundary is slightly random such that $|\partial \zeta / \partial \rho|<1$ and $\left|h_{j} \zeta\right|<1, j=1,2$ the previous equations become considerably simple, as follows.

To the first order of $\xi(\mathbf{p}), \mathbf{n}^{(S)}=\xi^{\prime}(=\partial \xi / \partial \mathbf{p})$ and $n_{z}^{(S)}$ $=1$, and Eq. (3.11) is reduced to

$$
-\eta_{2}^{-1}\left(i h_{2}+\zeta h_{2}^{2}+\zeta^{\prime} \cdot \frac{\partial}{\partial \rho}\right)=B_{S}^{(1)}\left(1-i \zeta h_{2}\right)
$$

hence,
$B_{s}^{(1)}=-\eta_{2}^{-1}\left[i h_{2}+\left(\xi h_{2}-h_{2} \xi\right) h_{2}+\xi^{\prime} \cdot \frac{\partial}{\partial \rho}\right]$.
In the same way, from Eq. (3.16), we obtain

$$
\begin{align*}
& {\left[i h_{1} \eta_{1}^{-1}-B_{S}^{(1)}-\eta_{1} B_{S}^{(1)} \zeta B_{S}^{(1)}\right.} \\
& \left.\quad-\eta_{1}^{-1}\left(\zeta h_{1}^{2}+\zeta^{\prime} \cdot \frac{\partial}{\partial \rho}\right)\right] g_{11}=1 \tag{3.30}
\end{align*}
$$

and, upon the substitution of Eq. (3.29), can be written in the form

$$
\begin{equation*}
\left[i\left(h_{1} \eta_{1}^{-1}+h_{2} \eta_{2}^{-1}\right)-b^{(11)}\right] g_{11}=1 \tag{3.31}
\end{equation*}
$$

Here,

$$
\begin{align*}
b^{(11)}= & \left(\eta_{1}^{-1}-\eta_{2}^{-1}\right) \zeta^{\prime} \cdot \frac{\partial}{\partial \rho}+\zeta\left(h_{1}^{2} \eta_{1}^{-1}-h_{2}^{2} \eta_{2}^{-1}\right) \\
& +\left(\eta_{2}-\eta_{1}\right) \eta_{2}^{-2} h_{2} \zeta h_{2} \tag{3.32a}
\end{align*}
$$

where

$$
\begin{align*}
& h_{1}^{2} \eta_{1}^{-1}-h_{2}^{2} \eta_{2}^{-1} \\
& \quad=k_{1}^{2} \eta_{1}^{-1}-k_{2}^{2} \eta_{2}^{-1}+\left(\eta_{1}^{-1}-\eta_{2}^{-1}\right)\left(\frac{\partial}{\partial \rho}\right)^{2} \tag{3.32b}
\end{align*}
$$

hence, Eq. (3.32a) can be rewritten also as

$$
\begin{align*}
b^{(11)}= & \left(\eta_{2}-\eta_{1}\right) \eta_{2}^{-2} h_{2} \zeta h_{2} \\
& +\left(\eta_{1}^{-1}-\eta_{2}^{-1}\right) \frac{\partial}{\partial \rho} \cdot \zeta \frac{\partial}{\partial \rho} \\
& +\left(k_{1}^{2} \eta_{1}^{-1}-k_{2}^{2} \eta_{2}^{-1}\right) \zeta, \tag{3.33}
\end{align*}
$$

each term of which is a Hermitian operator, except for the first term, which is not exactly Hermitian since $h^{\dagger} \neq h$ in the nonoptical range. Thus, from Eq. (3.31), we obtain

$$
\begin{equation*}
g_{11}=g_{0}+g_{0} b^{(11)} g_{0} \tag{3.34}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{0}=\left(i h_{1} \eta_{1}^{-1}+i h_{2} \eta_{2}^{-1}\right)^{-1} . \tag{3.35}
\end{equation*}
$$

On the other hand, Eq. (3.7) for $g_{21}$ becomes, on putting $d=0$ and therefore $\bar{\xi}=-\zeta$,

$$
\begin{equation*}
\left(1-i \zeta h_{2}\right) g_{21}=-\eta_{1} \zeta+\left(1+i \zeta h_{1}\right) g_{11} \tag{3.36}
\end{equation*}
$$

which shows that, when $\zeta=0$,

$$
\begin{equation*}
g_{21}=g_{11}=g_{22}=g_{12}=g_{0} \tag{3.37}
\end{equation*}
$$

and therefore that the term of $-\eta_{15} 5$ can be replaced with $-\eta_{1} \zeta\left(i h_{1} \eta_{1}^{-1}+i h_{2} \eta_{2}^{-1}\right) g_{11}$, in view of Eq. (3.35). Hence, on multiplying to the left with $i_{2}^{\dagger} \eta_{2}^{-1}$, Eq. (3.36) can be rewritten, in terms of $b_{2}$, defined by

$$
\begin{equation*}
b_{2}=b_{2}^{\dagger}=\left(\eta_{1}-\eta_{2}\right) \eta_{2}^{-2} h_{2}^{\dagger} \xi h_{2}, \tag{3.38}
\end{equation*}
$$

also as

$$
\begin{equation*}
i h_{2}^{\dagger} \eta_{2}^{-1}\left(-g_{11}+g_{21}\right)=b_{2} g_{21} \tag{3.39}
\end{equation*}
$$

which provides a basic equation to be used later. Alternative$1 y$, if $h_{2}$ were used instead of $h_{2}^{\dagger}$, we would obtain

$$
\begin{equation*}
i h_{2} \eta_{2}^{-1}\left(-g_{11}+g_{21}\right)=b_{2}^{\prime \prime} g_{21} \tag{3.40a}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{2}^{\prime \prime}=\left(\eta_{1}-\eta_{2}\right) \eta_{2}^{-2} h_{2} \xi h_{2}=\left(h_{2} / h_{2}^{\dagger}\right) b_{2} \tag{3.40b}
\end{equation*}
$$

and is not Hermitian.
Thus, to the first order of $\zeta$, use of Eq. (3.40) leads to

$$
\begin{equation*}
g_{21}=g_{0}+g_{0} b^{(21)} g_{0} \tag{3.41a}
\end{equation*}
$$

where

$$
\begin{align*}
b^{(21)}= & \left(\eta_{1}^{-1}-\eta_{2}^{-1}\right)\left[-h_{1} \zeta h_{2}+\frac{\partial}{\partial \rho} \cdot \zeta \frac{\partial}{\partial \rho}\right] \\
& +\left(k_{1}^{2} \eta_{1}^{-1}-k_{2}^{2} \eta_{2}^{-1}\right) \zeta . \tag{3.41b}
\end{align*}
$$

Both Eqs. (3.34) and (3.41) are correct to the first order of $\xi$, but are not consistent with the power conservation; it is remarked, however, that the last aspect can be perfectly improved by constructing a set of equations for $g_{11}$ and $g_{21}$ consistent with the original equations.

Equation (3.31) can be rewritten, on using Eqs. (3.40), also as

$$
\begin{equation*}
i h_{1} \eta_{1}^{-1} g_{11}+i h_{2} \eta_{2}^{-1} g_{21}=1+b_{1} g_{11} \tag{3.42}
\end{equation*}
$$

in terms of the Hermitian operator $b_{1}$ defined by

$$
\begin{equation*}
b_{1}=\left(\eta_{1}^{-1}-\eta_{2}^{-1}\right) \frac{\partial}{\partial \rho} \cdot \zeta \frac{\partial}{\partial \rho}+\left(k_{1}^{2} \eta_{1}^{-1}-k_{2}^{2} \eta_{2}^{-1}\right) \zeta \tag{3.43}
\end{equation*}
$$

with the relation

$$
\begin{equation*}
b^{(11)}=b_{1}-b_{2}^{\prime \prime} . \tag{3.44}
\end{equation*}
$$

Thus, Eqs. (3.39) and (3.42) provide a set of equations for the unknown $g_{11}$ and $g_{21}$, and are consistent with the power conservation, as will be shown soon; there seems to be no other choice in this sense. Here, the following equation formulation becomes definitely simple by representing the two equations by one $2 \times 2$ matrix equation; that is, introducing two $2 \times 2$ matrix operators $\pi$ and $b$, defined by
$\pi=\left(\begin{array}{cc}i h_{1} \eta_{1}^{-1} & i h_{2} \eta_{2}^{-1} \\ -i h_{2}^{\dagger} \eta_{2}^{-1} & i h_{2}^{\dagger} \eta_{2}^{-1}\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{cc}b_{1} & 0 \\ 0 & b_{2}\end{array}\right)$,
and also two vectors $\vec{g}$ and $\overrightarrow{1}$, defined by

$$
\begin{equation*}
\overrightarrow{\mathrm{g}}=\binom{g_{11}}{g_{21}}, \quad \overrightarrow{1}=\binom{1}{0}, \tag{3.46}
\end{equation*}
$$

we obtain the basic equation

$$
\begin{equation*}
\pi \vec{g}=\overrightarrow{1}+b \vec{g} . \tag{3.47a}
\end{equation*}
$$

Here, $b=b^{\dagger}$ is Hermitian, hence,

$$
\begin{equation*}
\vec{g}^{\dagger} \boldsymbol{\pi}^{\dagger}=\overrightarrow{1}+\vec{g}^{\dagger} \mathbf{b}, \tag{3.47b}
\end{equation*}
$$

whereas $\pi$ is not; nevertheless, it has the remarkable properties

$$
\begin{align*}
& \pi-\pi^{\dagger}=i\left(\mathbf{h}^{\dagger}+\mathbf{h}\right) \boldsymbol{\eta}^{-1},  \tag{3.48a}\\
& \pi^{-1}=g_{0}\left(\begin{array}{cc}
1 & -h_{2} / h_{2}^{\dagger} \\
1 & h_{1} \eta_{2} / h_{2}^{\dagger} \eta_{1}
\end{array}\right) . \tag{3.48b}
\end{align*}
$$

Note that, in virtue of Eq. (3.48a), the total power integrated over $S_{1}+S_{2}$ is given according to Eq. (2.33) by

$$
W_{1}=(2 i)^{-1}\left[\vec{g}^{\dagger}\left(\pi-\pi^{\dagger}\right) \vec{g}+\overrightarrow{\mathrm{l}} \overrightarrow{\mathrm{~g}}-\vec{g}^{\dagger} \overrightarrow{1}\right]
$$

which becomes exactly zero, in consequence of Eqs. (3.47a) and (3.47b). This convinces us that the solution of Eqs. (3.47) is significant over all the orders of $\xi$, in the sense of selected summation as when treating waves in a turbulent air, where
the medium fluctuation is slight but still its accumulated effect can be quite large. ${ }^{22-24}$ We shall return to the present case of a slightly random boundary at the end of Sec. VI (and Appendix C), where Eq. (3.47) will be utilized as the basic equation to obtain statistical equations of the same form as those in Sec. IV, and also resulting cross sections therefrom.

In the special case of $\eta_{1}=\eta_{2}=1, b_{2}=0$ by Eq. (3.38), hence, it follows that $g_{21}=g_{11}=g_{22}=g_{12}$ and Eq. (3.42) becomes

$$
\begin{equation*}
\left[i h_{1}+i h_{2}-\left(k_{1}^{2}-k_{2}^{2}\right) \zeta\right] g_{11}=1 \tag{3.49}
\end{equation*}
$$

and coincides with that by the original equation (3.31). Note that Eq. (3.49) remains unchanged against the exchange of $k_{1}$ and $k_{2}$ with the replacement of $\zeta \rightarrow-\zeta$, showing that $g_{22}=g_{11}$.

## D. Scattering matrix of a small boss on homogeneous boundary

In Eq. (2.21a), let $\mathbf{B}$ be the surface impedance when a small boss is placed, say, on $S_{2}$ at $z=-d$. Then, if $B_{0}$ is the impedance when the boundary is perfectly homogeneous, $\mathbf{b}=\mathbf{B}-\mathbf{B}_{0}$ differs from zero only over a small area of the boss. Therefore, in terms of the Green's function for the homogeneous boundary, say $g_{0}$, given by

$$
\begin{equation*}
\mathbf{g}_{0}=\left(i \mathbf{h} \eta^{-1}-\mathbf{B}_{0}\right)^{-1} \tag{3.50a}
\end{equation*}
$$

Eq. (2.21a) becomes

$$
\begin{equation*}
g=g_{0}(1+b g) \tag{3.50b}
\end{equation*}
$$

Here, as $d \rightarrow 0$, all the elements of $g_{0}$ tend to $g_{0}$ [Eq. (3.37)], implying that $\mathbf{g}_{0}^{-1}$ does not exist and therefore neither does $\mathrm{B}_{0}$, by Eq. ( 3.50 a ) (see Sec. III C), while $g_{0}$ has been investigated in detail in connection with the ground wave propagation over a flat earth. ${ }^{14}$ Equation (3.50b) can be rewritten in the form

$$
\begin{equation*}
\mathbf{g}=\mathbf{g}_{0}+\mathbf{g}_{0} \mathbf{T}_{b} \mathbf{g}_{0} \tag{3.51}
\end{equation*}
$$

in terms of a scattering matrix $T_{b}$, defined by

$$
\begin{equation*}
\mathbf{T}_{b} \mathbf{g}_{0}=\mathbf{b g} \tag{3.52}
\end{equation*}
$$

which, by substitution of Eq. (3.51) into the right-hand side, gives a formal expression of $T_{b}$ as

$$
\begin{align*}
\mathbf{T}_{b} & =\left(1-\mathbf{b g}_{0}\right)^{-1} \mathbf{b}  \tag{3.53a}\\
& =\mathbf{b}+\mathbf{b g}_{0} \mathbf{b}+\mathbf{b g}_{0} \mathbf{b} \mathbf{g}_{0} \mathbf{b}+\cdots \tag{3.53b}
\end{align*}
$$

An explicit coordinate expression of Eq. (3.51) can be written as

$$
\begin{align*}
\mathbf{g}\left(\boldsymbol{\rho} \mid \mathbf{\rho}^{\prime}\right)= & g_{0}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)+\int d \mathbf{\rho}^{\prime \prime} d \boldsymbol{\rho}^{\prime \prime \prime} g_{0}\left(\boldsymbol{\rho}-\mathbf{\rho}^{\prime \prime}\right) \\
& \times \mathbf{T}_{b}\left(\boldsymbol{\rho}^{\prime \prime}-\boldsymbol{\rho}_{b} \mid \boldsymbol{\rho}^{\prime \prime \prime}-\boldsymbol{\rho}_{b}\right) \mathbf{g}_{0}\left(\boldsymbol{\rho}^{\prime \prime \prime}-\boldsymbol{\rho}^{\prime}\right) \tag{3.54}
\end{align*}
$$

where $\rho_{b}$ are the center coordinates of the boss. Here, as $|\boldsymbol{\rho}| \rightarrow \infty, \mathrm{g}_{0}(\boldsymbol{\rho})$ changes almost with the phase factor $\exp \left[-i k_{j}|\rho|\right]$ of either $j=1$ or 2 ; hence, at sufficiently large distances from both the points $\rho$ and $\rho^{\prime}$, the factor $T_{b}$ in Eq. (3.54) can be replaced by a scattering amplitude, given by the Fourier transform of $T_{b}$ at the values of wave-number vectors of the incident and scattered waves, as in the case of a discrete scatterer in three-dimensional space. Here, evaluating the scattering amplitude is generally an involved task,
particularly when it is a boss of complicated shape, but the amplitude may be a good experimental observable.

In the general case where many small bosses are randomly distributed over $S_{2}, \mathrm{~b}$ is given by

$$
\begin{equation*}
\mathbf{b}=\sum_{j} \mathbf{b}_{j} \tag{3.55}
\end{equation*}
$$

where $\mathbf{b}_{j}$ denotes the contribution of the $j$ th boss; the situation therefore becomes the same as when discrete scatterers are randomly distributed in space [see also Eqs. (4.13)(4.15)].

## IV. STATISTICAL SURFACE GREEN'S FUNCTIONS OF FIRST AND SECOND ORDERS

The procedure of deriving governing equations for the statistical surface Green's functions is basically the same as for deriving those for a random medium ${ }^{14}$; that is, on putting $\mathbf{B}=\mathbf{B}_{0}+\mathrm{b}$ in Eq. (2.21a), we obtain

$$
\begin{equation*}
\left[i \mathbf{h} \eta^{-1}-\mathbf{B}_{0}-\mathbf{b}\right] \mathbf{g}=1 \tag{4.1}
\end{equation*}
$$

which has exactly the same form as the equation of the ordinary Green's function in a random medium with the random part b.

Here, to find the first-order Green's function $\mathbf{G}=\langle\mathbf{g}\rangle$, we first introduce an effective $2 \times 2$ matrix operator $\mathbf{M}$ of $b$ (mass operator), defined by [see Eqs. (4.12) and (4.13), for example]

$$
\begin{equation*}
\langle\mathbf{b g}\rangle=\mathbf{M} \mathbf{G} \tag{4.2}
\end{equation*}
$$

or, explicitly, by

$$
\begin{equation*}
\sum_{j}\left\langle b_{i j} g_{j k}\right\rangle=\sum_{j} M_{i j} G_{j k} \tag{4.3}
\end{equation*}
$$

Hence, averaging Eq. (4.1) yields

$$
\begin{equation*}
\left[i \mathrm{~h} \eta^{-1}-\mathbf{B}_{0}-\mathbf{M}\right] \mathbf{G}=1 \tag{4.4a}
\end{equation*}
$$

with the formal solution

$$
\begin{equation*}
\mathbf{G}=\left[i \mathbf{h} \boldsymbol{\eta}^{-1}-\mathbf{B}_{0}-\mathbf{M}\right]^{-1} \tag{4.4b}
\end{equation*}
$$

In the same way, with $B_{0}^{*}=B_{0}$,

$$
\begin{equation*}
\left[-i \mathbf{h}^{*} \boldsymbol{\eta}^{-1}-\mathbf{B}_{0}-\mathbf{M}^{*}\right] \mathbf{G}^{*}=1 \tag{4.5}
\end{equation*}
$$

The second-order Green's function is defined, in matrix form, by

$$
\begin{equation*}
\mathbf{G}(1 ; 2)=\left\langle\mathbf{g}^{*}(1) \mathbf{g}(2)\right\rangle, \tag{4.6a}
\end{equation*}
$$

or, writing explicitly, by

$$
\begin{equation*}
G_{i j k l}\left(\boldsymbol{\rho}_{1} ; \boldsymbol{\rho}_{2} \mid \boldsymbol{\rho}_{1}^{\prime} ; \boldsymbol{\rho}_{2}^{\prime}\right)=\left\langle g_{i k}^{*}\left(\boldsymbol{\rho}_{1} \mid \boldsymbol{\rho}_{1}^{\prime}\right) g_{j l}\left(\boldsymbol{\rho}_{2} \mid \boldsymbol{\rho}_{2}^{\prime}\right)\right\rangle . \tag{4.6~b}
\end{equation*}
$$

Hereinafter, the coordinates having indices 1 and 2 will be used exclusively for quantities of the complex-conjugate wave function and the original wave function, respectively, in the manner of Eq. (4.6).

Here, to find a governing equation for $\mathbf{G}(1 ; 2)$, we introduce a quantity $\Delta \mathrm{b}$, defined by

$$
\begin{equation*}
\Delta \mathbf{b}=\mathbf{b}-\mathbf{M}, \quad\langle\Delta \mathbf{b} \mathbf{g}\rangle=0 \tag{4.7}
\end{equation*}
$$

and exhibit $g$ in terms of $\mathbf{G}$, on using Eq. (4.1), by

$$
\begin{equation*}
\mathbf{g}=\mathbf{G}[1+\Delta \mathbf{b g}] \tag{4.8}
\end{equation*}
$$

and, in the same way,

$$
\begin{equation*}
\mathbf{g}^{*}=\mathbf{G}^{*}\left[1+\Delta \mathbf{b}^{*} \mathbf{g}^{*}\right], \quad\left\langle\Delta \mathbf{b}^{*} \mathbf{g}^{*}\right\rangle=0 . \tag{4.9}
\end{equation*}
$$

Hence, by substituting expressions (4.8) and (4.9) of $g(2)$ and $g^{*}(1)$ in the right-hand side of (4.6a), we obtain, by virtue of the condition for $\Delta \mathrm{b}$ set in Eq. (4.7), an equation of the form

$$
\begin{equation*}
\mathbf{G}(1 ; 2)=\mathbf{G}^{*}(1) \mathbf{G}(2)[1+\mathbf{K}(1 ; 2) \mathbf{G}(1 ; 2)] . \tag{4.10}
\end{equation*}
$$

Here, $K(1 ; 2)$ is defined, like $\mathbf{M}$ by Eq. (4.2), according to

$$
\begin{equation*}
\mathbf{K}(1 ; 2) \mathbf{G}(1 ; 2)=\left\langle\Delta \mathbf{b}^{*}(1) \Delta \mathbf{b}(2) \mathbf{g}^{*}(1) \mathbf{g}(2)\right\rangle \tag{4.11}
\end{equation*}
$$

which gives a source term of the incoherent part of $\mathbf{G}(1 ; 2)$. Equation (4.10) for the second-order Green's function has a form of the Bethe-Salpeter equation, as this is generally true independently of the random quantity involved and also of its statistical property, e.g., of whether it is Gaussian or not. ${ }^{22}$

Here, to the first order of $b$ [cf. Eq. (C8)],

$$
\begin{align*}
& \mathbf{M}=\langle\mathbf{b} \mathbf{G}\rangle, \quad\langle\mathbf{b}\rangle=0  \tag{4.12a}\\
& \mathbf{K}(1 ; 2)=\left\langle\mathbf{b}^{*}(1) \mathbf{b}(2)\right\rangle, \quad\left(\mathbf{b}^{*}=\mathbf{b}\right) \tag{4.12b}
\end{align*}
$$

which have the same form as the corresponding quantities in a turbulent air, for example, in Refs. 22-24 and others. Here, when setting $d=0$, however, a special consideration is necessary, and a modified version of the statistical equations is shown in detail in Appendix C .

In another typical case of randomly distributed bosses, the corresponding expressions can be obtained in exactly the same way as for random scatterers in space, with the result ${ }^{14}$

$$
\begin{equation*}
\mathbf{M}\left(\boldsymbol{\rho}_{2}-\boldsymbol{\rho}_{2}^{\prime}\right)=n \int_{-\infty}^{\infty} d \boldsymbol{\rho}_{b}\left\langle\mathbf{T}_{b}^{M}\left(\boldsymbol{\rho}_{2}-\boldsymbol{\rho}_{b} \mid \mathbf{\rho}_{2}^{\prime}-\boldsymbol{\rho}_{b}\right)\right\rangle^{\prime} \tag{4.13}
\end{equation*}
$$

Here, $n$ is the density of bosses per unit area, and $\langle\cdots\rangle^{\prime}$ means the statistical averaging over all possible characteristics of the bosses, e.g., their shapes, sizes, orientations, etc.; $\mathbf{T}_{b}^{M}$ is the scattering matrix defined by Eq. (3.53) for one boss, with the replacement of $g_{0}$ to the statistical Green's function $\mathbf{G}$ that depends on M. In matrix form, Eq. (4.13) can be written as

$$
\begin{equation*}
\mathbf{M}(2)=n \int d \rho_{b}\left\langle\mathrm{~T}_{b}^{M}(2)\right\rangle^{\prime} \tag{4.14}
\end{equation*}
$$

and also provides a means to determine the still unknown $\mathbf{M}$ self-consistently. ${ }^{25,26}$ In most cases of not too large density of the bosses, however, $\mathbf{M}$ involved in $\mathbf{T}_{b}^{M}$ may be set equal to zero, yielding an explicit expression of $\mathbf{M}$.

In the same way,

$$
\begin{equation*}
\mathbf{K}(1 ; 2)=n \int d \mathbf{\rho}_{b}\left\langle\mathbf{T}_{b}^{M *}(1) \mathbf{T}_{b}^{M}(2)\right\rangle^{\prime} \tag{4.15}
\end{equation*}
$$

Here, the $\mathbf{M}$ and $\mathbf{K}$ given by Eqs. (4.14) and (4.15) strictly satisfy optical relation (4.25) to be given later, in spite of the fact that $\mathbf{M}$ involved in $\mathbf{T}_{b}^{M}$ is not Hermitian. ${ }^{25}$

## A. Incoherent scattering matrix

We first introduce a scattering matrix $\mathbf{S}(1 ; 2)$, defined by

$$
\begin{equation*}
\mathbf{K}(1 ; 2) \mathbf{G}(1 ; 2)=\mathbf{S}(1 ; 2) \mathbf{G}^{*}(1) \mathbf{G}(2), \tag{4.16}
\end{equation*}
$$

to write Eq. (4.10) as

$$
\begin{equation*}
\mathbf{G}(1 ; 2)=\mathbf{G}^{*}(1) \mathbf{G}(2)+\mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{S}(1 ; 2) \mathbf{G}^{*}(1) \mathbf{G}(2) \tag{4.17}
\end{equation*}
$$

Here, the substitution into the left-hand side of (4.16) yields

$$
\begin{equation*}
\mathbf{B}(1 ; 2)=\mathbf{K}(1 ; 2)\left[1+\mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{S}(1 ; 2)\right], \tag{4.18}
\end{equation*}
$$

which provides an equation to obtain the unknown $S(1 ; 2)$; hence [cf. Eq. (3.53)],

$$
\begin{align*}
\mathbf{S}(1 ; 2)= & {\left[1-\mathbf{K}(1 ; 2) \mathbf{G}^{*}(1) \mathbf{G}(2)\right]^{-1} \mathbf{K}(1 ; 2) }  \tag{4.19a}\\
= & \mathbf{K}(1 ; 2)\left[1-\mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{K}(1 ; 2)\right]^{-1}  \tag{4.19b}\\
= & \mathbf{K}(1 ; 2)+\mathbf{K}(1 ; 2) \mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{K}(1 ; 2) \\
& +\mathbf{K}(1 ; 2) \mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{K}(1 ; 2) \mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{K}(1 ; 2)+\cdots, \tag{4.20}
\end{align*}
$$

each term of which gives the matrix of multiple scattering of definite number of times. The matrix elements of $S$ will be denoted by $S_{i j ; k l}, S_{i j k l}\left(\boldsymbol{\rho}_{1} ; \boldsymbol{\rho}_{2} \mid \boldsymbol{\rho}_{1}^{\prime} ; \boldsymbol{\rho}_{2}^{\prime}\right)$, and $\mathbf{S}\left(\boldsymbol{\rho}_{1} ; \boldsymbol{\rho}_{2} \mid \boldsymbol{\rho}_{1}^{\prime} ; \boldsymbol{\rho}_{2}^{\prime}\right)$ in the same way as for $\mathbf{G}(1 ; 2)$; for example, on $S_{1}$ (Fig. 1), Eq. (4.17) becomes

$$
\begin{align*}
G_{11 ; 11} & \left(\rho_{1} ; \rho_{2} \mid \rho_{1}^{\prime} ; \boldsymbol{\rho}_{2}^{\prime}\right) \\
= & G_{11}^{*}\left(\rho_{1}-\boldsymbol{\rho}_{1}^{\prime}\right) G_{11}\left(\rho_{2}-\rho_{2}^{\prime}\right) \\
& +\sum_{i j k l} \int d \rho_{i} d \rho_{j} d \rho_{k} d \rho_{l} \\
& \times G_{1 i}^{*}\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}_{i}\right) G_{1 j}\left(\rho_{2}-\boldsymbol{\rho}_{j}\right) S_{i ; k l}\left(\boldsymbol{\rho}_{i} ; \boldsymbol{\rho}_{j} \mid \boldsymbol{\rho}_{k} ; \boldsymbol{\rho}_{l}\right) \\
& \times G_{k 1}^{*}\left(\boldsymbol{\rho}_{k}-\boldsymbol{\rho}_{1}^{\prime}\right) G_{l 1}\left(\boldsymbol{\rho}_{l}-\boldsymbol{\rho}_{2}^{\prime}\right), \tag{4.21}
\end{align*}
$$

which contains the terms of $S_{22 ; 22}$ and others having index 2, implying that $G_{11 ; 11}$ is necessarily affected by a multiple (incoherent) scattering on the back side of $S$.

## B. Integrated optical relation

When the medium is not dissipative, $\mathbf{M}$ and K are not quite independent of one another, subjected to a constraint resulting from the Hermitian condition (2.15) for $B$.

We first observe, on using Eqs. (4.9) and (4.11), that

$$
\left\langle\Delta \mathbf{b}(2) \mathbf{g}^{*}(1) \mathbf{g}(2)\right\rangle=\mathbf{G}^{*}(1) \mathbf{K}(1 ; 2) \mathbf{G}(1 ; 2),
$$

and therefore, by substitution of Eq. (4.7) into the left-hand side, that

$$
\begin{equation*}
\left\langle\mathbf{b}(2) \mathbf{g}^{*}(1) \mathbf{g}(2)\right\rangle=\left[\mathbf{M}(2)+\mathbf{G}^{*}(1) \mathbf{K}(1 ; 2)\right] \mathbf{G}(1 ; 2) . \tag{4.22a}
\end{equation*}
$$

In the same way,

$$
\begin{equation*}
\left\langle\mathbf{b}^{*}(1) \mathbf{g}^{*}(1) \mathbf{g}(2)\right\rangle=\left[\mathbf{M}^{*}(1)+\mathbf{G}(2) \mathbf{K}(1 ; 2)\right] \mathbf{G}(1 ; 2) \tag{4.22b}
\end{equation*}
$$

Here, the following equations can be written in a compact form, by introduction of a $2 \times 2$ matrix operator $\delta(1 ; 2)$, defined by the matrix elements $\delta\left(\rho_{1}-\rho_{2}\right) \delta_{i j}$, in such a way that, for any $\mathbf{A}^{*}(1)$ and $\mathbf{B}(2)$, the product $\delta(1 ; 2) \mathbf{A}^{*}(1) \mathbf{B}(2)$ represents

$$
\begin{align*}
\sum_{i j} \int & d \boldsymbol{\rho}_{1} d \boldsymbol{\rho}_{2} \delta\left(\boldsymbol{\rho}_{1}-\boldsymbol{\rho}_{2}\right) \delta_{i j} A_{i k}^{*}\left(\boldsymbol{\rho}_{1} \mid \boldsymbol{\rho}_{1}^{\prime}\right) B_{j l}\left(\boldsymbol{\rho}_{2} \mid \boldsymbol{\rho}_{2}^{\prime}\right) \\
& =\sum_{j} \int d \boldsymbol{\rho}^{\prime} A_{k j}^{\dagger}\left(\boldsymbol{\rho}_{1}^{\prime} \mid \boldsymbol{\rho}\right) B_{j l}\left(\boldsymbol{\rho} \mid \boldsymbol{\rho}_{2}^{\prime}\right) \\
& =\left(A^{\dagger} B\right)_{k l}\left(\boldsymbol{\rho}_{1}^{\prime} \mid \boldsymbol{\rho}_{2}^{\prime}\right) \tag{4.23}
\end{align*}
$$

Hence, subtracting Eq. (4.22a) from Eq. (4.22b) and then multiplying the result to the left with $\delta(1 ; 2)$, the left-hand side becomes zero since, by virtue of $\mathbf{b}^{\dagger}=\mathbf{b}$,

$$
\begin{equation*}
\delta(1 ; 2)\left[\mathbf{b}^{*}(1)-\mathbf{b}(2)\right] \mathbf{g}^{*}(1) \mathbf{g}(2)=\mathbf{g}^{\dagger}\left(\mathbf{b}^{\dagger}-\mathbf{b}\right) \mathbf{g}=0 \tag{4.24}
\end{equation*}
$$

showing by the right-hand side, that

$$
\begin{equation*}
\mathbf{\delta}(1 ; 2)\left\{\mathbf{M}^{*}(1)-\mathbf{M}(2)+\left[\mathbf{G}(2)-\mathbf{G}^{*}(1)\right] \mathbf{K}(1 ; 2)\right\}=0 \tag{4.25}
\end{equation*}
$$

which gives the constraint inherent between $\mathbf{M}$ and $\mathbf{K}$.
The relation (4.25) is exactly fulfilled by $\mathbf{M}$ and $\mathbf{K}$ of Eq. (4.12) obtained to the first order, as is directly shown by

$$
\begin{align*}
& \boldsymbol{\delta}(1 ; 2)\left[\mathbf{G}(2)-\mathbf{G}^{*}(1)\right] \mathbf{K}(1 ; 2) \\
& \quad=\left\langle\mathbf{b}^{\dagger}\left(\mathbf{G}-\mathbf{G}^{\dagger}\right) \mathbf{b}\right\rangle=\boldsymbol{\delta}(1 ; 2)\left[\mathbf{M}(2)-\mathbf{M}^{*}(1)\right] . \tag{4.26}
\end{align*}
$$

Also, the BS equation (4.10) is ensured to satisfy the averaged version of Eq. (2.33), ${ }^{14}$ i.e.,

$$
\begin{align*}
\langle\mathbf{W}\rangle= & \delta(1 ; 2)\left\{2^{-1}\left[\mathbf{h}^{*}(1)+\mathbf{h}(2)\right] \boldsymbol{\eta}^{-1} \mathbf{G}(1 ; 2)\right. \\
& \left.+(2 i)^{-1}\left[\mathbf{G}(2)-\mathbf{G}^{*}(1)\right]\right\}=0 . \tag{4.27}
\end{align*}
$$

Here, the meaning of the relation becomes more explicit when written in terms of the scattering matrix $\mathbf{S}(1 ; 2)$; this can be achieved by substituting the expression

$$
\begin{align*}
\mathbf{G}^{*}(1)-\mathbf{G}(2)= & \left\{i\left[\mathbf{h}^{*}(1)+\mathbf{h}(2)\right] \boldsymbol{\eta}^{-1}+\mathbf{B}_{0}(1)-\mathbf{B}_{0}(2)\right. \\
& \left.+\mathbf{M}^{*}(1)-\mathbf{M}(2)\right\} \mathbf{G}^{*}(1) \mathbf{G}(2), \tag{4.28}
\end{align*}
$$

derived from Eqs. (4.4b) and (4.5), into Eq. (4.25), followed by the multiplication to the right with $(2 i)^{-1}\left[1-\mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{K}(1 ; 2)\right]^{-1}$. Whence,

$$
\begin{align*}
& \boldsymbol{\delta}(1 ; 2)\left\{(2 i)^{-1}\left[\mathbf{M}^{*}(1)-\mathbf{M}(2)\right]\right. \\
& \left.\quad-(2 \boldsymbol{\eta})^{-1}\left[h^{*}(1)+\mathbf{h}(2)\right] \mathbf{G}^{*}(1) \mathbf{G}(2) \mathbf{S}(1 ; 2)\right\}=0, \tag{4.29}
\end{align*}
$$

in consequence of Eq. (4.19b). Here, the meaning of Eq. (4.29) becomes quite clear by the multiplication to the right with $\mathbf{G}^{*}(1) \mathbf{G}(2)$; hence, the first term means the total coherent power absorbed by the entire surface $S_{1}+S_{2}$ [as may be shown by substitution of $\left\langle\psi^{(1)}\right\rangle$ from Eq. (2.17) into Eq. (2.14b) and subsequent utilization of definition (4.2) for $\mathbf{M}$ ], whereas the second term means ( - ) times the total incoherent power scattered by $S_{1}+S_{2}$, as given by the second term in the right-hand side of Eq. (4.17). Note that this is not the case of the original relation (4.25), whose meaning is not immediately clear.

There exists also a local optical relation which ensures the conservation of the power at every point on $S_{1}$ and $S_{2}$, in contrast with the total power integrated over the entire surfaces, and can be written in terms of $\mathbf{S}(1 ; 2)$ in a form of showing an obvious meaning of each term, as has been shown in detail in Ref. 14 for a one-side boundary.

Generally, in terms of the scattering matrix $\mathbf{S}(1 ; 2)$, various quantities and equations associated with the incoherent waves (including cross sections and optical relations) can be written exactly and also in such a way of enabling a straightforward physical interpretation (Sec. VI). Here, $\mathbf{S}(1 ; 2)$ is obtained as a solution of the integral equation (4.18), for which a practical version will be given later by Eq. (6.27).

## V. STATISTICAL GREEN'S FUNCTIONS IN SPACE

So far the Green's functions have been defined only on the reference boundaries $S_{1}$ and $S_{2}$, but the continuation into the spaces outside the boundaries is straightforward by replacing Eqs. (2.17) by a set of equations for the space Green's function, say $g_{i j}\left(z \mid z^{\prime}\right)$, according to

$$
\begin{align*}
& g_{11}\left(z \mid z^{\prime}\right)=\left\{\exp \left[-i h_{1}\left|z-z^{\prime}\right|\right]-\exp \left[-i h_{1}\left(z+z^{\prime}\right)\right]\right\} \\
& \times\left(2 i h_{1}\right)^{-1} \eta_{1}+\exp \left(-i h_{1} z\right) g_{11} \exp \left(-i h_{1} z^{\prime}\right), \\
& z, z^{\prime} \geqslant 0, \tag{5.1a}
\end{align*}
$$

$$
\begin{align*}
g_{21}\left(z \mid z^{\prime}\right) & =\exp \left[i h_{2}(z+d)\right] g_{21} \exp \left[-i h_{1} z^{\prime}\right] \\
z & \leqslant-d, \quad z^{\prime} \tag{5.1b}
\end{align*}
$$

Similar equations for $g_{22}\left(z \mid z^{\prime}\right)$ and $g_{12}\left(z \mid z^{\prime}\right)$ are also obtained from Eq. (2.19). Here, the $g_{i j}$ 's are the same operators as defined in the previous sections, and therefore $g_{i j}\left(z \mid z^{\prime}\right)$ results as the solution of

$$
\begin{equation*}
\left[-\left(\frac{\partial}{\partial z}\right)^{2}-h_{i}^{2}\right] g_{i j}\left(z \mid z^{\prime}\right)=\eta_{i} \delta_{i j} \delta\left(z-z^{\prime}\right) \tag{5.2a}
\end{equation*}
$$

subjected to boundary condition (2.10) on $S_{1}$ and $S_{2}$; the proof is straightforward by reference to the solution of Eq. (2.3) in free space. The full-coordinate expression of Eq. (5.2a) is, of course,

$$
\begin{equation*}
\left[-\left(\frac{\partial}{\partial \hat{x}}\right)^{2}-k_{i}^{2}\right] g_{i j}\left(\hat{x} \mid \hat{x}^{\prime}\right)=\eta_{i} \delta_{i j} \delta\left(\hat{x}-\hat{x}^{\prime}\right) \tag{5.2b}
\end{equation*}
$$

and $i, j=1$ or 2 according as the points $\hat{x}$ and $\hat{x}^{\prime}$ are in space $\Sigma_{1}$ or $\Sigma_{2}$, respectively.

Thus, the statistical Green's function of first order in space is obtained simply by replacing all the coefficient $g_{i j}$ 's in Eqs. (5.1) with the statistical $G_{i j}$ 's of Eq. (4.4). The situation is the same also for the statistical Green's function of second order, and most previous equations for the statistical surface Green's functions remain unchanged with the redefinition of $\mathbf{G}^{*}(1), \mathbf{G}(2)$, and $\mathbf{G}(1 ; 2)$ by those of the space coordinates $\hat{x}=(\boldsymbol{p}, z)$. That is, $\mathbf{G}(1 ; 2)$ now represents the $\hat{x}$-coordinate matrix having the elements $G_{i j ; k l}\left(\hat{x}_{1} ; \hat{x}_{2}\left|\hat{x}_{1}^{\prime} ; \hat{x}_{2}^{\prime}\right|\right.$, with the possible abbreviations $G_{i j k l}\left(z_{1} ; z_{2} \mid z_{1}^{\prime} ; z_{2}^{\prime}\right)$ and $\mathbf{G}\left(z_{1} ; z_{2} \mid z_{1}^{\prime} ; z_{2}^{\prime}\right)$. Here, since $\mathbf{K}(1 ; 2)$ and $\mathbf{S}(1 ; 2)$ are $\rho$-coordinate matrices different from zero only on $S_{1}$ and $S_{2}$, the $\hat{x}$-coordinate expression of $S(1 ; 2)$, for example, can be written, in terms of the surface $\delta_{j}$ function defined by

$$
\begin{equation*}
\delta_{j}(z)=\delta\left(z+d_{j}\right) \tag{5.3a}
\end{equation*}
$$

with $d_{1}=0$ and $d_{2}=d$, as

$$
\begin{align*}
& S_{i j ; k l}\left(\hat{x}_{1} ; \hat{x}_{2} \mid \hat{x}_{1}^{\prime} ; \hat{x}_{2}^{\prime}\right) \\
& \quad=\delta_{i}\left(z_{1}\right) \delta_{j}\left(z_{2}\right) S_{i j ; k l}\left(\rho_{1} ; \rho_{2} \mid \rho_{1}^{\prime} ; \rho_{2}^{\prime}\right) \delta_{k}\left(z_{1}^{\prime}\right) \delta_{l}\left(z_{2}^{\prime}\right) \tag{5.3b}
\end{align*}
$$

where $\hat{x}_{j}=\left(\boldsymbol{\rho}_{j}, z_{j}\right)$. Hence, expression (4.21) for $G_{11 ; 11}(1 ; 2)$ given in terms of $\mathbf{S}(1 ; 2)$, for example, holds as it is, simply with the replacement of all the $\rho$ coordinates to the $\hat{x}$ 's.

Here, the equation of the first-order Green's function, (5.1) (that is, with the replacement of each $g_{i j} \rightarrow G_{i j}$ ), can be written in several useful forms, by the introduction of several new $2 \times 2$ matrices as follows:

$$
\begin{align*}
\mathbf{g}^{(0)} & =(2 i \mathbf{h})^{-1} \boldsymbol{\eta}=\left(\begin{array}{cc}
g_{1}^{(0)} & 0 \\
0 & g_{2}^{(0)}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\left(2 i h_{1}\right)^{-1} \eta_{1} & 0 \\
0 & \left(2 i h_{2}\right)^{-1} \eta_{2}
\end{array}\right), \tag{5.4a}
\end{align*}
$$

where, from Eq. (2.3), $g_{j}^{(0)}$ means the Green's function in a homogeneous medium of $k_{j}$ except for the constant factor $\eta_{j}$ [but, not to be confused with $g_{0}$ defined by Eq. (3.35) for the homogeneous boundary]; also two "attenuation" coefficient matrices $\mathbf{A}$ and $\overline{\mathbf{A}}$ for the coherent wave, defined by

$$
\begin{equation*}
\mathbf{G}=2 \mathbf{A} \mathbf{g}^{(0)}=2 \mathbf{g}^{(0)} \overline{\mathbf{A}} \tag{5.4b}
\end{equation*}
$$

and therefore given by

$$
\begin{align*}
& \mathbf{A}=i \mathbf{G h} \boldsymbol{\eta}^{-1}=\left[\mathbf{h}+i \boldsymbol{\eta}\left(\mathbf{B}_{0}+\mathbf{M}\right)\right]^{-1} \mathbf{h} \\
& \overline{\mathbf{A}}=i \boldsymbol{\eta}^{-1} \mathbf{h} \mathbf{G}=\mathbf{A}^{T} \tag{5.4c}
\end{align*}
$$

where use has been made of Eq. (4.4b). Hence, from Eq. (2.24), the reflection coefficient matrix $\langle\mathbf{R}\rangle$ becomes

$$
\begin{align*}
\langle\mathbf{R}\rangle=2 \mathbf{A}-1= & \left(\mathbf{i} \mathbf{h} \boldsymbol{\eta}^{-1}-\mathbf{B}_{0}-\mathbf{M}\right)^{-1} \\
& \times\left(\boldsymbol{i} \mathbf{h} \boldsymbol{\eta}^{-1}+\mathbf{B}_{0}+\mathbf{M}\right), \tag{5.4d}
\end{align*}
$$

or, alternatively,

$$
\begin{equation*}
\langle\mathbf{R}\rangle=\mathbf{g}^{(0)} \mathbf{T} \tag{5.4e}
\end{equation*}
$$

where $T$ is a scattering matrix, defined by

$$
\begin{equation*}
\mathbf{T}=2 i \mathbf{h} \eta^{-1}\langle\mathbf{R}\rangle=\mathbf{T}^{T} \tag{5.4f}
\end{equation*}
$$

which has symmetrical matrix elements, in contrast with $\langle\mathbf{R}\rangle$ [cf. Eq. (2.30)]. Finally, we introduce a diagonal $2 \times 2$ matrix function $\mathrm{g}^{(0)}\left(z-z^{\prime}\right)$ defined by the elements

$$
\begin{equation*}
g_{j}^{(0)}\left(z-z^{\prime}\right)=g_{j}^{(0)} \exp \left[-i h_{j}\left|z-z^{\prime}\right|\right] \tag{5.5a}
\end{equation*}
$$

whose boundary value on $S_{j}$ at $z=-d_{j}$ will be particularly denoted by

$$
\begin{equation*}
g_{j}^{(0)}(0 \mid z)=g_{j}^{(0)}(z \mid 0) \equiv g_{j}^{(0)} \exp \left[-i h_{j}\left|z+d_{j}\right|\right] \tag{5.5b}
\end{equation*}
$$

Hence, from Eqs. (2.22) and (5.4e),

$$
\begin{equation*}
\mathbf{G}=(1+\langle\mathbf{R}\rangle) \mathbf{g}^{(0)}=\mathbf{g}^{(0)}+\mathbf{g}^{(0)} \mathbf{T} \mathbf{g}^{(0)} \tag{5.6}
\end{equation*}
$$

and is continued to the ouside spaces as

$$
\begin{equation*}
\mathbf{G}\left(z \mid z^{\prime}\right)=\mathbf{g}^{(0)}\left(z-z^{\prime}\right)+\mathbf{g}^{(0)}(z \mid 0) \mathbf{T} \mathbf{g}^{(0)}\left(0 \mid z^{\prime}\right) \tag{5.7}
\end{equation*}
$$

which represents the averaged version of the whole set of equations (5.1). Note that $g^{(0)}\left(z-z^{\prime}\right)=0$ when the points $z$ and $z^{\prime}$ are not in the same space of either $k_{1}$ or $k_{2}$. In the same way, the continued versions of Eq. (5.4b) are

$$
\begin{align*}
& \mathbf{G}(0 \mid z)=2 \mathbf{A g}^{(0)}(0 \mid z),  \tag{5.8a}\\
& \mathbf{G}(z \mid 0)=2 \mathbf{g}^{(0)}(z \mid 0) \overline{\mathbf{A}} \tag{5.8~b}
\end{align*}
$$

which, together with $\mathbf{G}\left(z \mid z^{\prime}\right)$, are nondiagonal $2 \times 2$ matrices having the matrix elements also for the points $z$ and $z^{\prime}$ existing in separate spaces, in contrast with $\mathbf{g}^{(0)}(0 \mid z), \mathbf{g}^{(0)}(z \mid 0)$, and $\mathrm{g}^{(0)}\left(z-z^{\prime}\right)$. Here, it may be remarked that, from Eqs. (5.4)(5.8), all the corresponding equations in Ref. 14 are reproduced by changing the boldface letter (representing a $2 \times 2$ matrix operator) to lightface letter for every quantity involved, with $\boldsymbol{\eta}=1$.

The continuation of the second-order Green's function into the spaces is also straightforward by use of the expression of Eq (4.17) with Eqs. (5.7) and (5.8). Hence,

$$
\begin{align*}
& \mathbf{G}\left(z_{1} ; z_{2} \mid z_{1}^{\prime} ; z_{2}^{\prime}\right) \\
& =\quad \mathbf{G}^{*}\left(z_{1} \mid z_{1}^{\prime}\right) \mathbf{G}\left(z_{2} \mid z_{2}^{\prime}\right)+\mathbf{g}^{(0) *}\left(z_{1} \mid 0\right) \mathbf{g}^{(0)}\left(z_{2} \mid 0\right) \\
& \quad \times \boldsymbol{\sigma}^{(1)}(1 ; 2) \mathbf{g}^{(0) *}\left(0 \mid z_{1}^{\prime}\right) \mathbf{g}^{(0)}\left(0 \mid z_{2}^{\prime}\right), \tag{5.9}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{\sigma}^{(I)}(1 ; 2)=2^{4} \overline{\mathbf{A}} \bar{*}^{*}(1) \overline{\mathbf{A}}(2) \mathbf{S}(1 ; 2) \mathbf{A}^{*}(1) \mathbf{A}(2), \tag{5.10}
\end{equation*}
$$

and is a $\rho$-matrix version of incoherent scattering cross section, having the matrix elements $\sigma_{i ; k l}^{(I)}\left(\boldsymbol{\rho}_{1} ; \boldsymbol{\rho}_{2} \mid \boldsymbol{\rho}_{1}^{\prime} ; \boldsymbol{\rho}_{2}^{\prime}\right)$ independent of the $z$ coordinate. Equation (5.9) can be written as an $\hat{x}$-matrix equation, by

$$
\begin{align*}
\mathbf{G}(1 ; 2)= & \mathbf{G}^{*}(1) \mathbf{G}(2)+\mathbf{g}^{(0) *}(1) \mathbf{g}^{(0)}(2) \boldsymbol{\sigma}^{I}(1 ; 2) \\
& \times \mathbf{g}^{(0) *}(1) \mathbf{g}^{(0)}(2), \tag{5.11}
\end{align*}
$$

and, on using Eq. (5.7), it can be rewritten further in the form

$$
\begin{align*}
\mathbf{G}(1 ; 2)= & \mathbf{g}^{(0) *}(1) \mathbf{g}^{(0)}(2)+\mathbf{g}^{(0) *}(1) \mathbf{g}^{(0)}(2) \boldsymbol{\sigma}^{(T)}(1 ; 2) \\
& \times \mathbf{g}^{(0) *}(1) \mathbf{g}^{(0)}(2) \tag{5.12a}
\end{align*}
$$

in terms of a total scattering matrix $\sigma^{(T)}(1 ; 2)$, defined by

$$
\begin{equation*}
\sigma^{(T)}(1 ; 2)=\mathbf{T}^{*}(1) \mathbf{T}(2)+\sigma^{(I)}(1 ; 2) \tag{5.12b}
\end{equation*}
$$

on neglect of the interference terms. ${ }^{27}$

## VI. SCATTERING CROSS SECTIONS

Equation (5.9) for the second-order Green's function becomes simple in an asymptotic region far enough from the boundaries $S_{1}$ and $S_{2}$, with the aid of a representation in terms of optical quantities. From Eq. (5.8a), we first observe that

$$
\begin{equation*}
G_{i j}(\rho \mid \hat{x})=2 \int d \rho^{\prime} A_{i j}\left(\rho-\rho^{\prime}\right) g_{j}^{(0)}\left(\rho^{\prime}-\hat{x}\right) \tag{6.1a}
\end{equation*}
$$

in view of the translational invariance; here, in such a region where $\left|k_{j}(\boldsymbol{\rho}-\hat{\boldsymbol{x}})\right|>1$ and $\left|\boldsymbol{\rho}^{\prime}-\boldsymbol{\rho}\right|, d<|\boldsymbol{p}-\hat{x}|$,
$g_{j}^{(0)}\left(\boldsymbol{\rho}^{\prime}-\hat{x}\right)=\exp \left[-i k_{j} \Omega \cdot\left(\boldsymbol{\rho}^{\prime}-\boldsymbol{\rho}\right)\right] g_{j}^{(0)}(\boldsymbol{\rho}-\hat{x})$,
with

$$
\begin{equation*}
\hat{\Omega}=\left(\mathbf{\Omega}, \pm \Omega_{z}\right)=(\mathbf{p}-\hat{x}) /|\mathbf{p}-\hat{x}|, \quad \Omega_{z}>0 \tag{6.1c}
\end{equation*}
$$

Hence, Eq. (6.1a) is asymptotically given in the form

$$
\begin{equation*}
G_{i j}(\rho \mid \hat{x})=2 A_{i j}(\hat{\Omega}) g_{j}^{(0)}(\rho-\hat{x}) \tag{6.2}
\end{equation*}
$$

Here, in terms of the Fourier transform $\tilde{A}_{i j}$ given according to Eq. (5.4c) by

$$
\begin{equation*}
\widetilde{A}_{i j}(\mathbf{u})=i \widetilde{G}_{i j}(\mathbf{u}) \tilde{h}_{j}(\mathbf{u}) \eta_{j}^{-1}=\tilde{\bar{A}}_{i j}(\mathbf{u}), \tag{6.3}
\end{equation*}
$$

$A_{i j}(\hat{\Omega})$ is defined by

$$
\begin{equation*}
A_{i j}(\hat{\Omega})=\left.\tilde{A}_{i j}(\mathbf{u})\right|_{\Omega}=\bar{A}_{j i}(\hat{\Omega}) \tag{6.4}
\end{equation*}
$$

where $\left.\right|_{\Omega}$ means to set

$$
\begin{equation*}
\mathbf{u}=k_{j} \mathbf{\Omega}, \quad \tilde{h}_{j}(\mathbf{u})=k_{j} \mathbf{\Omega}_{\mathbf{z}} \tag{6.5}
\end{equation*}
$$

On the other hand, for given $\hat{\Omega}$, $\mathbf{u}$ is undetermined by the factor $k_{j}$ and therefore, whenever confusing, the notation $\widehat{\Omega}^{(j)}$ will be used for $\widehat{\Omega}$ to mean that $\mathbf{u}=k_{j} \Omega^{(j)}$. In Eq. (6.3), $\widetilde{G}_{i j}(\mathbf{u})$ is the solution of the Fourier transform of Eq. (4.4a), i.e.,

$$
\begin{equation*}
\sum_{j}\left[i \tilde{h}_{i}(\mathbf{u}) \eta_{i}^{-1} \delta_{i j}-\widetilde{B}_{0, i j}(\mathbf{u})-\widetilde{M}_{i j}(\mathbf{u})\right] \widetilde{G}_{j k}(\mathbf{u})=\delta_{i k} \tag{6.6}
\end{equation*}
$$

Hence, for evaluation of the second term in Eq. (5.9), we can utilize the asymptotic expression [cf. Eq. (4.17)]

$$
\begin{align*}
G_{c j}^{*}(\mathbf{p} & -\mathbf{r} / 2 \mid \hat{x}) G_{d j}(\mathbf{p}+\mathbf{r} / 2 \mid \hat{x}) \\
= & A_{c j}^{*}(\hat{\Omega}) A_{d j}(\hat{\Omega}) \exp \left[-i k_{j} \mathbf{\Omega} \cdot \mathbf{r}\right] \\
& \times\left|2 g_{j}^{(0)}(\mathbf{\rho}-\hat{x})\right|^{2} \tag{6.7a}
\end{align*}
$$

on using the relative coordinates $\rho$ and $r$ defined by

$$
\begin{equation*}
\rho_{1}=\rho-\mathbf{r} / 2, \quad \rho_{2}=\rho+\mathbf{r} / 2, \quad d \rho_{1} d \rho_{2}=d \rho d \mathbf{r} \tag{6.7b}
\end{equation*}
$$

The same is also true of another factor $G_{i a}^{*}(\hat{x} \mid \mathbf{p}-\mathbf{r} / 2)$ $\times G_{i b}(\hat{x} \mid \mathbf{p}+\mathbf{r} / 2)$.

Hence, performing the two $r$ integrations in the second term of Eq. (5.9), the result becomes written, when the point
$\hat{x}_{1}=\hat{x}_{2}=\hat{x}$ is in the space of $k_{i}$ and the point $\hat{x}_{1}^{\prime}=\hat{x}_{2}^{\prime}=\hat{x}^{\prime}$ is in the space of $k_{j}$, in the form

$$
\begin{align*}
& G_{i i j j}\left(\hat{x} ; \hat{x} \mid \hat{x}^{\prime} ; \hat{x}^{\prime}\right) \\
&=\left|G_{i j}\left(\hat{x} \mid \hat{x}^{\prime}\right)\right|^{2}+\int d \rho^{\prime \prime} d \rho^{\prime \prime \prime}\left|\hat{x}-\rho^{\prime \prime}\right|^{-2} \eta_{i}^{2} \\
& \times \sigma_{i i j j}^{(I)}\left(\hat{\Omega}\left|\rho^{\prime \prime}-\rho^{\prime \prime \prime}\right| \hat{\Omega}^{\prime}\right)\left|g_{j}^{(0)}\left(\boldsymbol{\rho}^{m}-\hat{x}^{\prime}\right)\right|^{2} \tag{6.8}
\end{align*}
$$

Here, $\hat{\Omega}$ and $\hat{\Omega}^{\prime}$ are the unit vectors in the directions of $\hat{x}-\rho^{\prime \prime}$ and $\rho^{\prime \prime \prime}-\hat{x}^{\prime}$, respectively, (Fig. 2) and $\sigma_{i t i j j}^{(I)}\left(\widehat{\boldsymbol{\Omega}}\left|\boldsymbol{\rho}^{\prime \prime}-\boldsymbol{\rho}^{\prime \prime \prime}\right| \hat{\Omega}^{\prime}\right)$

$$
\begin{align*}
= & \sum_{a b c d} 4 \bar{A}_{i a}^{*}(\hat{\Omega}) \bar{A}_{i b}(\hat{\Omega}) S_{a b ; c d}\left(\hat{\Omega}^{(i)}\left|\mathbf{\rho}^{\prime \prime}-\mathbf{\rho}^{\prime \prime \prime}\right| \widehat{\Omega}^{\left.()^{\prime}\right)}\right) \\
& \times A_{c j}^{*}\left(\hat{\Omega}^{\prime}\right) A_{d j}\left(\hat{\Omega}^{\prime}\right) \tag{6.9}
\end{align*}
$$

where, in terms of the matrix elements $S_{a b ; c d}\left(\rho_{1} ; \rho_{2} \mid \rho_{1}^{\prime} ; \rho_{2}^{\prime}\right)$ of $\mathbf{S}(1 ; 2)$,

$$
\begin{align*}
S_{a b ; c d} & \left(\hat{\boldsymbol{\Omega}}^{(i)}\left|\mathbf{\rho}^{\prime \prime}-\mathbf{\rho}^{\prime \prime \prime}\right| \widehat{\boldsymbol{\Omega}}^{\left(n^{\prime \prime}\right)}\right) \\
= & (2 \pi)^{-2} \int d \mathbf{r}^{\prime \prime} d \mathbf{r}^{\prime \prime \prime} \exp \left[i\left(k_{i} \boldsymbol{\Omega} \cdot \mathbf{r}^{\prime \prime}-k_{j} \boldsymbol{\Omega}^{\prime} \cdot \mathbf{r}^{\prime \prime \prime}\right)\right] \\
& \times \boldsymbol{S}_{a b ; c d}\left(\mathbf{\rho}^{\prime \prime}-\mathbf{r}^{\prime \prime} / 2 ; \mathbf{\rho}^{\prime \prime}+\mathbf{r}^{\prime \prime} / 2 \mid \mathbf{\rho}^{\prime \prime \prime}-\mathbf{r}^{\prime \prime \prime} / 2 ; \mathbf{p}^{\prime \prime \prime}+\mathbf{r}^{\prime \prime \prime} / 2\right), \tag{6.10}
\end{align*}
$$

which is a short-range function of $\rho^{\prime \prime}-\rho^{\prime \prime \prime}$, appreciable only within an effective range of multiple scattering [Eq. (4.20)].

Here, in view of the translational invariance, the full Fourier transform of $S_{a b ; c d}$ can be written in the form

$$
\begin{equation*}
\widetilde{S}_{a b ; c d}\left(\lambda_{1} ; \lambda_{2} \mid \lambda_{1}^{\prime} ; \lambda_{2}^{\prime}\right)=(2 \pi)^{2} \delta\left(\lambda-\lambda^{\prime}\right) \widetilde{S}_{a b ; c d}\left(\mathbf{u} \mid \mathbf{u}^{\prime}\right)_{\lambda} \tag{6.11}
\end{equation*}
$$

upon the change of the variables, according to

$$
\begin{equation*}
\lambda=\lambda_{2}-\lambda_{1}, \quad \mathbf{u}=\left(\lambda_{2}+\lambda_{1}\right) / 2, \quad d \lambda d \mathbf{u}=d \lambda_{1} d \lambda_{2} \tag{6.12a}
\end{equation*}
$$

where, with Eq. (6.7b),

$$
\begin{equation*}
-\lambda_{1} \cdot \rho_{1}+\lambda_{2} \cdot \rho_{2}=\lambda \cdot \boldsymbol{\rho}+\mathbf{u} \cdot \mathbf{r} \tag{6.12b}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& S_{a b ; c d}\left(\hat{\Omega}^{(i)}|\mathbf{p}| \widehat{\Omega}^{(\lambda)}\right) \\
& \quad=(2 \pi)^{-4} \int d \lambda \widetilde{S}_{a b ; c d}\left(k_{i} \boldsymbol{\Omega} \mid k_{j} \mathbf{\Omega}^{\prime}\right)_{\lambda} e^{-i \lambda \cdot p}, \tag{6.13a}
\end{align*}
$$

and therefore


FIG. 2. Geometry and notations for Eqs. (6.8) and (6.18). $\hat{\Omega}^{(1)}$ and $\hat{\Omega}^{(2)}$ refer to the directions of specular reflection and transmission.

$$
\begin{align*}
S_{a b ; c d} & \left(\widehat{\Omega}^{(i)} \mid \widehat{\Omega}^{(i)}\right) \\
& \equiv \int d \rho S_{a b ; c d}\left(\hat{\Omega}^{(n)}|\rho| \hat{\Omega}^{(n)}\right) \\
& =\left.(2 \pi)^{-2} \widetilde{S}_{a b ; c d}\left(k_{i} \boldsymbol{\Omega} \mid k_{j} \mathbf{\Omega}^{\prime}\right)_{\lambda}\right|_{\lambda=0} \tag{6.13b}
\end{align*}
$$

Here, in Eq. (6.8), when the point $\hat{x}^{\prime}$ is sufficiently far from the boundary, the $\rho^{\prime \prime \prime}$ integration can be performed by regarding the last factor to be constant. Hence, Eq. (6.8) becomes written, on using Eq. ( 6.13 b ), further, in the simple form

$$
\begin{align*}
& G_{i i i j j}\left(\hat{x} ; \hat{x} \mid \hat{x}^{\prime} ; \hat{x}^{\prime}\right) \\
&=\left|G_{i j}\left(\hat{x} \mid \hat{x}^{\prime}\right)\right|^{2}+\int d \rho^{\prime \prime}\left|\hat{x}-\rho^{\prime \prime}\right|^{-2} \eta_{i}^{2} \\
& \times \sigma_{i i, j j}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)\left|g_{j}^{(0)}\left(\mathbf{\rho}^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{2}, \tag{6.14}
\end{align*}
$$

in terms of an incoherent scattering cross section per unit area $\sigma_{i ; i j j}^{(I)}\left(\widehat{\boldsymbol{\Omega}} \mid \widehat{\Omega}^{\prime}\right)$, defined by [cf. Eq. (5.10)]

$$
\begin{align*}
\sigma_{i i j i j}^{(I)}\left(\hat{\Omega} \mid \widehat{\Omega}^{\prime}\right)= & \sum_{a b c d} 4 \bar{A}_{i a}^{*}(\hat{\Omega}) \bar{A}_{i b}(\hat{\Omega}) \\
& \times S_{a b ; c d}\left(\hat{\Omega}^{(i)} \mid \hat{\Omega}^{(i \prime}\right) A_{c j}^{*}\left(\hat{\Omega}^{\prime}\right) A_{d j}\left(\hat{\Omega}^{\prime}\right) . \tag{6.15}
\end{align*}
$$

Here, $\sigma_{11 ; 11}^{(I)}$, for example, contains the terms of $S_{22 ; 22}$ and others of index 2 , meaning that it also contains an effect of multiple scattering over the back side of $S .^{28}$

In the same way, also for the coherent term in Eq. (6.8), we obtain an expression of the form (Appendix A)

$$
\begin{align*}
\left|G_{i j}\left(\hat{x} \mid \hat{x}^{\prime}\right)\right|^{2}= & \left|g_{j}^{(0)}\left(\hat{x}-\hat{x}^{\prime}\right)\right|^{2} \delta_{i j}+\int d \rho^{\prime \prime}\left|\hat{x}-\rho^{\prime \prime}\right|^{-2} \\
& \times \Omega_{z}^{(i)}\left|\left\langle R_{i j}(\hat{\Omega})\right\rangle\right|^{2} \delta\left(\hat{\Omega}^{(i)}-\hat{\Omega}^{(i)}\right) \\
& \times\left|g_{j}^{(0)}\left(\rho^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{2} . \tag{6.16}
\end{align*}
$$

Here, $\hat{\Omega}^{(i) \prime}=\hat{\Omega}^{(i)}\left(\boldsymbol{\Omega}^{\prime}\right)$ means the unit vector in the direction of wave propagation when the incident wave of given $\mathbf{u}=k_{j} \mathbf{\Omega}^{\prime}$ is observed in the medium of $k_{i}$ (Fig. 2). ${ }^{27}$

Thus, the resultant asymptotic expression of the sec-ond-order Green's function is obtained, on substituting Eq. (6.16) into (6.14), in the form

$$
\begin{align*}
& G_{i i: j j}\left(\hat{x} ; \hat{x} \mid \hat{x}^{\prime} ; \hat{x}^{\prime}\right) \\
&=\left|g_{i}^{(0)}\left(\hat{x}-\hat{x}^{\prime}\right)\right|^{2} \delta_{i j}+\int d \rho^{\prime \prime}\left|\hat{x}-\rho^{\prime \prime}\right|^{-2} \\
& \times \sigma_{i: i j j}^{(T)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)\left|g_{j}^{(0)}\left(\rho^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{2} . \tag{6.17}
\end{align*}
$$

Here,

$$
\begin{align*}
\sigma_{i i ; j}^{(T)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)= & \Omega_{z}^{(i)}\left|\left\langle R_{i j}(\hat{\Omega})\right\rangle\right|^{2} \delta\left(\hat{\Omega}^{(n)}-\hat{\Omega}^{(i n)}\right) \\
& +\eta_{i}^{2} \sigma_{i i ; j j}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) \tag{6.18}
\end{align*}
$$

and provides the total scattering cross section per unit area, including the coherent one; it can also be regarded as a specific expression of the operator equation ( $5.12 b$ ), except for the factor $\eta_{i}^{2}$.

## A. Optical relations

When the medium is nondissipative, as has been assumed, the cross section $\sigma^{(T)}\left(\widehat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$ of Eq. (6.18) should be subjected to an optical relation that ensures the power conservation in the scattering. It is derived from the Fourier
transform of relation (4.29), which can be written, on using Eq. (6.11), as

$$
\begin{align*}
\tilde{\gamma}_{c d}\left(\mathbf{u}^{\prime}\right)= & \sum_{j a b}(2 \pi)^{-2} \int_{|\mathbf{u}|<k_{j}} d \mathbf{u} \tilde{h}_{j}(\mathbf{u})_{j}^{-1} \\
& \times\left.\widetilde{G}_{j a}^{*}(u) \widetilde{G}_{j b}(\mathbf{u}) \widetilde{S}_{a b ; c d}\left(\mathbf{u} \mid \mathbf{u}^{\prime}\right)_{\lambda}\right|_{\lambda=0} \tag{6.19}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\gamma}_{c d}(\mathbf{u})=(2 i)^{-1}\left[\tilde{M}_{d c}^{*}(\mathbf{u})-\tilde{M}_{c d}(\mathbf{u})\right]  \tag{6.20a}\\
& \gamma_{c d}(\hat{\Omega})=\left.\tilde{\gamma}_{c d}(\mathbf{u})\right|_{\Omega}=\gamma_{d c}^{*}(\hat{\Omega}) \tag{6.20b}
\end{align*}
$$

and $\widetilde{G}_{j b}$ is given by the solution of Eq. (6.6). ${ }^{29}$
Here, changing the variable of integration $u$ to $\widehat{\Omega}$ with Eq. (A8), Eq. (6.19) becomes written as

$$
\begin{align*}
\gamma_{c d}\left(\hat{\Omega}^{\prime}\right)= & \sum_{j a b} k_{j} \eta_{j} \int_{2 \pi} d \hat{\Omega} \bar{A}_{j a}^{*}(\hat{\Omega}) \mid A_{j b}(\hat{\Omega}) \\
& \times S_{a b ; c d}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) \tag{6.21}
\end{align*}
$$

and, in terms of $\sigma_{i j ; k l}^{(I)}\left(\widehat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$ [given by an obvious generalization of Eq. (6.15) with respect to the indices], further as

$$
\begin{align*}
& 4 \sum_{c d} \gamma_{c d}\left(\hat{\Omega}^{\prime}\right) A_{c a}^{*}\left(\hat{\Omega}^{\prime}\right) A_{d b}\left(\hat{\Omega}^{\prime}\right) \\
& \quad=\sum_{j} k_{j} \eta_{j} \int_{2 \pi} d \hat{\Omega} \sigma_{i j a b}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) \tag{6.22}
\end{align*}
$$

which provides a fundamental relation inherent between the quantities of the coherent wave on the left-hand side and those of the incoherent wave on the right-hand side.

Also, for the coherent wave, there exists a similar relation, as has been given by Eq. (2.34) for the original reflection coefficient R. That is, using Eqs. (4.4) and (4.5) leads to the relation

$$
\begin{align*}
& 4 \mathbf{A}^{\dagger}(2 i)^{-1}\left(\mathbf{M}^{\dagger}-\mathbf{M}\right) \mathbf{A}+\left\langle\mathbf{R}^{\dagger}\right\rangle(2 \eta)^{-1}\left(\mathbf{h}^{\dagger}+\mathbf{h}\right)\langle\mathbf{R}\rangle \\
& \quad-(2 \eta)^{-1}\left(\mathbf{h}^{\dagger}+\mathbf{h}\right)+\left\langle\mathbf{R}^{\dagger}\right\rangle(2 \eta)^{-1}\left(\mathbf{h}^{\dagger}-\mathbf{h}\right) \\
& \quad+(2 \eta)^{-1}\left(\mathbf{h}-\mathbf{h}^{\dagger}\right\rangle\langle\mathbf{R}\rangle=0 \tag{6.23}
\end{align*}
$$

which, by the Fourier transformation, can be written in terms of $\tilde{\gamma}_{i j}(\mathbf{u})$ of Eq. (6.20a) as

$$
\begin{gather*}
\sum_{i j} 4 \tilde{\gamma}_{i j}(\mathbf{u}) \widetilde{A}_{i a}^{*}\left(\mathbf{u} \mid \widetilde{A}_{j b}(\mathbf{u})+\sum_{j} \tilde{h}_{j}(\mathbf{u}) \eta_{j}^{-1}\left\langle\widetilde{R}_{j a}^{*}(\mathbf{u})\right\rangle\left\langle\widetilde{R}_{j b}(\mathbf{u})\right\rangle\right. \\
\quad-\tilde{h}_{a}(\mathbf{u}) \eta_{a}^{-1} \delta_{a b}=0, \tag{6.24a}
\end{gather*}
$$

within the optical region where $\tilde{h}_{a}^{*}=h_{a}$ and $\tilde{h}_{b}^{*}=\tilde{h}_{b}$, so that no contribution is made from the last two terms in Eq. (6.23). Hence, in terms of the $\widehat{\Omega}$ variables, it can be written further as

$$
\begin{align*}
\sum_{i j} 4 & \gamma_{i j}(\hat{\Omega}) A_{i a}^{*}(\hat{\Omega}) A_{j b}(\hat{\Omega}) \\
= & k_{a} \eta_{a}^{-1} \Omega_{z}^{(a)} \delta_{a b} \\
& -\sum_{j} k_{j} \eta_{j}^{-1} \Omega_{z}^{(\eta)}\left\langle R_{j a}^{*}(\hat{\Omega})\right\rangle\left\langle R_{j b}(\hat{\Omega})\right\rangle \tag{6.24b}
\end{align*}
$$

where $\Omega_{z}^{()}$is defined by Eq. (A10).
Hence, by combining relations (6.22) and (6.24b), the total cross section $\sigma^{(T)}$ of Eq. (6.18) is found to be subjected to the simple relation
$\sum_{j} k_{j} \eta_{j}^{-1} \int_{2 \pi} d \hat{\Omega} \sigma_{i j, a b}^{(T)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)=k_{a} \eta_{a}^{-1} \Omega_{z}^{(a)} \delta_{a b}$.

In fact, the total power of the scattered waves becomes, on using the second term on the right-hand side of Eq. (6.17), as

$$
\begin{align*}
& \int d \rho^{\prime \prime} \sum_{i} k_{i} \eta_{i}^{-1} \int_{2 \pi} d \hat{\Omega} \sigma_{i i, j j}^{(T)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)\left|g_{j}^{(0)}\left(\rho^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{2} \\
& \quad=k_{j} \eta_{j}^{-1} \int_{2 \pi} d \hat{\Omega}^{\prime}\left|\rho^{\prime \prime}-\hat{x}^{\prime}\right|^{2}\left|g_{j}^{(0)}\left(\rho^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{2} \tag{6.26}
\end{align*}
$$

in consequence of Eq. (6.25) and $\mathrm{d} \rho^{\prime \prime}=\Omega_{z}^{\prime^{-1}} \mid \rho^{\prime \prime}$ $-\left.\hat{x}^{\prime}\right|^{2} d \hat{\Omega}^{\prime}$, giving exactly the total power of the incident wave.

Here, it may be remarked that, in both optical relations (6.22) and (6.25), the $\widehat{\Omega}$ range of integration is limited strictly within the half-solid angle $2 \pi$, and this is a consequence of using Eq. (6.19) or, more originally, Eq. (4.29) that is given in terms of the incoherent scattering matrix $S(1 ; 2)$. On the other hand, the range of integration would not be limited within the $2 \pi$ if use was made of the original relation of Eq. (4.25) given in terms of $K(1 ; 2)$, extending over an additional range of integration in the complex plane, as in the case of a oneside boundary. ${ }^{14}$

On the other hand, in order to obtain the incoherent scattering cross section given by Eq. (6.15), we must find the factor $S_{a b ; c d}\left(\widehat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$ from $S(1 ; 2)$, and the latter is the solution of integral equation (4.18). Here, the former can be directly obtained as the solution of an integral equation, given by rewriting the original equation as

$$
\begin{align*}
& S_{a b ; c d}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) \\
& =S_{a b ; c d}^{(0)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)+\sum_{i k l} \eta_{i} \eta_{j} \int\left(d \hat{\Omega}^{\prime \prime} \Omega_{z}^{\prime \prime}-1 l_{i j}\right. \\
& \quad \times S_{a b ; j}^{(0)}\left(\hat { \Omega } ^ { ( 0 ) } | \hat { \Omega } ^ { \prime \prime } | \overline { A } \overline { A } _ { i k } ^ { * } \left(\hat{\Omega}^{\prime \prime}\left|\bar{A}_{j l} \hat{\Omega}^{\prime \prime}\right| S_{k i ; c d}\left(\hat{\Omega}^{\prime \prime} \mid \hat{\Omega}^{\prime}\right) .\right.\right. \tag{6.27}
\end{align*}
$$

Here,

$$
\begin{align*}
\left(d \hat{\Omega} \Omega_{z}^{-1}\right)_{l i} & =d \mathbf{u}\left[\tilde{h}_{i}^{*}(\mathbf{u}) \tilde{h}_{j}(\mathbf{u})\right]^{-1} \\
& =k_{i} k_{j}^{-1} d \hat{\Omega}^{(i)} \Omega_{z}^{(n-1} \\
& =k_{j} k_{i}^{-1} d \hat{\Omega}^{(j)} \Omega_{z}^{(i)-1}, \tag{6.28}
\end{align*}
$$

and

$$
\begin{equation*}
S_{a b ; c d}^{(0)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)=\left.(2 \pi)^{-2} \widetilde{K}_{a b ; c d}\left(\mathbf{u} \mid \mathbf{u}^{\prime}\right)_{\lambda}\right|_{\lambda=0 ; \Omega} \tag{6.29}
\end{equation*}
$$

where $\widetilde{K}_{a b ; c d}\left(\mathbf{u} \mid \mathbf{u}^{\prime}\right)_{\lambda}$ is the Fourier transform of $\mathbf{K}(1 ; 2)$, defined in the same way as $\widetilde{S}_{a b ; c d}\left(\mathbf{u} \mid \mathbf{u}^{\prime}\right)_{\lambda}$ by Eq. (6.11) for $\mathbf{S}(1 ; 2)$. The path of integration is again not limited within the halfsolid angle $2 \pi$, unlike those in Eqs. (6.21) and (6.25). In terms of the angles of incident and reflected waves, say $\theta^{\prime}$ and $\theta$, defined by $\Omega_{z}^{\prime}=\cos \theta^{\prime}$ and $\Omega_{z}=\cos \theta$, respectively, it goes from 0 to $\pi / 2+i \infty$ via $\pi / 2$.

Here, the first term $S_{a b ; c d}^{(0)}\left(\widehat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$ and the factor $\bar{A}_{i k}^{*} A_{j l}\left(\widehat{\Omega}^{\prime \prime}\right)$ may be given by using $K_{a b ; c d}$ and $G_{a b}$ of appropriate approximation, but, in order to ensure the optical relation (6.21) for the solution $S_{a b ; c d}\left(\widehat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$, they should be consistent with the condition of Eq. (4.25), as it is exactly so in the typical cases of both slightly random surface [Eqs. (4.12)] and randomly distributed bosses [Eqs. (4.14) and (4.15)]. The condition can be rewritten in the present notations also as

$$
\begin{align*}
\gamma_{c d}\left(\hat{\Omega}^{\prime}\right)= & \sum_{i a b} \eta_{i} \eta_{j} \int\left(d \hat{\Omega} \Omega_{z}^{-1}\right)_{i j}\left[k_{i} \eta_{i}^{-1} \Omega_{z} \delta_{i j}\right. \\
& \left.+\gamma_{i j}(\hat{\Omega})\right] \bar{A}_{i a}^{*}(\hat{\Omega}) A_{j b}\left(\hat{\Omega} \mid S_{a b ; c d}^{(o)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) .\right. \tag{6.30}
\end{align*}
$$

Here, it may be remarked that, if the term $\gamma_{i j}(\hat{\Omega})$ is negligible in the integrand of (6.30), $S_{a b ; c d}^{(0)}\left(\widehat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$ results in satisfying the same relation as Eq. (6.21), implying, therefore, that $S_{a b ; c d} \sim S_{a b ; c d}^{(0)}$. It implies also that, in Eq. (6.30), the range of integration for the term $\gamma_{i j}(\widehat{\Omega})$ is not limited within $2 \pi$ because of the original definition (6.20), as in Eq. (6.27), in contrast with the range of Eq. (6.21) limited strictly within $2 \pi$.

So far we have considered a general class of scalar waves, subjected to boundary condition (2.8), and therefore, for electromagnetic waves, the results are applicable only when the waves are scattered within the plane of incidence. Briefly shown in Appendix B is a generalized version of several basic equations to meet the three-dimensional scattering of electromagnetic waves.

## B. Case of a slightly random boundary

Basic equations in this case were obtained in Sec. III C, where what is meant by Eq. (3.37) is that $\boldsymbol{i} \mathbf{h} \boldsymbol{\eta}^{-1}-\mathbf{B}_{0}=\mathbf{g}_{0}^{-1}$ $(d=0)$ does not exist, so that the basic equation of $g$ cannot be given by Eq. (4.1) with a Hermitian b. Nevertheless, this does not mean that all the equations of the statistical Green's functions obtained in Sec. IV need to be modified to meet the special situation; in Appendix C, the modified version of the equations is shown in detail, including a BS equation consistent (exactly) with the power conservation, which has the same form as Eq. (4.10), including $M$ and $K$ given by Eq. (4.12). Here, since the equations have been obtained to the first order of $\xi$, they may first be considered not to be significantly used to obtain a higher-order effect, like multiple scattering. But, it may be remarked that, as when treating waves in a turbulent air (Sec. III C), the solution of the present BS equation of ladder type [Eq. (C11)] is considered to be significant over all the orders of $\zeta$ in the sense of selected summation, so that the effect of multiple scattering is still demonstrated by the series of Eq. (4.20).

Here, when only the first term of the series is considered, an operator version of the cross sections is given by Eqs. (C19) and (C20) of a form similar to Eq. (5.10). Here, by definition (6.4), $A_{11}(\hat{\Omega})$ and $\bar{A}_{21}(\hat{\Omega})$ are obtained, on setting $k_{j}^{2}$ $=\epsilon_{j} k_{0}^{2}, j=1,2$, in Eqs. (C17) and (C18) [with $g_{0}$ of Eq. (3.35)], as

$$
\begin{align*}
A_{11}(\hat{\Omega}) & =\Omega_{z}\left[\Omega_{z}+\left(\eta_{1} / \eta_{2}\right)\left(\epsilon_{2} / \epsilon_{1}-\boldsymbol{\Omega}^{2}\right)^{1 / 2}\right]^{-1} \\
& =\bar{A}_{11}(\hat{\Omega}),  \tag{6.31a}\\
\bar{A}_{21}(\hat{\Omega}) & =\Omega_{z}\left[\Omega_{z}+\left(\eta_{2} / \eta_{1}\right)\left(\epsilon_{1} / \epsilon_{2}-\boldsymbol{\Omega}^{2}\right)^{1 / 2}\right]^{-1}, \tag{6.31b}
\end{align*}
$$

where the angle $\hat{\Omega}=\left(\boldsymbol{\Omega}, \Omega_{z}\right)$ denotes $\hat{\Omega}^{(1)}$ and $\hat{\Omega}^{(2)}$ [Eq. (A10)] in the respective equations. In terms of a "power" spectrum density function of $\zeta(\rho), W(\lambda)$, defined by

$$
\begin{equation*}
W(\lambda)=4(2 \pi)^{-2} \int \mathrm{~d} \rho \exp \left[i \lambda \cdot\left(\rho-\rho^{\prime}\right)\right]\left\langle\zeta(\rho) \zeta\left(\rho^{\prime}\right)\right\rangle \tag{6.32}
\end{equation*}
$$

use of $b^{(11)}$ and $b^{(12)}$ of Eqs. (3.33) and (3.41b) yields the cross section $\sigma_{j ; 11}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)$ of the form [cf. Eq. (6.14)]

$$
\begin{align*}
\eta_{j}^{2} \sigma_{j ; 11}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)= & k_{0}^{4} W\left[k_{0}\left(\epsilon_{1}^{1 / 2} \Omega^{\prime}-\epsilon_{j}^{1 / 2} \Omega\right)\right] \\
& \times \mid \eta_{j} \bar{A}_{j 1}(\hat{\Omega})\left[f_{j 1}\left(\hat{\Omega}^{\prime} \mid \hat{\Omega}^{\prime}\right)+\epsilon_{1} \eta_{1}^{-1}\right. \\
& \left.-\epsilon_{2} \eta_{2}^{-1}\right]\left.A_{11}\left(\hat{\Omega}^{\prime}\right)\right|^{2} \tag{6.33}
\end{align*}
$$

Here,

$$
\begin{align*}
f_{11}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)= & \left(\eta_{1}^{-1}-\eta_{2}^{-1}\right) \epsilon_{1}\left[\eta_{1} \eta_{2}^{-1}\left(\epsilon_{2} / \epsilon_{1}-\mathbf{\Omega}^{2}\right)^{1 / 2}\right. \\
& \left.\times\left(\epsilon_{2} / \epsilon_{1}-\mathbf{\Omega}^{\prime 2}\right)^{1 / 2}-\boldsymbol{\Omega} \cdot \boldsymbol{\Omega}^{\prime}\right], \quad(6.34 \mathrm{a}  \tag{6.34a}\\
f_{21}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)= & -\left(\eta_{1}^{-1}-\eta_{2}^{-1}\right)\left(\epsilon_{1} \epsilon_{2}\right)^{1 / 2}\left[\left(\epsilon_{1} / \epsilon_{2}-\mathbf{\Omega}^{2}\right)^{1 / 2}\right. \\
& \left.\times\left(\epsilon_{2} / \epsilon_{1}-\mathbf{\Omega}^{\prime 2}\right)^{1 / 2}+\boldsymbol{\Omega} \cdot \mathbf{\Omega}^{\prime}\right] . \tag{6.34b}
\end{align*}
$$

Here, for sound waves, $\eta \neq \epsilon$, while, for electromagnetic waves of vertical polarization (scattered within the plane of incidence) $\eta=\epsilon$, so that the last two terms in Eq. (6.33) are cancelled exactly. On the other hand, in the case of horizontal polarization, $\eta=\mu=1$ and therefore there is entirely no contribution from all the terms of $f_{j 1}$. In either case, the backscattering cross sections given by setting $\hat{\Omega}^{\prime}=-\widehat{\Omega}$ agree with those obtained by previous authors, ${ }^{3,5,30}$ whereas, for the transmitted waves, no cross section has been shown so far in the literature.

In the special case of $\eta_{2}=\infty$, Eq. (6.31a) gives $A_{11}(\hat{\Omega})=1$ independent of $\widehat{\Omega}$, and this unphysical result ${ }^{31}$ is a consequence of Eq. (C17) using the approximation of $\mathbf{G}=\pi^{-1}$. If evaluated exactly by using Eq. (C4), $A_{11}$ tends to zero as $\hat{\Omega}_{z} \rightarrow 0\left[\mathrm{Eq}\right.$. (C22)]. On the other hand, when $\left|k_{2}\right| \sim \infty$ such that $|\partial / \partial \rho|<\left|k_{2}\right|$, we observe that $h_{2} \simeq k_{2}$ and therefore, from Eq. (3.11), $B_{S}^{(1)}=-i k_{2} \eta_{2}^{-1} n_{z}^{(s)}$. Hence, by the substitution into Eq. (3.30), the equation of $g_{11}$ is obtained again in the form of Eq. (3.31), wherein, in the particular case of either $\eta_{1}=\eta_{2}=1$ or $k_{2} \eta_{2}^{-1} \sim 0, b^{(11)}$ is exactly the same as those given by Eq. (3.33) at the same limits. This means that, in spite of the failure of fulfilling the condition $\left|h_{25} \zeta\right|<1$ necessary to derive the perturbative results, the backscattering cross sections of electromagnetic waves for a perfectly conducting boundary coincide with those given by Eqs. (6.33) and (6.34) and also by previous authors, for both polarizations.

## VII. SUMMARY AND DISCUSSIONS

Scattering and transmission of waves through a rough boundary were systematically investigated for both coherent and incoherent waves, based on the previous method ${ }^{14}$ of using surface Green's function for a one-side boundary. Except in Appendix B for electromagnetic waves in the general case, the waves were assumed to be subjected to the boundary conditions of Eq. (2.8), which meet a wide class of scalar waves, including sound waves and electromagnetic waves of both horizontal and vertical polarizations in two-dimensional space. The boundary condition can be transferred onto two reference boundary planes, so chosen that the entire boundary is completely involved between the two planes (Fig. 1); hence, it can be given by Eq. (2.10) in terms of surface impedances $B_{i j}$. The surface Green's function $g$ is a $2 \times 2$ matrix operator having the elements $g_{i j}$ defined according to Eqs. (2.17) and (2.19), and is governed by Eq. (2.21), which has the same form as that of the ordinary Green's function in a random medium B. Two operator methods were shown to
enable the Green's function to be obtained exactly and in a compact form for given boundary change $\zeta$ ( $\rho$ ). In one method, the continuation of wave functions on different sides of the boundary is performed directly on the real boundary, whereas, in the other method, it is done rather indirectly, based on the Green's theorem. The equation of the Green's function can be converted to a set of integral equations for the reflection and transmission coefficients, which is an ordinary integral equation entirely free from any operator. The Green's function is determined once the surface impedances are given, and vice versa. However, the former is a longrange function, whereas the latter is a short-range function of the order of correlation distance of $\zeta(\rho)$, as is clear in either case of slightly rough boundary or of random bosses, for example; therefore, the latter may be considered to be a fundamental quantity to describe the entire statistical system. Various equations of the statistical Green's functions can be obtained unperturbatively in the same way as those in a random medium, particularly with the Bethe-Salpeter equation (4.10) for the coherence function; most of the basic equations can be given by the same equations as those for a one-side boundary, ${ }^{14}$ with the replacement of the boldface letter (representing $2 \times 2$ matrix operator) to the corresponding lightface letter for each symbol. Examples of the BS equation were shown for two typical cases of a slightly random boundary and an embossed boundary. The incoherent scattering matrix $\mathbf{S}(1 ; 2)$ enables various quantities and equations associated with the incoherent wave to be written exactly, including scattering cross sections, optical relations, power flux density, etc. The scattering cross sections are obtained from asymptotic expressions of the second-order Green's function in a region sufficiently far from the boundary. The multiple scattering is necessarily involved [Eq. (4.20)], and the power conservation is accomplished only with this effect, leading to a constraint [Eq. (4.29)] which eventually leads to the optical relations [e.g., Eq. (6.25)]. There exists also a local optical relation established at every point on the reference boundaries. ${ }^{14}$ Approximations were made only when obtaining the perturbative results. Here, when applying the conventional method of setting $d=0$ to a slightly rough boundary, a special treatment is necessary primarily because of the nonexistence of $\mathbf{B}_{0}$ in Eq. (4.1), resulting from the symmetry of Eq. (3.37); the details of basic equations were shown in Sec. III C [where Eq. (3.47a) plays the role of Eq. (4.1)], and resulting statistical equations therefrom were in Appendix C. Here, it may be remarked that the present perturbative equations, including equations of multiple scattering, are consistent with the power conservation and are considered to be significant over all the orders of $\zeta$, in the sense of selected summations, as when treating a turbulent air. As for the cross sections by single scattering, no result has been shown for the transmitted waves in the literature, while, for the reflected waves, the cross sections obtained by previous authors are reproduced.

Another important aspect of the present theory is that the theory can be generalized to such a case where the medium in one or both spaces outside the boundary is also random, and further to the case of a random layer with two rough boundaries, to solve boundary value problems in ran-
dom layer transport. Here, the conventional transport equation may be utilized for each random medium as a natural consequence of making an approximation (as has been known to be converted from each BS equation to a good approximation ${ }^{32,25}$ ). The present theory can directly provide an exact version of the conventional boundary condition for the transport equation, which has been given so far heuristically. More specifically, in the case of one rough boundary, say $S_{12}$, dividing a random medium $\mathbf{q}$ into two parts, say $q_{1}$ and $q_{2}$ of different kind, the BS equation of the mutual coherence function in the system of $q$ plus $S_{12}$, say $\mathbf{G}^{(q+12)}(1 ; 2)$, can be written in the form

$$
\begin{align*}
\mathbf{G}^{(q+12)}(1 ; 2)= & \mathbf{G}^{*}(1) \mathbf{G}(2)\left[1+\left\{\mathbf{K}^{(12)}(1 ; 2)+\mathbf{K}^{(q)}(1 ; 2)\right\}\right. \\
& \left.\times \mathbf{G}^{(q+12)}(1 ; 2)\right], \tag{7.1}
\end{align*}
$$

similar to Eq . (4.10). In fact, when the medium is homogeneous, then $\mathbf{K}^{(q)}(1 ; 2)=0$ and the equation of $\mathbf{G}^{(q+12)}=\mathbf{G}^{(12)}$, say, is reduced to

$$
\begin{equation*}
\mathbf{G}^{(12)}(1 ; 2)=\mathbf{G}^{*}(1) \mathbf{G}(2)\left[1+\mathbf{K}^{(12)}(1 ; 2) \mathbf{G}^{(12)}(1 ; 2)\right] \tag{7.2}
\end{equation*}
$$

which is exactly the spatialy continued version of Eq. (4.10) with $\mathbf{K}(1 ; 2)=\mathbf{K}^{(12)}(1 ; 2)$ (Sec. V). Here, the first-order Green's function $\mathbf{G}$ is the same as that in Sec. $V$, being the solution of Eq. (5.2) subjected to Eq. (2.10) with $\mathbf{B} \rightarrow \mathbf{B}_{0}+\mathbf{M}$; here, when $\mathbf{q} \neq 0$, the equations slightly differ from the previous ones by the replacement of $k_{j}$ to $k_{j}^{(M)}$ (of complex values), resulting from the medium fluctuation. A great advantage of Eq. (7.1) is that it can be rewritten, in terms of $\mathbf{G}^{(12)}(1 ; 2)$, as
$\mathbf{G}^{(\boldsymbol{q}+12)}(1 ; 2)=\mathbf{G}^{(12)}(1 ; 2)\left[1+\mathbf{K}^{(q)}(1 ; 2) \mathbf{G}^{(q+12)}(1 ; 2)\right]$.
Here, the factor $\mathbf{G}^{(12)}(1 ; 2)$ can be given by Eq. (5.12a), for example, in terms of known $\sigma^{(T)}(1 ; 2)$, which may be a good observable even though the original $\mathbf{K}^{(12)}(1 ; 2)$ may not be. It therefore provides a direct means of solving the boundaryvalue problem of wave transport in the medium q , in terms of $\mathbf{K}^{(q)}$ and $\mathbf{M}^{(q)}$ (corresponding to the boundary counterpart $\left.\mathbf{M}^{(12)}=\mathbf{M}\right)$. An alternative expression of $\mathbf{G}^{(q+12)}(1 ; 2)$ corresponding to Eq. (5.12a) can be written in the form

$$
\begin{align*}
\mathbf{G}^{(q+12)}(1 ; 2)= & \mathbf{G}^{(0 q)}(1 ; 2) \\
& +\mathbf{G}^{(0 q)}(1 ; 2) \boldsymbol{\sigma}^{(12 / q)}(1 ; 2) \mathbf{G}^{(0 q)}(1 ; 2) . \tag{7.4}
\end{align*}
$$

Here, $\mathbf{G}^{(0 q)}$ is the solution of Eq. (7.1) when $\mathbf{K}^{(12)}=0$ and the boundary is removed (no reflection), and is, therefore, a diagonal $2 \times 2$ matrix function whose elements are the solutions in a homogeneous random medium of each space; $\sigma^{(12 / 9)}$ is an effective total scattering matrix of the boundary when affected by the medium $\mathbf{q}$, and can be written in terms of the unaffected $\sigma^{(12)}=\sigma^{(T)}$ [Eq. (5.12b)] and an incoherent scattering matrix of the medium, say $\mathbf{S}^{(0 q)}(1 ; 2)$, which enables $\mathbf{G}^{(0 q)}(1 ; 2)$ to be written in the form of Eq. (4.17). Also, for a random layer with two rough boundaries, the method remains essentially the same. Note that, in the BS equation (7.1), the boundary and the medium are now involved on exactly the same footing. The details will be treated in a different paper. ${ }^{33}$

## APPENDIX A: DERIVATION OF EQ. (6.16)

From Eq. (5.7), it is straightforward to obtain

$$
\begin{align*}
&\left|G_{i j}\left(\hat{x} \mid \hat{x}^{\prime}\right)\right|^{2} \\
&=\left|g_{i}^{(0)}\left(\hat{x}-\hat{x}^{\prime}\right)\right|^{2} \delta_{i j}+\int d \mathbf{\rho}^{\prime \prime} d \mathbf{\rho}^{\prime \prime \prime} \int d \mathbf{r}^{\prime \prime} d \mathbf{r}^{\prime \prime \prime} \\
& \times\left|g_{i}^{(0)}\left(\hat{x}-\mathbf{\rho}^{\prime \prime}\right)\right|^{2} \exp \left[i k_{i} \mathbf{\Omega} \cdot \mathbf{r}^{\prime \prime}\right] T_{i j}^{*}\left[\mathbf{\rho}^{\prime \prime}-\mathbf{\rho}^{\prime \prime \prime}\right. \\
&\left.\quad-\left(\mathbf{r}^{\prime \prime}-\mathbf{r}^{\prime \prime \prime}\right) / 2\right] T_{i j}\left[\mathbf{\rho}^{\prime \prime}-\mathbf{\rho}^{m \prime}+\left(\mathbf{r}^{\prime \prime}-\mathbf{r}^{\prime \prime \prime}\right) / 2\right] \\
& \times \exp \left[-i k_{j} \mathbf{\Omega}^{\prime} \cdot \mathbf{r}^{\prime \prime \prime}\right]\left|g_{j}^{(0)}\left(\mathbf{\rho}^{\prime \prime \prime}-\hat{x}^{\prime}\right)\right|^{2} \tag{A1}
\end{align*}
$$

on following the procedure for deriving Eq. (6.7a) and also neglecting the interference terms. Here, the integration can be effected in the same way as in Eqs. $(6.8)-(6.10)$, with the replacement of the Fourier transform (6.11) to $\left(\mathbf{A}=\frac{1}{2}\right)$

$$
\begin{gather*}
\widetilde{T}_{i j}^{*}\left(\lambda_{1}\right) \widetilde{T}_{i j}\left(\lambda_{2}\right)(2 \pi)^{4} \delta\left(\lambda_{1}-\lambda_{1}^{\prime}\right) \delta\left(\lambda_{2}-\lambda_{2}^{\prime}\right) \\
\simeq\left|\widetilde{T}_{i j}(\mathbf{u})\right|^{2}(2 \pi)^{4} \delta\left(\mathbf{u}-\mathbf{u}^{\prime}\right) \delta\left(\lambda-\lambda^{\prime}\right), \tag{A2}
\end{gather*}
$$

to the approximation of $\widetilde{T}_{i j}(\mathbf{u}+\lambda / 2) \simeq \widetilde{T}_{i j}(\mathbf{u})$ where $|\lambda|<|\mathbf{u}| \sim k$, yielding a result of the form

$$
\begin{align*}
& \int d \rho^{\prime \prime}\left|\hat{x}-\rho^{\prime \prime}\right|^{-2}\left|2^{-1} \eta_{i} T_{i j}(\hat{\Omega})\right|^{2} \\
& \quad \times \delta\left(k_{i} \Omega-k_{j} \Omega^{\prime}\right)\left|g_{j}^{(0)}\left(\rho^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{2} \tag{A3}
\end{align*}
$$

Here,

$$
\begin{align*}
T_{i j}(\hat{\Omega}) & =T_{j i}(\hat{\Omega})=\left.\widetilde{T}_{i j}(\mathbf{u})\right|_{\Omega}  \tag{A4}\\
& =2 i k_{i} \eta_{i}^{-1} \Omega_{z}^{(\hat{)}}\left\langle R_{i j}(\hat{\Omega})\right\rangle \tag{A5}
\end{align*}
$$

where

$$
\begin{equation*}
\left\langle R_{i j}(\hat{\Omega})\right\rangle=\left.\left\langle\widetilde{R}_{i j}(\mathbf{u})\right\rangle\right|_{\Omega} \neq\left\langle R_{j i}(\hat{\Omega})\right\rangle \quad(i \neq j), \tag{A6}
\end{equation*}
$$

in terms of $\Omega_{z}^{(i)}$ to be defined by Eq. (A10).
Here, since $\mathbf{u}=k \boldsymbol{\Omega}$ and $\widehat{\Omega}=\left(\Omega, \pm \Omega_{z}\right), \Omega_{z}>0$, we get, on changing the variable $u$ to $\widehat{\Omega}$,

$$
\begin{equation*}
\delta(\mathbf{u})=\delta(\mathbf{\Omega})\left|\frac{\partial \mathbf{\Omega}}{\partial \mathbf{u}}\right|=\delta(\hat{\Omega})\left|\frac{\partial \hat{\Omega}}{\partial \mathbf{u}}\right| \tag{A7}
\end{equation*}
$$

with the Jacobians

$$
\begin{equation*}
\left|\frac{\partial \Omega}{\partial \mathbf{u}}\right|=k^{-2}, \quad\left|\frac{\partial \hat{\Omega}}{\partial \mathbf{u}}\right|=\left(k^{2} \Omega_{z}\right)^{-1} \tag{A8}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\delta\left(k_{i} \Omega-k_{j} \Omega^{\prime}\right)=\left(k_{i}^{2} \Omega_{z}^{(i)}\right)^{-1} \delta\left(\hat{\Omega}^{(i)}-\hat{\Omega}^{(i)}\right) \tag{A9}
\end{equation*}
$$

where $\widehat{\Omega}^{(n)}=\left(\Omega^{(i)}, \pm \Omega_{z}^{(i)}\right)$ is defined by

$$
\begin{equation*}
\mathbf{u}=k_{i} \mathbf{\Omega}^{(i)}=k_{j} \mathbf{\Omega}^{(i)}, \quad \Omega_{z}^{(i)}=\left[1-\left(\mathbf{\Omega}^{(i)}\right)^{2}\right]^{1 / 2}, \tag{A10}
\end{equation*}
$$

and means the direction of wave propagation when a plane wave of given $u=k_{j} \mathbf{\Omega}^{(j)}$ is observed in the medium of $k_{i}$.

Thus, from Eqs. (A5) and (A9),

$$
\begin{align*}
& \left|2^{-1} \eta_{i} T_{i j}(\hat{\Omega})\right|^{2} \delta\left(k_{i} \Omega-k_{j} \Omega^{\prime}\right) \\
& \quad=\Omega_{z}^{(i)}\left|\left\langle R_{i j}(\hat{\Omega})\right\rangle\right|^{2} \delta\left(\hat{\Omega}^{(i)}-\hat{\Omega}^{(i)^{\prime}}\right) \tag{A11}
\end{align*}
$$

which following substitution into Eq. (A3) yields Eq. (6.16).

## APPENDIX B: ELECTROMAGNETIC WAVES IN GENERAL CASE

Even when a depolarization is possible in the scattering, basic equations can still be given in the same form with a redefinition of the notations, as follows. Let $\psi_{i}^{(h)}(z)$ and $\psi_{j}^{(\nu)}(z)$,
$j=1,2$, be wave functions in space $\Sigma_{j}$, representing the waves of horizontal and vertical polarization, respectively, and also the $\epsilon_{j}^{(h)}=\mu_{j}$, whereas $\epsilon_{j}^{(\nu)}=\epsilon_{j}$. Then, the boundary condition of Eq. (2.10) is replaced with

$$
\begin{align*}
& -\left[\epsilon_{1}^{(a)}\right]^{-1} \partial_{n} \psi_{1}^{(a)}=\sum_{b}\left[B_{11}^{(a b)} \psi_{1}^{(b)}+B_{12}^{(a b)} \psi_{2}^{(b)}\right],  \tag{B1}\\
& -\left[\epsilon_{2}^{(a)}\right]^{-1} \partial_{n} \psi_{2}^{(a)}=\sum_{b}\left[B_{21}^{(a b)} \psi_{1}^{(b)}+B_{22}^{(a b)} \psi_{2}^{(b)}\right],
\end{align*}
$$

in terms of surface impedances $B_{i j}^{(a b)}$. Nevertheless, Eq. (B1) can be written, on suppressing the superscripts, in the form of Eq. (2.10), with the understanding that each $B_{i j}$ now represents a $2 \times 2$ matrix with respect to the superscripts, having the matrix elements $B_{i j}^{(a b)}$. That is, with this redefinition, the equation of $g$ is given by Eq. (2.21), and $\mathbf{R}$ is by Eq. (2.24), etc., by exactly the same equations as those for the scalar waves in Sec. II.

Here, the $\psi_{j}^{(\alpha)}$ 's are orthogonal in the sense that the total vertical (outward normally directed) power component integrated over $S_{j}$, say $W_{j}$, is given by

$$
\begin{equation*}
W_{j}=\sum_{a} \int_{S_{j}} d \rho\left[2 i \epsilon_{j}^{(a)}\right]^{-1}\left[\psi_{j}^{(a) *}\left(\stackrel{\grave{\partial}}{n}-\vec{\partial}_{n}\right) \psi_{j}^{(a)}\right] \tag{B2}
\end{equation*}
$$

without any cross terms by the components of different superscript. Hence, when the medium is not dissipative, the condition that $W_{1}+W_{2}$ be zero imposes the Hermitian condition (2.15), i.e.,

$$
\begin{equation*}
B_{i j}^{(a b) *}\left(\boldsymbol{\rho} \mid \mathbf{\rho}^{\prime}\right)=B_{j i}^{(b a)}\left(\mathbf{\rho}^{\prime} \mid \boldsymbol{\rho}\right), \tag{B3}
\end{equation*}
$$

with respect to the subscripts, the superscripts, and the $\rho$ coordinates. The same is also true of the relation (2.29) which is presently written as

$$
\begin{equation*}
g_{i j}^{(a b)}\left(\boldsymbol{\rho}^{\prime} \mid \boldsymbol{\rho}^{\prime \prime}\right)=g_{j i}^{(b a)}\left(\boldsymbol{\rho}^{\prime \prime} \mid \boldsymbol{\rho}^{\prime}\right) . \tag{B4}
\end{equation*}
$$

The situation is the same also of the space Green's function continued into the outside spaces, and further of the statistical Green's functions; it holds the same equations as in Secs. IV and V, upon suppressing the superscripts. Hence, for example, the second-order space Green's function defined by

$$
\begin{align*}
& G_{i j ; k l}^{(a b, c d)}\left(\hat{x}_{1} ; \hat{x}_{2} \mid \hat{x}_{1}^{\prime} ; \hat{x}_{2}^{\prime}\right) \\
& \quad=\left\langle g_{i k}^{(a c) * *}\left(\hat{x}_{1}\left|\hat{x}_{1}^{\prime}\right| g_{j l}^{(b d)}\left(\hat{x}_{2} \mid \hat{x}_{2}^{\prime}\right)\right\rangle\right. \tag{B5}
\end{align*}
$$

satisfies the BS equation of the same form as Eq. (4.10), and can be given in terms of $S(1 ; 2)$ by Eq. (4.17). The asymptotic expression of Eq. (6.14) becomes

$$
\begin{align*}
& G_{i i j j}^{(a b ; c d)}\left(\hat{x} ; \hat{x} \mid \hat{x}^{\prime} ; \hat{x}^{\prime}\right) \\
&= G_{i j}^{(a c) *}\left(\hat{x} \mid \hat{x}^{\prime}\right) G_{i j}^{(b d)}\left(\hat{x} \mid \hat{x}^{\prime}\right)+\int d \rho^{\prime \prime}\left|\hat{x}-\rho^{\prime \prime}\right|^{-2} \\
& \times \epsilon_{i}^{(a)} \epsilon_{i}^{(b)} \sigma_{i t i j j}^{(I, a b ; c d)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) \epsilon_{j}^{(c)} \epsilon_{j}^{(d)}\left|4 \pi\left(\rho^{\prime \prime}-\hat{x}^{\prime}\right)\right|^{-2}, \tag{B6}
\end{align*}
$$

and the same is also true of the optical relations.
Thus, most of the statistical equations in Secs. IV-VI are reproduced with the understanding that each component $\eta_{j}$ now represents a diagonal $2 \times 2$ matrix in a two-dimensional polarization space, having the elements $\epsilon_{j}^{(a)} \delta_{a b}$, and each element $g_{i j}$ represents a $2 \times 2$ matrix operator in the same space, having the elements $g_{i j}^{(a b)}$. Hence, it becomes the
same also of $b_{i j}$ and other associated statistical quantities, e.g., $M_{i j}, \gamma_{i j}, A_{i j}, G_{i ; k l}(1 ; 2)$, etc. The principle of deriving $B_{i j}^{(a b)}$ also remains unchanged, although the actual procedure becomes more involved, and we will not go further on this point in this paper.

## APPENDIX C: BS EQUATION, SCATTERING CROSS SECTIONS, AND RELATED OPTICAL RELATIONS FOR THE SLIGHTLY RANDOM BOUNDARY

Since the basic equation (3.47a) differs from Eq. (4.1) only by the replacement of $i \mathrm{~h} \eta^{-1}-\mathbf{B}_{0}$ and 1 to $\pi$ and $\overrightarrow{1}$, respectively, the procedure of obtaining the statistical Green's functions remains almost unchanged. The effective impedance $\mathbf{M}$ for the coherent wave, $\vec{G}=\langle\vec{g}\rangle$, is defined according to

$$
\begin{equation*}
\langle\mathbf{b} \vec{g}\rangle=\mathbf{M} \overrightarrow{\mathbf{G}}, \quad\langle\mathbf{b}\rangle=0 \tag{Cl}
\end{equation*}
$$

to write the averaged version of Eq. (3.47a) by

$$
\begin{equation*}
(\boldsymbol{\pi}-\mathbf{M}) \overrightarrow{\mathrm{G}}=\overrightarrow{1} \tag{C2}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\overrightarrow{\mathbf{G}}=\mathbf{G} \overrightarrow{\mathbf{1}}, \tag{C3}
\end{equation*}
$$

where $\mathbf{G}\left(\neq \mathbf{G}^{\boldsymbol{T}}\right)$ is a $2 \times 2$ first-order Green's function, defined by

$$
\begin{equation*}
(\pi-\mathbf{M}) \mathbf{G}=1, \quad \mathbf{G}=(\pi-\mathbf{M})^{-1} \tag{C4}
\end{equation*}
$$

Here, to find a specific expression of $\mathbf{M}$, we introduce the difference $\Delta \mathrm{b}$ defined by

$$
\begin{equation*}
\Delta \mathbf{b}=\mathbf{b}-\mathbf{M}, \quad\langle\Delta \mathbf{b} \vec{g}\rangle=0 \tag{C5}
\end{equation*}
$$

and rewrite Eq. (3.47a) in terms of $G$ and $\Delta b$ as

$$
\begin{equation*}
\overrightarrow{\mathrm{g}}=\mathbf{G}[\overrightarrow{\mathrm{i}}+\Delta \mathbf{b} \overrightarrow{\mathrm{g}}] \tag{C6}
\end{equation*}
$$

which, by the substitution into the left-hand side of Eq. (C1), shows that, to the second order of $\zeta$,

$$
\begin{equation*}
\langle\mathbf{b} \mathbf{G} \Delta \mathbf{b} \overrightarrow{\mathrm{g}}\rangle=\langle\mathbf{b} \mathbf{G b}\rangle\langle\overrightarrow{\mathrm{g}}\rangle, \tag{C7}
\end{equation*}
$$

in consequence of the condition in Eq. (C5) (and Gaussian statistics). Hence,

$$
\begin{equation*}
\mathbf{M}=\langle\mathbf{b} \mathbf{G b}\rangle \tag{C8}
\end{equation*}
$$

To obtain the second-order Green's function $\mathbf{G}(1 ; 2)$ defined by

$$
\begin{equation*}
\left\langle\vec{g}^{*}(1) \vec{g}(2)\right\rangle=\mathbf{G}(1 ; 2) \overrightarrow{1}(1) \overrightarrow{1}(2) \tag{C9}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\langle g_{i 1}^{*}(1) g_{j 1}(2)\right\rangle=G_{i j, 11}(1 ; 2) \tag{C10}
\end{equation*}
$$

we utilize Eq. (C6) for both $\vec{g}^{*}(1)$ and $\vec{g}(2)$ in Eq. (C9). Hence, an equation of $\mathbf{G}(1 ; 2)$ is found again in the form of the BS equation

$$
\begin{equation*}
\mathbf{G}(1 ; 2)=\mathbf{G}^{*}(1) \mathbf{G}(2)[1+\mathbf{K}(1 ; 2) \mathbf{G}(1 ; 2)], \tag{Cl1}
\end{equation*}
$$

similar to Eqs. (4.10) and (4.11), with

$$
\begin{equation*}
\mathbf{K}(1 ; 2)=\langle\mathbf{b} *(1) \mathbf{b}(2)\rangle . \tag{Cl2}
\end{equation*}
$$

Hence, $\mathbf{M}$ and $\mathbf{K}$ are given formally by the same equation as (4.12).

More precisely, since $b$ is a diagonal operator [Eq. (3.45)], the nonvanishing elements of $K(1 ; 2)$ are

$$
\left(\begin{array}{ll}
K_{11 ; 11} & K_{12 ; 12}  \tag{C13}\\
K_{21 ; 21} & K_{22 ; 22}
\end{array}\right)=\left(\begin{array}{ll}
\left\langle b_{1}^{*}(1) b_{1}(2)\right\rangle & \left\langle b_{1}^{*}(1) b_{2}(2)\right\rangle \\
\left\langle b_{2}^{*}(1) b_{1}(2)\right\rangle & \left\langle b_{2}^{*}(1) b_{2}(2)\right\rangle
\end{array}\right) .
$$

To the approximation of $\mathrm{G} \simeq \boldsymbol{\pi}^{-1}$ [Eq. (C4)], using Eq. (3.48b) shows that

$$
\mathbf{M}=\left(\begin{array}{cc}
\left\langle b_{1} g_{0} b_{1}\right\rangle & -\left\langle b_{1} g_{0} b_{2}^{\prime \prime}\right\rangle  \tag{C14}\\
\left\langle b_{2} g_{0} b_{1}\right\rangle & \left\langle b_{2} g_{0} b_{2}^{\prime}\right\rangle
\end{array}\right),
$$

where $b_{2}^{\prime \prime}$ is defined by Eq. (3.40b) and

$$
\begin{equation*}
b_{2}^{\prime}=\left(\eta_{1}-\eta_{2}\right) \eta_{1}^{-1} \eta_{2}^{-1} h_{1} \xi h_{2}=\left(h_{1} \eta_{2} / h_{2}^{\dagger} \eta_{1}\right) b_{2} \tag{C15}
\end{equation*}
$$

with the relation [cf. Eq. (3.41b)]

$$
\begin{equation*}
b^{(21)}=b_{1}+b_{2}^{\prime} \tag{C16}
\end{equation*}
$$

The solution of the BS equation (C11) also can be given by the same equation as Eq. (4.17) in terms of the incoherent scattering matrix $S(1 ; 2)$ [defined by Eq. (4.18) and given by Eqs. (4.19) and (4.20)], and further by Eq. (5.11) in terms of $\sigma^{(l)}(1 ; 2)$ defined by Eq. ( 5.10 ), after the continuation into the outside spaces. Here, from Eq. (5.4c), $\mathbf{A}$ and $\overline{\mathbf{A}}\left(\neq \mathbf{A}^{T}\right)$ are given, to the approximation of $G \simeq \pi^{-1}$, by

$$
\begin{align*}
& \mathbf{A}=i g_{0}\left(\begin{array}{cc}
h_{1} \eta_{1}^{-1} & -\left(h_{2} / h_{2}^{\dagger}\right) h_{2} \eta_{2}^{-1} \\
h_{1} \eta_{1}^{-1} & \left(h_{2} / h_{2}^{\dagger}\right) h_{1} \eta_{1}^{-1}
\end{array}\right)  \tag{C17}\\
& \overline{\mathbf{A}}=i g_{0}\left(\begin{array}{lc}
h_{1} \eta_{1}^{-1} & -\left(h_{2} / h_{2}^{\dagger}\right) h_{1} \eta_{1}^{-1} \\
h_{2} \eta_{2}^{-1} & \left(h_{2} / h_{2}^{\dagger}\right) h_{1} \eta_{1}^{-1}
\end{array}\right) \tag{C18}
\end{align*}
$$

To the approximation of $\mathbf{S}(1 ; 2) \simeq \mathbf{K}(1 ; 2)$, use of Eq. (C13) with $b_{2}^{\prime}$ and $b_{2}^{\prime \prime}$ of Eqs. $(\mathrm{C} 15)$ and $(3.40 \mathrm{~b})$ leads to the result

$$
\begin{align*}
\sigma_{11 ; 11}^{(I)}(1 ; 2)= & 2^{4} \bar{A}_{11}^{*}(1) \bar{A}_{11}(2)\left\langle b^{(11) *}(1) b^{(11)}(2)\right\rangle \\
& \times A_{11}^{*}(1) A_{11}(2),  \tag{C19}\\
\sigma_{22 ; 11}^{(I)}(1 ; 2)= & 2^{4} \bar{A}_{21}^{*}(1) \bar{A}_{21}(2)\left\langle b^{(21) *}(1) b^{(21)}(2)\right\rangle \\
& \times A_{11}^{*}(1) A_{11}(2), \tag{C20}
\end{align*}
$$

as may be expected directly from Eq. (3.34) and (3.41), respectively. Here, the $\hat{x}$-coordinate version of Eq. (C10) is given by Eq. (6.14) in terms of the incoherent scattering cross section $\sigma_{i i, 11}^{(I)}\left(\hat{\Omega} \mid \widehat{\Omega}^{\prime}\right)$ given by Eq. (6.15). Hence, the cross sections of Eq. (6.33) are obtained by using Eqs. (C17)-(C20).

The situation remains unchanged also for the optical relations resulting from the Hermitian condition of $\mathbf{b}$. Hence, Eq. (4.25) holds as it is, and the same is also true of Eq. (4.29) given in terms of $S(1 ; 2)$, in consequence of Eq. (3.48a). Thus, we obtain Eqs. (6.19)-(6.21) as they are, with the particular indices $c=d=1$. Here, to the approximation of Eqs. (C17)-(C20), the optical relation of Eq. (6.22) can be shown to be reduced to

$$
\begin{align*}
& 4 \sum_{c d} \gamma_{c d}\left(\hat{\Omega}^{\prime}\right)\left|A_{11}\left(\hat{\Omega}^{\prime}\right)\right|^{2} \\
& \quad=\sum_{j=1}^{2} k_{j} \eta_{j} \int_{2 \pi} d \hat{\Omega} \sigma_{j ; 11}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right) \tag{C21}
\end{align*}
$$

with $\gamma_{c d}(\hat{\Omega})$ given by Eq. (6.20) with (C14) and $\sigma_{j ; 111}^{(I)}\left(\hat{\Omega} \mid \hat{\Omega}^{\prime}\right)$ of Eq. (6.33).

Here, it may be remarked that, in the special case of $\eta_{2}=\infty$ (as realized by a perfectly conducting boundary for electromagnetic waves of vertical polarization), $\pi$ has the only nonvanishing element $\pi_{11}=i h_{1} \eta_{1}^{-1}$, which also be-
comes very small for the grazing waves for which $h_{1} \sim 0$. Hence, Eq. (C17) gives $A_{11}=1$ in that case, whereas, as $h_{1} \rightarrow 0$, the exact $A_{11}$ tends according to Eq. (5.4c) with (C14) (where $b_{2}=b_{2}^{\prime \prime}=0$ ), to

$$
\begin{equation*}
A_{11}=-i M_{11}^{-1} h_{1} \eta_{1}^{-1} \rightarrow 0, \quad \eta_{2}=\infty, \tag{C22}
\end{equation*}
$$

showing that effect of the term $M_{11}$ is not negligible for $A_{11}(\widehat{\Omega})$ in the neighborhood of grazing-wave incidence and/ or scattering.
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#### Abstract

A method is devised to investigate the existence of magnetic surfaces and magnetohydrodynamic (MHD) plasma equilibria in 3-D toroidal geometry. The key feature of this method is the utilization of a Hamiltonian formulation of the lines of force. Expanding the contravariant components of the magnetic field and scalar pressure in distance $\rho$ from the magnetic axis, the 1-D Hamiltonian for the lines of force is written out explicitly. The Hamiltonian is then transformed to action-angle variables. It is shown that the action $J$ corresponds to pressure in the equilibrium problem. Specifically, it is shown that if $J$ is an invariant, then constant pressure and hence magnetic surfaces exist. A procedure of repeated canonical transformations is formulated and carried out to displace the coordinate dependence in the Hamiltonian to successively higher order in the expansion parameter, and thus make $J$ an increasingly better adiabatic invariant. Arising in each successive canonical transformation is a series of potentially resonant denominators, i.e., denominators that may vanish. These potential resonances are identified, their significance explicated, and methods of handling them suggested.


## I. INTRODUCTION

Magnetic field lines of force in three-dimensional space may be characterized by one or more of the following properties: (i) the field lines are closed, (ii) the field lines ergodically cover a two-dimensional "flux surface," and (iii) the field lines wander ergodically throughout a volume. In the interest of confining fusion plasmas magnetically, it is necessary to know the conditions for the magnetic field lines to lie on a dense set of magnetic flux surfaces. The plasma is governed by the magnetohydrodynamic (MHD) equilibrium equations

$$
\begin{align*}
& \nabla \cdot \mathbf{B}=0,  \tag{1.1}\\
& \nabla \times \mathbf{B}=\mathbf{J},  \tag{1.2}\\
& \mathbf{J} \times \mathbf{B}=\nabla \boldsymbol{P}, \tag{1.3}
\end{align*}
$$

where $B$ is the magnetic field, $J$ is the current density, and $P$ is the hydrostatic pressure. Eliminating the current density using Eq. (1.2), the equilibrium equations reduce to

$$
\begin{equation*}
\nabla \cdot \mathbf{B}=0, \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
(\nabla \times \mathbf{B}) \times \mathbf{B}=\nabla P \tag{1.5}
\end{equation*}
$$

Equations (1.4) and (1.5) are a set of four coupled, nonlinear, partial differential equations, with two real and two imaginary characteristics. ${ }^{1}$ If a single-valued solution exists to this set of equations and if the pressure gradient vanishes almost nowhere, then the magnetic field lines lie on a dense set of magnetic flux surfaces. ${ }^{2}$ (The term magnetic fiux surfaces is synonymous with magnetic surfaces, flux surfaces, and constant pressure surfaces; all four expressions are used interchangeably.) It is well known that single-valued solutions do exist in configurations which possess either translational, rotational, or helical symmetry. However, in configurations which lack symmetry, there is evidence, based largely on the KAM theory of Hamiltonian systems, that periodic solutions generally do not exist, and therefore, that these configurations generally do not have a continuous distribution of flux surfaces. ${ }^{3-5}$

We propose a method of investigation into the existence of both exact and approximate solutions to these equations and, thus, the existence of exact and approximate surfaces in asymmetric toroidal geometry. The terminology "approximate solutions" is given a precise mathematical definition when we seek interpretation of our results in Sec. VI. Features of our proposed method of investigation include the following. First, we display an explicit representation of a Hamiltonian formulation of the lines of force for a magnetic field. Second, we formulate and apply a method of repeated canonical transformations to the Hamiltonian as a means of establishing exact or approximate flux surfaces. Third, we show explicitly the appearance of resonances in the magnetic field structure of 3-D toroidal plasma configurations and we interpret these resonances. The goal of this research is to discern criteria such that these magnetic fields possess minimal regions of island structure and stochasticity.

In this method of investigation, we utilize the analytic technique of expanding the quantities $\mathbf{B}$ and $P$ in distance $\rho$ from an arbitrary magnetic axis. The magnetic axis is a degenerate surface of zero enclosed volume. This technique was pioneered by Mercier, ${ }^{6}$ and applied by Lortz and Nuhrenberg, ${ }^{7}$ to study 3-D MHD equilibria of plasmas. These previous studies have inherent limitations in that (i) only a restricted domain of solution space is considered, (ii) the solutions that are generated are in terms of parameters over which there is little or no experimental control, and (iii) a prescription to calculate the magnetic surfaces to an arbitrarily high order is lacking. These limitations may be overcome by casting the problem into a Hamiltonian formulation. Since by Eq. (1.1), the magnetic field is divergence-free, a one-dimensional nonautonomous Hamiltonian can be constructed for the lines of force. By making the proper canonical transformation, the Hamiltonian becomes that of a nonlinear oscillator. The problem can now be addressed using the Lewis-Leach-Symon Hamiltonian treatment of the timedependent oscillator. ${ }^{8-13}$ Following Symon, ${ }^{11}$ the Hamilton-
ian is first transformed to action-angle variables. Then a systematic procedure of repeated canonical transformations, similar to a generalized Poincaré-Von Zeipel scheme, is formulated and carried out. In the $n$th transformation, an $F_{2}$ generating function is constructed so as to eliminate the coordinate dependence in the Hamiltonian to order ( $n-1$ ). That is, the coordinate dependence in the Hamiltonian is displaced to higher and higher order in the expansion. From Hamilton's equations, the action $J$ becomes an increasingly better adiabatic invariant with each canonical transformation. It is shown that $J$ corresponds to pressure in the equilibrium problem, and, thus, that constant $J$ surfaces are tantamount to constant pressure (and hence magnetic) surfaces in physical space.

Arising in each successive generating function is a series of potentially resonant denominators, i.e., denominators which may vanish. Vanishing denominators are inherent in the method of expansion in powers of $\rho$. Mathematically, their presence may preclude the convergence of the expansion series-this is the motivation for seeking approximate (series) solutions although the existence of exact solutions may still be considered. Topologically, their presence may correspond to the exhibition of new magnetic axes that encircle the general system of toroidal surfaces. ${ }^{14}$ In order to design a magnetic confinement scheme possessing a large volume of nested surfaces, it is necessary to first identify which denominators are indeed resonant, and, second, to develop techniques to handle these resonances.

Before proceeding with the details of this calculation, we sketch a brief outline of the remainder of the paper. In Sec. II, the series expansions for the magnetic field components and the pressure are given. These expressions are formally substituted into the MHD equilibrium equations, Eqs. (1.4) and (1.5), and the lowest-order expansion coefficients are solved for explicitly. In addition, the Hamiltonian formulation of the field line equations is presented. In Sec. III, the lowest-order invariant is constructed. Furthermore, the significance of the invariant to the equilibrium problem is explained. In Sec. IV, the successive canonical transformation scheme is formulated. The scheme is carried out through fourth order (in $\rho$ ), then generalized to $n$th order. In Sec. V, the resonant denominators are identified and discussed. Finally, in Sec. VI, we summarize the results of the analysis, discuss the meaning of the solutions, and present some conclusions.

## II. THE HAMILTONIAN FORMULATION OF THE FIELD LINE EQUATIONS

## A. The power series expansions and equilibrium equations

The plasma confinement configuration under consideration is a three-dimensional torus without symmetry. The magnetic axis or degenerate surface is assumed to close upon itself in one toroidal revolution, but otherwise to have arbitrary curvature and torsion. The plasma is governed by the MHD equilibrium equations, Eqs. (1.4) and (1.5), subject to periodic boundary conditions. We work in Mercier coordinates, ( $\rho, \theta_{s} s$ ) (see Refs. 6 and 7), where $s$ is the distance measured along the magnetic axis, while $\rho, \theta$ are polar coordi-
nates in an $s=$ const plane. The angle $\theta$ is measured from the normal to the magnetic axis. The contravariant components of the magnetic field and the pressure are now expanded in distance $\rho$ from the magnetic axis:

$$
\begin{align*}
& \mathbf{B}^{\rho}=\mathbf{B} \cdot \nabla \rho=a_{1} \rho+a_{2} \rho^{2}+a_{3} \rho^{3}+\cdots  \tag{2.1}\\
& \boldsymbol{B}^{\theta}=\mathbf{B} \cdot \nabla \theta=b_{0}+b_{1} \rho+b_{2} \rho^{2}+\cdots  \tag{2.2}\\
& \boldsymbol{B}^{s}=\mathbf{B} \cdot \nabla s=c_{0}+c_{1} \rho+c_{2} \rho^{2}+\cdots  \tag{2.3}\\
& P=\eta_{0}+\eta_{2} \rho^{2}+\eta_{3} \rho^{3}+\cdots \tag{2.4}
\end{align*}
$$

The coefficients in Eqs. (2.1)-(2.4) are, in general, periodic functions of $\theta$ and $s$. Note that $a_{0}=0, c_{0}=c_{0}(s)$, and $\eta_{1}=0$ because of the respective boundary conditions at the magnetic axis: the radial magnetic field is zero, the toroidal field is a function only of $s$, and the pressure is an extremum. Substituting the expressions in Eqs. (2.1)-(2.4) into Eqs. (1.4) and (1.5), the expansion coefficients are solved for order by order. The details of this part of the analysis are straightforward but quite lengthy to derive. To avoid unnecessary detail, we reserve this part of the calculation for another paper, ${ }^{15}$ and display only those results necessary to meet the stated objectives of this paper. The solution of the lowest-order coefficients is

$$
\begin{align*}
& a_{1}(\theta, s)=-\frac{1}{2} c_{0}^{\prime}(s)+b_{02 c} \sin 2 \theta-b_{02 s} \cos 2 \theta  \tag{2.5}\\
& b_{0}(\theta, s)=\frac{1}{2}\left(j-2 \tau c_{0}\right)+b_{02 c} \cos 2 \theta+b_{02 s} \sin 2 \theta  \tag{2.6}\\
& c_{0}=c_{0}(s)  \tag{2.7}\\
& \eta_{0}=\text { const. } \tag{2.8}
\end{align*}
$$

In Eqs. (2.5) and (2.6), $j$ is the current density on axis, $\tau$ is the torsion of the axis, and $b_{02 c}, b_{02 s}$ are arbitrary periodic functions of $s$. The second-order pressure coefficient $\eta_{\mathbf{2}}$ is governed by the following first-order, linear, partial differential equation:

$$
\begin{equation*}
b_{0} \frac{\partial \eta_{2}}{\partial \theta}+c_{0} \frac{\partial \eta_{2}}{\partial s}+2 a_{1} \eta_{2}=0 \tag{2.9}
\end{equation*}
$$

Using Fourier analysis, it can be shown that the general solution of Eq. (2.9) satisfying periodic boundary conditions is

$$
\begin{equation*}
\eta_{2}(\theta, s)=\eta_{20}(s)+\eta_{2 c}(s) \cos 2 \theta+\eta_{2 s}(s) \sin 2 \theta \tag{2.10}
\end{equation*}
$$

where the coefficients $\boldsymbol{\eta}_{20}, \boldsymbol{\eta}_{2 c}$, and $\boldsymbol{\eta}_{2 s}$ are governed by

$$
\begin{align*}
& \frac{d}{d s}\left(\frac{\eta_{20}}{c_{0}}\right)=2 \frac{b_{02 s}}{c_{0}} \frac{\eta_{2 c}}{c_{0}}-2 \frac{b_{02 c}}{c_{0}} \frac{\eta_{2 s}}{c_{0}}  \tag{2.11}\\
& \frac{d}{d s}\left(\frac{\eta_{2 c}}{c_{0}}\right)=2 \frac{b_{02 s}}{c_{0}} \frac{\eta_{20}}{c_{0}}+\left(2 \tau-\frac{j}{c_{0}}\right) \frac{\eta_{2 s}}{c_{0}}  \tag{2.12}\\
& \frac{d}{d s}\left(\frac{\eta_{2 s}}{c_{0}}\right)=-2 \frac{b_{02 c}}{c_{0}} \frac{\eta_{20}}{c_{0}}-\left(2 \tau-\frac{j}{c_{0}}\right) \frac{\eta_{2 c}}{c_{0}} \tag{2.13}
\end{align*}
$$

In Eqs. (2.11)-(2.13), the functions $b_{02 c}, b_{02 s}, c_{0}, \tau$, and $j$ are arbitrary and are not determined until all of the expansion coefficients have been solved for. Thus, Eqs. (2.11)-(2.13) should be solved as functionals of $b_{02 c}, b_{02 s}, c_{0}, \tau$, and $j$. Similar, but increasingly larger sets of equations govern $\eta_{3}, \eta_{4}$, etc. The general solution for $\eta_{20}, \eta_{2 c}$, and $\eta_{2 s}$ from Eqs. (2.11)-(2.13) is quite unperspicuous. However, by casting the problem into a Hamiltonian formulation for the lines of force, general periodic solutions are obtainable for these coefficients.

## B. The field line equations in Hamiltonian form

The objective of this section is to construct an explicit Hamiltonian for the magnetic field lines of force. The Hamiltonian formulation is presented in generalized coordinates $x^{1}, x^{2}, x^{3}$. At the end of the calculation, the generalized coordinates are specified in terms of $\rho, \theta, s$.

Any arbitrary magnetic field has the property of being divergence-free, and thus is expressible in terms of a vector potential through

$$
\begin{equation*}
\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A} . \tag{2.14}
\end{equation*}
$$

The contravariant components of the magnetic field are written as

$$
\begin{align*}
& B^{1}=\frac{1}{\sqrt{g}}\left(\frac{\partial A_{3}}{\partial x^{2}}-\frac{\partial A_{2}}{\partial x^{3}}\right),  \tag{2.15}\\
& B^{2}=\frac{1}{\sqrt{g}}\left(\frac{\partial A_{1}}{\partial x^{3}}-\frac{\partial A_{3}}{\partial x^{1}}\right),  \tag{2.16}\\
& B^{3}=\frac{1}{\sqrt{g}}\left(\frac{\partial A_{2}}{\partial x^{1}}-\frac{\partial A_{1}}{\partial x^{2}}\right), \tag{2.17}
\end{align*}
$$

where $g$ is the determinant of the metric tensor. We simplify these expressions by choosing a gauge such that $A_{2}=0$. Then, we introduce functions $p$ and $H$ through the following definitions:

$$
\begin{align*}
& p \equiv-A_{1},  \tag{2.18}\\
& H \equiv A_{3} . \tag{2.19}
\end{align*}
$$

With these definitions, Eqs. (2.15) and (2.17) become

$$
\begin{align*}
& p=\int d x^{2} \sqrt{g} B^{3}+\gamma\left(x^{1}, x^{3}\right)  \tag{2.20}\\
& H=\int d x^{2} \sqrt{g} B^{1}+\delta\left(x^{1} x^{3}\right) \tag{2.21}
\end{align*}
$$

The free functions $\gamma$ and $\delta$, arising in Eqs. (2.20) and (2.21), are constrained by Eq. (2.16), that is,

$$
\begin{equation*}
\sqrt{g} B^{2}+\frac{\partial H}{\partial x^{1}}+\frac{\partial p}{\partial x^{3}}=0 \tag{2.22}
\end{equation*}
$$

To complete the Hamiltonian formulation of the magnetic lines of force, we introduce the canonical coordinate, and show that $p$ in Eq. (2.20) and $H$ in Eq. (2.21) are the conjugate momentum and the Hamiltonian, respectively. To this end, two more expedients are needed. First, we define a coordinate transformation from $x^{1}, x^{2}, x^{3}$ to new coordinates $q, p, t$ via the following equations:

$$
\begin{align*}
q & =x^{1}  \tag{2.23a}\\
p & =p\left(x^{1}, x^{2}, x^{3}\right)  \tag{2.23b}\\
t & =x^{3} \tag{2.23c}
\end{align*}
$$

Second, the equations for the lines of force are introduced. They are

$$
\begin{equation*}
\frac{d x^{1}}{B^{1}}=\frac{d x^{2}}{B^{2}}=\frac{d x^{3}}{B^{3}} \tag{2.24}
\end{equation*}
$$

Now, using Eqs. (2.23) and (2.24), we complete the calculation by showing that Hamilton's equations of motion are satisfied.

From Eq. (2.23),

$$
\begin{equation*}
\frac{d p}{d t}=\frac{\partial p}{\partial x^{1}} \frac{d x^{1}}{d t}+\frac{\partial p}{\partial x^{2}} \frac{d x^{2}}{d t}+\frac{\partial p}{\partial x^{3}} \frac{d x^{3}}{d t} \tag{2.25}
\end{equation*}
$$

We now eliminate $\partial p / \partial x^{2}, \partial p / \partial x^{3}, d x^{2} / d t$, and $d x^{3} / d t$ from Eq. (2.25), using Eq. (2.20), (2.22), (2.24), and (2.23), respectively. The result is

$$
\begin{equation*}
\frac{d p}{d t}=\frac{\partial p}{\partial x^{1}} \frac{d x^{1}}{d t}-\frac{\partial H}{\partial x^{1}} . \tag{2.26}
\end{equation*}
$$

Next, regard the Hamiltonian as a function of $q, p, t$, i.e., $H=H(q, p, t)$. Then,

$$
\frac{\partial H}{\partial x^{2}}=\frac{\partial H}{\partial q} \frac{\partial q}{\partial x^{2}}+\frac{\partial H}{\partial p} \frac{\partial p}{\partial x^{2}}+\frac{\partial H}{\partial t} \frac{\partial t}{\partial x^{2}}
$$

which reduces, by Eq. (2.23), to

$$
\begin{equation*}
\frac{\partial H}{\partial x^{2}}=\frac{\partial H}{\partial p} \frac{\partial p}{\partial x^{2}} \tag{2.27}
\end{equation*}
$$

Substituting into the left-hand side of Eq. (2.27) from Eq. (2.21), and into the right-hand side from Eq. (2.20), we see that

$$
\begin{equation*}
\sqrt{g} B^{1}=\frac{\partial H}{\partial p} \sqrt{g} B^{3} \tag{2.28}
\end{equation*}
$$

The $B^{1}$ and $B^{3}$ are eliminated with Eq. (2.24). Identifying $x^{1}$ and $x^{3}$ with $q$ and $t$, respectively, from Eq. (2.23), the first of Hamilton's equations is obtained as

$$
\begin{equation*}
\frac{d q}{d t}=\frac{\partial H}{\partial p} \tag{2.29}
\end{equation*}
$$

The second of Hamilton's equations will now be derived. Again, regarding $H=H(q, p, t)$, it is evident that

$$
\frac{\partial H}{\partial x^{1}}=\frac{\partial H}{\partial q} \frac{\partial q}{\partial x^{1}}+\frac{\partial H}{\partial p} \frac{\partial p}{\partial x^{1}}+\frac{\partial H}{\partial t} \frac{\partial t}{\partial x^{1}}
$$

which reduces, by Eq. (2.23), to

$$
\begin{equation*}
\frac{\partial H}{\partial x^{1}}=\frac{\partial H}{\partial q}+\frac{\partial H}{\partial p} \frac{\partial p}{\partial x^{1}} \tag{2.30}
\end{equation*}
$$

Substituting Eq. (2.30) into Eq. (2.26), and using Eq. (2.29), we have the second of Hamilton's equations,

$$
\begin{equation*}
\frac{d p}{d t}=-\frac{\partial H}{\partial q} \tag{2.31}
\end{equation*}
$$

In summary, the canonical coordinate, conjugate momentum, and Hamiltonian, for the magnetic field lines of force, are

$$
\begin{align*}
& q=x^{1}  \tag{2.32}\\
& p=\int d x^{2} \sqrt{g} B^{3}+\gamma\left(x^{1}, x^{3}\right)  \tag{2.33}\\
& H=\int d x^{2} \sqrt{g} B^{1}+\delta\left(x^{1}, x^{3}\right) \tag{2.34}
\end{align*}
$$

where $\gamma$ and $\delta$ are constrained by

$$
\begin{equation*}
\sqrt{g} B^{2}+\frac{\partial H}{\partial x^{1}}+\frac{\partial p}{\partial x^{3}}=0 \tag{2.35}
\end{equation*}
$$

We now apply this Hamiltonian formulation to the expanded fields in Sec. II A. Choosing $x^{1}, x^{2}, x^{3}$ to be $\theta, \rho, s$, Eqs. (2.32) $-(2.35$ ) reduce to

$$
\begin{align*}
q= & \theta  \tag{2.36}\\
p= & \frac{1}{2} c_{0} \rho^{2}+\frac{1}{3}\left(c_{1}-c_{0} k \cos \theta\right) \rho^{3} \\
& +\cdots+(1 / n)\left(c_{n-2}-c_{n-3} k \cos \theta\right) \rho^{n}+\cdots  \tag{2.37}\\
H= & \frac{1}{2} b_{0} \rho^{2}+\frac{1}{3}\left(b_{1}-b_{0} k \cos \theta\right) \rho^{3} \\
& +\cdots+(1 / n)\left(b_{n-2}-b_{n-3} k \cos \theta\right) \rho^{n}+\cdots \tag{2.38}
\end{align*}
$$

To write the Hamiltonian as a function of $q, p, t$, it is necessary to invert Eq. (2.37) to write $\rho=\rho(q, p, t)$. Carrying this out, the Hamiltonian becomes

$$
\begin{align*}
H(q, p, t)= & \frac{b_{0}}{c_{0}} p+\frac{2 \sqrt{2}}{3 c_{0}^{3 / 2}}\left(b_{1}-\frac{c_{1}}{c_{0}} b_{0}\right) p^{3 / 2} \\
& +\frac{1}{c_{0}^{2}}\left\{b_{2}-\frac{4}{3} \frac{c_{1}-\frac{1}{4} c_{0} k \cos q}{c_{0}} b_{1}\right. \\
& +\left[\frac{4 c_{1}\left(c_{1}-c_{0} k \cos q\right)}{3 c_{0}^{2}}\right. \\
& \left.\left.-\frac{c_{2}-c_{1} k \cos q}{c_{0}}\right] b_{0}\right\} p^{2}+\cdots \tag{2.39}
\end{align*}
$$

Hence, we have displayed an explicit representation of a Ha miltonian formulation of the lines of force. An exact invariant to the lowest-order Hamiltonian is now sought. It will be shown that this lowest-order invariant corresponds to the existence of approximate surfaces in the immediate vicinity of the magnetic axis.

## III. CONSTRUCTION OF THE LOWEST-ORDER INVARIANT

The Hamiltonian in Eq. (2.39) can be transformed into a Hamiltonian descriptive of a nonlinear oscillator. The transformation, which takes the canonical coordinates $(q, p, t)$ to new coordinates $(x, \bar{p}, t)$, is accomplished through the following $F_{2}$ generating function:

$$
\begin{equation*}
F_{2}(q, \bar{p}, t)=\frac{1}{2} \bar{p}^{2} \tan q . \tag{3.1}
\end{equation*}
$$

The relationship between the old and new coordinates is established using Eq. (3.1):

$$
\begin{align*}
p & =\frac{\partial F_{2}}{\partial q}=\frac{1}{2}(\bar{p} \sec q)^{2},  \tag{3.2}\\
x & =\frac{\partial F_{2}}{\partial \bar{p}}=\bar{p} \tan q . \tag{3.3}
\end{align*}
$$

With Eqs. (3.2) and (3.3), the new Hamiltonian can be written in the form
$H(x, \bar{p}, t)=H_{2}(x, \bar{p}, t)+H_{3}(x, \bar{p}, t)+H_{4}(x, \bar{p}, t)+\cdots$.

In Eq. (3.4), $H_{2}$ is a quadratic polynomial in $x$ and $\bar{p}, H_{3}$ is a cubic polynomial, $H_{4}$ a quartic polynomial, etc. The explicit expressions for $H_{2}, H_{3}$, and $H_{4}$ are contained in Appendix A. In order to construct the lowest-order invariant, we write out the quadratic part of the Hamiltonian $H_{2}$ explicitly as

$$
\begin{equation*}
H_{2}(x, \bar{p}, t)=\frac{1}{2} f(t) \bar{p}^{2}+g\left(t \left\lvert\, \bar{p} x+\frac{1}{2} h(t) x^{2}\right.\right. \tag{3.5}
\end{equation*}
$$

The functions $f, g$, and $h$ are obtained from Eqs. (A1) and (A2). This lowest-order Hamiltonian is precisely the lowestorder Hamiltonian treated by Symon. ${ }^{11} \mathrm{He}$ showed that this Hamiltonian $\left(\mathrm{H}_{2}\right)$ has the exact invariant

$$
\begin{equation*}
J=\frac{1}{2} \frac{x^{2}}{w^{2}}+\frac{1}{2}\left[w \bar{p}-(\dot{w}-g w) \frac{x}{f}\right]^{2} \tag{3.6}
\end{equation*}
$$

where $w$ is any solution of

$$
\begin{equation*}
\ddot{w}-\frac{\dot{f}}{f} \dot{w}+\left(f h-g^{2}-\dot{g}+\frac{\dot{f}}{f} g\right) w=\frac{f^{2}}{w^{3}} \tag{3.7}
\end{equation*}
$$

For our purposes, $w$ is chosen to be a periodic solution of Eq. (3.7) (see Ref. 16). To be complete, we express this exact invariant first in canonical coordinates $q, p, t$, and second, in Mercier coordinates $\rho, \theta, s$. In the canonical coordinates, $J$ is written as

$$
\begin{aligned}
J(q, p, t)= & {\left[\left(\frac{1}{w^{2}}+\frac{(\dot{w}-g w)^{2}}{f^{2}}\right) \sin ^{2} q\right.} \\
& \left.-2 \frac{w(\dot{w}-g w)}{f} \cos q \sin q+w^{2} \cos ^{2} q\right] p
\end{aligned}
$$

while in Mercier coordinates, $J$ to lowest order in $\rho$, is

$$
\begin{align*}
J(\rho, \theta, s)= & \frac{c_{0}}{4}\left[\left(w^{2}+\frac{1}{w^{2}}+\frac{(\dot{w}-g w)^{2}}{f^{2}}\right)\right. \\
& +\left(w^{2}-\frac{1}{w^{2}}-\frac{(\dot{w}-g w)^{2}}{f^{2}}\right) \cos 2 \theta \\
& \left.-\frac{2 w(\dot{w}-g w)}{f} \sin 2 \theta\right] \rho^{2} \tag{3.8}
\end{align*}
$$

It can be verified from Eq. (3.8) that if $w$ is real, then $J=$ const surfaces are ellipses in physical space.

Before concluding this section, we elucidate the significance of the quantity $J$ to the equilibrium problem. Specifically, we show that the invariance of $J$ is correlated with the existence of constant pressure or, equivalently, magnetic surfaces.

The equation governing constant pressure surfaces is obtained by taking the scalar product of $B$ with Eq. (1.5) as
$\mathbf{B} \cdot \nabla P=0$.
If a single-valued solution exists to this equation, then the magnetic field lines lie on a dense set of constant pressure surfaces. If $J$ is an invariant for the field line Hamiltonian, then

$$
\begin{equation*}
\frac{d J}{d t}=0 \tag{3.10}
\end{equation*}
$$

In terms of physical space coordinates, the total time derivative $d / d t$ is

$$
\begin{equation*}
\frac{d}{d t}=\frac{d \rho}{d t} \frac{\partial}{\partial \rho}+\frac{d \theta}{d t} \frac{\partial}{\partial \theta}+\frac{d s}{d t} \frac{\partial}{\partial s} \tag{3.11}
\end{equation*}
$$

From the field line equations, Eq. (2.24), we have

$$
\frac{d \rho}{d t}=\frac{B^{\rho}}{B^{s}}, \quad \frac{d \theta}{d t}=\frac{B^{\theta}}{B^{s}}, \quad \frac{d s}{d t}=1
$$

Using these results in Eq. (3.11), it is evident that

$$
\begin{equation*}
\frac{d}{d t}=\frac{1}{B^{s}} \mathbf{B} \cdot \nabla \tag{3.12}
\end{equation*}
$$

Thus, from Eqs. (3.10) and (3.12), we see that the invariance of $J, d J / d t=0$, implies that $\mathrm{B} \cdot \nabla J=0$. By comparison to Eq. (3.9), and noting that $J$ is periodic in $\theta$ and $s$, it has been established that the invariant for the field line Hamiltonian corresponds to constant pressure surfaces in the equilibrium problem.

We note in passing that since $J(\rho, \theta, s)$ and $P(\rho, \theta, s)$ both satisfy the same equation ( $\mathbf{B} \cdot \nabla J=\mathbf{B} \cdot \nabla P=0$ ) the expansion coefficients of the pressure, $\boldsymbol{\eta}_{i}$, can be obtained by setting $P=J$ and matching terms in equal powers of $\rho$. Hence, by comparing Eq. (2.4) to Eq. (3.8), we see that $\eta_{2}$ is given by

$$
\begin{align*}
\eta_{2}(\theta, s)= & \frac{c_{0}}{4}\left[\left(w^{2}+\frac{1}{w^{2}}+\frac{(\dot{w}-g w)^{2}}{f^{2}}\right)\right. \\
& +\left(w^{2}-\frac{1}{w^{2}}-\frac{(\dot{w}-g w)^{2}}{f^{2}}\right) \cos 2 \theta \\
& \left.-\frac{2 w(\dot{w}-g w)}{f} \sin 2 \theta\right] \tag{3.13}
\end{align*}
$$

Here in Sec. III, we have shown the existence of the invariant $J$, for the lowest-order field line Hamiltonian, and thus have demonstrated the existence of approximate surfaces located in the immediate vicinity of the magnetic axis. Mathematically speaking, we have established the existence of magnetic surfaces in the limit as $\rho \rightarrow 0$. As a first step toward our goal of establishing the existence of a large set of approximate flux surfaces, we seek to show that Eq. (3.9) is solvable order by order in the expansion. To accomplish this, the objective is to show that Eq. (3.10) is solvable order by order, and thus that $J$ is an invariant to any desired order.

## IV. INVARIANCE TO HIGHER ORDER

The purpose of this section is to construct an invariant of the expanded field line Hamiltonian, to any desired order in the expansion parameter. To this end, a method of repeated canonical transformations is formulated in order to displace the coordinate dependence in the Hamiltonian to higher and higher order. This procedure is similar to the Poincaré-Von Zeipel scheme, although this latter procedure is restricted to time-independent Hamiltonians. ${ }^{17}$ The result of implementing the transformations scheme is that the momentum (in our case, it will be the action) becomes an increasingly better adiabatic invariant. The canonical transformation procedure is carried out explicitly through fourth order in $\rho$. A formal extension of the method to $n$th order is then made.

## A. Invariance to third order in $\rho$

To find the invariant to third order in $\rho$, three successive canonical transformations are made. The purpose of the first two transformations is to produce the Hamiltonian in ac-tion-angle variables. The third transformation gives the third-order invariant.

We choose the first transformation so as to modify the quadratic portion of the expanded Hamiltonian from one corresponding to elliptic contours in phase space, to one corresponding to circular contours. In Appendix B, we show that the Hamiltonian

$$
H_{2}(x, \bar{p}, t)=\frac{1}{2} f(t) \bar{p}^{2}+g(t) \bar{p} x+\frac{1}{2} h(t) x^{2}
$$

is transformed to

$$
K_{2}(X, P, t)=\left(1 / 2 \sigma^{2}\right)\left(X^{2}+P^{2}\right)
$$

by the following canonical transformation:

$$
\left[\begin{array}{l}
X  \tag{4.1}\\
P
\end{array}\right]=\left[\begin{array}{cc}
1 / \sqrt{f} \sigma & 0 \\
(\sigma / 2 \sqrt{f})(2 g-\dot{f} / f-2 \dot{\sigma} / \sigma) & \sqrt{f} \sigma
\end{array}\right]\left[\begin{array}{l}
x \\
\bar{p}
\end{array}\right]
$$

In Eq. (4.1), $\sigma$ is governed by

$$
\begin{equation*}
\ddot{\sigma}+\left(f h-g^{2}-\dot{g}+\frac{1}{2} \frac{\ddot{f}}{f}-\frac{3}{4} \frac{\dot{f}^{2}}{f^{2}}+\frac{\dot{f}}{f} g\right) \sigma=\frac{1}{\sigma^{3}} \tag{4.2}
\end{equation*}
$$

Let $\Omega$ be defined to be

$$
\Omega=1 / \sigma^{2}
$$

Then a generating function that yields this transformation is

$$
F_{2}(x, P, t)=-\frac{1}{f}\left(\frac{1}{2} g-\frac{\dot{f}}{f}+\frac{\dot{\Omega}}{\Omega}\right) x^{2}+\left(\frac{\Omega}{f}\right)^{1 / 2} x P
$$

Carrying out this canonical transformation, the Hamiltonian of Eq. (3.4) becomes

$$
\begin{equation*}
K(X, P, t)=K_{2}(X, P, t)+K_{3}(X, P, t)+K_{4}(X, P, t)+\cdots, \tag{4.3}
\end{equation*}
$$

where $K_{2}$, the quadratic component of the new Hamiltonian, is

$$
K_{2}(X, P, t)=\frac{1}{2} \Omega(t)\left(X^{2}+P^{2}\right) .
$$

In Eq. (4.3), $K_{3}$ is a cubic polynomial in $X$ and $P, K_{4}$ is a quartic polynomial, etc. We note in passing that Eq. (4.2) can be put in the form of Eq. (3.7) by setting $\sigma=f^{-1 / 2} w$; solutions of this equation are discussed in Ref. 16.

We now introduce a canonical transformation to actionangle variables through

$$
\begin{align*}
& X=(2 J)^{1 / 2} \sin \gamma  \tag{4.4a}\\
& P=(2 J)^{1 / 2} \cos \gamma \tag{4.4b}
\end{align*}
$$

The generating function for this transformation is

$$
F_{2}(X, J)=(X / 2)\left(2 J-X^{2}\right)^{1 / 2}+J \sin ^{-1}(X / \sqrt{2 J})
$$

Noting that $F_{2}$ does not contain $t$ explicitly, the new Hamiltonian is

$$
\begin{equation*}
K(\gamma, J, t)=K_{2}(J, t)+K_{3}(\gamma, J, t)+K_{4}(\gamma, J, t)+\cdots, \tag{4.5}
\end{equation*}
$$

where
$K_{2}(J, t)=\Omega(t) J$,
$K_{3}(\gamma, J, t)=\left[K_{33}(t) e^{3 i \gamma}+K_{31}(t) e^{i \gamma}+\right.$ c.c. $](2 J)^{3 / 2}$,
$K_{4}(\gamma, J, t)=\left[K_{44}(t) e^{4 i \gamma}+K_{42}(t) e^{2 i \gamma}+K_{40}(t)+c . c.\right](2 J)^{2}$,
$K_{n}(\gamma, J, t)=\sum_{l}\left[K_{n l}(t) e^{i l \gamma}+\right.$ c.c. $](2 J)^{n / 2}$.
In the $n$ th-order expression, the sum is over all integers $l$ less than or equal to $n$ and having the same parity (even or odd) as n . The c.c. stands for complex conjugate. The explicit expressions for $K_{n l}, n<5$, are written out in Appendix A.

We restate the objective of this section. In view of the form of the Hamiltonian, Eq. (4.5), the objective is to eliminate the coordinate dependence $\gamma$ in each successive order of the expanded Hamiltonian. This coordinate displacement is accomplished through suitably chosen successive canonical transformations. It follows from one of Hamilton's equations,

$$
\frac{d J}{d t}=-\frac{\partial K}{\partial \gamma}
$$

that $J$ then becomes an "invariant" to successively higher order.

To eliminate the coordinate dependence in $K_{3}(\gamma, J, t)$, we introduce a generating function which is the sum of two parts: the first part gives the identity transformation, while the second part contains the same harmonic content as $K_{3}$. Thus, the generating function $W$ is written as
$W(\gamma, \bar{J}, t)=\gamma \bar{J}+\left[W_{3}(t) e^{3 i \gamma}+W_{1}(t) e^{i \gamma}+\right.$ c.c. $](2 \bar{J})^{3 / 2}$
The relationship between the old and new coordinates is

$$
\begin{align*}
& J=\frac{\partial W}{\partial \gamma}=\bar{J}+\left[3 i W_{3} e^{3 i \gamma}+i W_{1} e^{i \gamma}+\text { c.c. }\right](2 \bar{J})^{3 / 2}  \tag{4.7}\\
& \bar{\gamma}=\frac{\partial W}{\partial \bar{J}}=\gamma+3\left[W_{3} e^{3 i \gamma}+W_{1} e^{i \gamma}+\text { c.c. }\right](2 \bar{J})^{1 / 2} \tag{4.8}
\end{align*}
$$

while the new Hamiltonian is found through

$$
\begin{equation*}
\bar{K}(\bar{\gamma}, \bar{J}, t)=\left.K(\gamma, J, t)\right|_{\bar{\gamma}, \bar{J}}+\left.\frac{\partial W(\gamma, \bar{J}, t)}{\partial t}\right|_{\bar{\gamma}, \bar{J}} \tag{4.9}
\end{equation*}
$$

The tedious part of this calculation is inverting Eq. (4.8) to obtain

$$
\begin{equation*}
\gamma=\gamma(\bar{\gamma}, \bar{J}, t) \tag{4.10}
\end{equation*}
$$

This exercise is carried out in Appendix C. Substituting from Eqs. (4.7) and (4.10) into Eq. (4.9), the new Hamiltonian becomes
$\bar{K}(\bar{\gamma}, \bar{J}, t)=\Omega \bar{J}+2\left(\dot{\sigma}_{1}+\Omega \sigma_{2}+\beta_{1}\right)(2 \bar{J})^{3 / 2}+\cdots$,
where $\sigma_{k}$ and $\beta_{k}$ are defined by

$$
\begin{align*}
\sigma_{k} & =\operatorname{Re}\left[(3 i)^{k-1} W_{3} e^{3 i \bar{\gamma}}+i^{k-1} W_{1} e^{i \bar{\gamma}}\right]  \tag{4.12}\\
\beta_{k} & =\operatorname{Re}\left[(3 i)^{k-1} K_{33} e^{3 i \bar{\gamma}}+i^{k-1} K_{31} e^{i \bar{\gamma}}\right] \tag{4.13}
\end{align*}
$$

In the above expressions, $\operatorname{Re}$ denotes the real part of the bracketed quantity.

Now, in order to eliminate the coordinate in the Hamiltonjan at the order $\bar{J}^{3 / 2}$, the as yet unspecified functions $W_{1}$ and $W_{3}$ in the generating function must be chosen appropriately. In effect, we average the $\bar{J}^{3 / 2}$ term over the coordinate $\bar{\gamma}$. The coefficient of the $\bar{J}^{3 / 2}$ term is

$$
\begin{align*}
\bar{K}_{3}(\bar{\gamma}, t)= & 2 \operatorname{Re}\left\{\left[\dot{W}_{3}(t)+3 i \Omega(t) W_{3}(t)+K_{33}(t)\right] e^{3 i \bar{\gamma}}\right. \\
& \left.+\left[\dot{W}_{1}(t)+i \Omega(t) W_{1}(t)+K_{31}(t)\right] e^{i \bar{\gamma}}\right\} . \tag{4.14}
\end{align*}
$$

It is obvious from Eq. (4.14) that the average of $\bar{K}_{3}(\bar{\gamma}, t)$ over $\bar{\gamma}$ is zero. We choose $W_{3}(t)$ and $W_{1}(t)$ such that

$$
\begin{align*}
& \dot{W}_{3}(t)+3 i \Omega(t) W_{3}(t)+K_{33}(t)=0  \tag{4.15}\\
& \dot{W}_{1}(t)+i \Omega(t) W_{1}(t)+K_{31}(t)=0 \tag{4.16}
\end{align*}
$$

In Eqs. (4.15) and (4.16), $\Omega, K_{33}$, and $K_{31}$ are to be looked upon as known periodic functions of $t$. Equations (4.15) and (4.16) are special cases of the general equation

$$
\begin{equation*}
\dot{W}_{l}(t)+i l \Omega(t) W_{l}(t)+K_{n l}(t)=0 \tag{4.17}
\end{equation*}
$$

Equation (4.17) arises in fourth- and higher-order calculations as well. Therefore, we develop periodic solutions for $W_{l}$ and specialize the results to particular values of $l$ as needed.

The first step is to decompose $\Omega$ into an average part plus a fluctuation part

$$
\begin{equation*}
\Omega=\bar{\Omega}+\widetilde{\Omega} \tag{4.18}
\end{equation*}
$$

where $\bar{\Omega}$ is defined to be

$$
\begin{equation*}
\bar{\Omega}=\frac{1}{T} \int_{0}^{T} d t \Omega(t) \tag{4.19}
\end{equation*}
$$

and $\widetilde{\Omega}$ is the difference between $\Omega$ and $\bar{\Omega}$. In Eq. (4.19), $T$ is the total arc length of the magnetic axis. We define $\widehat{\Omega}$ to be

$$
\widehat{\Omega}(t)=\int^{t} d t^{\prime} \widetilde{\Omega}\left(t^{\prime}\right)
$$

With these definitions, Eq. (4.17) becomes

$$
\begin{align*}
W_{l}(t)= & \exp [-i l(\bar{\Omega} t+\hat{\Omega})] \\
& \times\left\{C_{l l}-\int^{t} d t^{\prime} K_{n l}\left(t^{\prime}\right) \exp \left[i l\left(\bar{\Omega} t^{\prime}+\hat{\Omega}\left(t^{\prime}\right)\right)\right]\right\} \tag{4.20}
\end{align*}
$$

Here, $C_{l l}$ is a constant of integration while $K_{n l}$ and $e^{i \hat{\Omega}}$ are periodic functions of $t$ with period $T$. Since the product of periodic functions is itself periodic, the product $K_{n} e^{i \hat{\Omega}}$ may be expanded in a Fourier series. We have

$$
\begin{equation*}
K_{n l}(t) \exp [i l \hat{\Omega}(t)]=\sum_{m} \lambda_{l m} \exp \left[i \frac{2 \pi m}{T} t\right] \tag{4.21}
\end{equation*}
$$

where $\lambda_{l m}$ is

$$
\lambda_{l m}=\frac{1}{T} \int_{0}^{T} d t K_{n l}(t) \exp [i l \hat{\Omega}(t)] \exp \left[-i \frac{2 \pi m}{T} t\right]
$$

The summation in Eq. (4.21) is from negative to positive infinity. With Eq. (4.21), Eq. (4.20) becomes

$$
\begin{align*}
W_{l}(t)= & \exp [-i l \hat{\Omega}(t)] \\
& \times\left\{C_{l l} e^{-i \bar{\Omega}_{t}}-\sum_{m} \lambda_{l m} \frac{\exp [i(2 \pi m / T) t]}{i(\bar{\Omega}+2 \pi m / T)}\right\} \tag{4.22}
\end{align*}
$$

We require that $W_{l}$ be periodic, i.e., $W_{l}(t+T)=W_{l}(t)$. It is evident from Eq. (4.22) that periodicity requires that

$$
\begin{equation*}
C_{l l}\left(e^{i \bar{\Omega} T}-1\right)=0 \tag{4.23}
\end{equation*}
$$

If $l \bar{\Omega} T \neq 2 n \pi$ for all integers $n$, then $C_{l}=0$ and the periodic solution for $W_{l}$ is

$$
\begin{equation*}
W_{l}(t)=i \exp [-i \hat{\Omega}(t)] \sum_{m} \lambda_{I m} \frac{\exp [i(2 \pi m / T) t]}{\bar{\Omega}+2 \pi m / T} \tag{4.24a}
\end{equation*}
$$

If $\hat{\Omega} T=2 n \pi$ for some integer $n$, then a periodic solution for $W_{l}$ exists if and only if $\lambda_{l-n}$ is zero. The periodic solution is then

$$
\begin{equation*}
W_{l}(t)=i \exp [-i l \hat{\Omega}(t)] \sum_{m}^{\prime} \lambda_{l m} \frac{\exp [i(2 \pi m / T) t]}{\bar{l}+2 \pi m / T} \tag{4.24b}
\end{equation*}
$$

where the primed summation excludes $m=-n$. For simplicity, $C_{l l}$ has been set equal to zero in Eq. (4.24b).

The solution for the generating functions $W_{3}$ and $W_{1}$ are obtained from either Eq. (4.24a) or (4.24b) (depending on the value of the quantity $\bar{\Omega} T$ ), with $l$ set equal to 3 and 1 , respectively. We note in passing that although Eq. (4.24a) is a valid solution for $\bar{\Omega} T \neq 2 n \pi$, there may exist terms in the summation that are arbitrarily large. This point will be examined more closely in Sec. V.

To complete the transformation from $\gamma, J, t$ to $\bar{\gamma}, \bar{J}, t$, $\bar{K}(\bar{\gamma}, \bar{J}, t)$ is to be computed. With the solutions for $W_{3}$ and $W_{1}$ from Eq. (4.24), Eq. (4.11) becomes

$$
\begin{equation*}
\bar{K}(\bar{\gamma}, \bar{J}, t)=\Omega \bar{J}+2\left(6 \beta_{1} \sigma_{2}+\chi_{1}+K_{40}\right)(2 \bar{J})^{2}+\cdots \tag{4.25}
\end{equation*}
$$

In Eq. (4.25), $\sigma_{2}$ and $\beta_{1}$ are obtained from Eqs. (4.12) and (4.13), respectively, while $\chi_{1}$ is obtained from Eq. (4.26) by setting $k$ equal to unity:

$$
\begin{equation*}
\chi_{k}=\operatorname{Re}\left[(2 i)^{k-1} K_{44} e^{4 i \bar{\gamma}}+i^{k-1} K_{42} e^{2 i \bar{\gamma}}\right] . \tag{4.26}
\end{equation*}
$$

It is apparent from Eq. (4.25) that

$$
\frac{d \bar{J}}{d t}=0+\mathscr{O}\left(\bar{J}^{2}\right)
$$

Since $\bar{J}$ is proportional to $\rho^{2}, \bar{J}$ is invariant through third order in $\rho . \bar{J}$ can be written in terms of $\gamma, J$, and $t$ by inverting Eq. (4.7). The inversion, which is carried out in Appendix C, yields the result

$$
\begin{equation*}
\bar{J}=J-2 \bar{\sigma}_{2}(2 J)^{3 / 2}+12 \bar{\sigma}_{2}^{2}(2 J)^{2}-84 \bar{\sigma}_{2}^{3}(2 J)^{5 / 2}+\cdots, \tag{4.27}
\end{equation*}
$$

where $\bar{\sigma}_{2}$ is defined to be

$$
\bar{\sigma}_{2}=\operatorname{Re}\left(3 i W_{3} e^{3 i \gamma}+i W_{1} e^{i \gamma}\right) .
$$

## B. Invariance to fourth order in $\rho$

To identify the fourth-order invariant, a canonical transformation will be constructed in order to displace the coordinate dependence in the Hamiltonian to the next higher order in the expansion. The first step is to rewrite Eq. (4.25) so as to reveal the harmonic constituency in the coordinate. The result is

$$
\begin{align*}
\bar{K}(\bar{\gamma}, \bar{J}, t)= & \Omega \bar{J}+\left[\bar{K}_{46} e^{6 i \bar{\gamma}}+\bar{K}_{44} e^{4 i \bar{\gamma}}+\bar{K}_{42} e^{2 i \bar{\gamma}}\right. \\
& \left.+\bar{K}_{40}+\text { c.c. }\right](2 \bar{J})^{2}+\mathscr{O}\left(\bar{J}^{5 / 2}\right), \tag{4.28}
\end{align*}
$$

where the functions $\bar{K}_{n i}(t)$ are written out explicitly in Appendix $A$. The canonical transformation to be constructed will take the old variables $\bar{\gamma}, \bar{J}, t$ into the new variables $\tilde{\gamma}, \tilde{J}, t$. The appropriate generating function should contain the second, fourth, and sixth harmonics in the coordinate to eliminate the coordinate dependence in the $\bar{J}^{2}$ term. Therefore, we write
$\tilde{W}(\bar{\gamma}, \tilde{J}, t)=\bar{\gamma} \tilde{J}+\left(W_{6} e^{6 i \bar{\gamma}}+W_{4} e^{4 i \bar{\gamma}}+W_{2} e^{2 \bar{\gamma}}+\right.$ c.c. $)(2 \tilde{J})^{2}$.

The old variables are related to the new ones via the following equations:

$$
\begin{align*}
& \begin{array}{l}
\bar{J}= \\
= \\
\partial \tilde{W} \\
\partial \bar{\gamma}
\end{array} \tilde{J}+\left(6 i W_{6} e^{6 i \bar{\gamma}}+4 i W_{4} e^{4 \bar{\gamma}}\right. \\
&\left.+2 i W_{2} e^{2 \bar{\gamma} \bar{\gamma}}+\text { c.c. }\right)(2 \tilde{J})^{2},  \tag{4.30}\\
& \tilde{\gamma}= \frac{\partial \widetilde{W}}{\partial \tilde{J}}=\bar{\gamma}+4\left(W_{6} e^{6 i \bar{\gamma}}+W_{4} e^{4 i \bar{\gamma}}+W_{2} e^{2 i \bar{\gamma}}+\text { c.c. }\right)(2 \tilde{J}) . \tag{4.31}
\end{align*}
$$

The new Hamiltonian $\widetilde{K}$ is computed from

$$
\begin{equation*}
\widetilde{K}(\tilde{\gamma}, \tilde{J}, t)=\left.\bar{K}(\bar{\gamma}, \bar{J}, t)\right|_{\tilde{\gamma}, \tilde{J}}+\left.\frac{\partial W(\bar{\gamma}, \tilde{J}, t)}{\partial t}\right|_{\tilde{\gamma}, \bar{J}} . \tag{4.32}
\end{equation*}
$$

To evaluate the right-hand side of Eq. (4.32), $\bar{\gamma}$ and $\bar{J}$ must be
written in terms of the new variables from Eqs. (4.30) and (4.31). The inversion procedure is similar to that used in Sec. IV A. Substituting these results into Eq. (4.32), we find

$$
\begin{align*}
\widetilde{K}(\tilde{\gamma}, \tilde{J}, t)= & \Omega \tilde{J}+2 \operatorname{Re}\left\{\left(\dot{W}_{6}+6 i \Omega W_{6}+\bar{K}_{46}\right) e^{6 i \tilde{\gamma}}\right. \\
& +\left(\dot{W}_{4}+4 i \Omega W_{4}+\bar{K}_{44}\right) e^{4 i \tilde{\gamma}} \\
& +\left(\dot{W}_{2}+2 i \Omega W_{2}+\bar{K}_{42}\right) \\
& \left.\times e^{2 i \tilde{\gamma}}+\bar{K}_{40}\right\}(2 \tilde{J})^{2}+\cdots . \tag{4.33}
\end{align*}
$$

The coordinate dependence is eliminated from the $\tilde{J}^{2}$ term in Eq. (4.33) if

$$
\begin{align*}
& \dot{W}_{6}(t)+6 i \Omega(t) W_{6}(t)+\bar{K}_{46}(t)=0,  \tag{4.34}\\
& \dot{W}_{4}(t)+4 i \Omega(t) W_{4}(t)+\bar{K}_{44}(t)=0,  \tag{4.35}\\
& \dot{W}_{2}(t)+2 i \Omega(t) W_{2}(t)+\bar{K}_{42}(t)=0 . \tag{4.36}
\end{align*}
$$

The solution of Eqs. (4.34)-(4.36) are obtained from Eq. (4.24) with $l$ set equal to 6,4 , and 2 , respectively. To complete the transformation from $\bar{\gamma}, \bar{J}, t$ to $\tilde{\gamma}, \tilde{J}, \mathrm{t}, \widetilde{K}(\tilde{\gamma}, \tilde{J}, t)$ is to be computed. Using Eq. (4.24), Eq. (4.33) becomes

$$
\begin{equation*}
\tilde{K}(\tilde{\gamma}, \tilde{J}, t)=\Omega \tilde{J}+2 \bar{K}_{40}(t)(2 \tilde{J})^{2}+\mathcal{O}\left(\tilde{J}^{5 / 2}\right) . \tag{4.37}
\end{equation*}
$$

The action $\tilde{J}$ is a fourth-order invariant since

$$
\frac{d \tilde{J}}{d t}=-\frac{\partial \widetilde{K}}{\partial \tilde{\gamma}}=0+\mathscr{O}\left(\tilde{J}^{5 / 2}\right)
$$

and $\tilde{J} \sim \rho^{2}$. Finally, $\tilde{J}$ is written in terms of $\bar{\gamma}, \bar{J}$, and $t$ from Eq. (4.30) as

$$
\begin{equation*}
\tilde{J}=\bar{J}-4 \bar{\xi}_{2}(2 \bar{J})^{2}+64 \bar{\xi}_{2}^{2}(2 \bar{J})^{3}+\cdots, \tag{4.38}
\end{equation*}
$$

where $\bar{\xi}_{2}$ is defined to be

$$
\bar{\xi}_{2} \equiv \operatorname{Re}\left[3 i W_{6} e^{6 i \bar{\gamma}}+2 i W_{4} e^{4 i \bar{\gamma}}+i W_{2} e^{2 i \bar{\gamma}}\right] .
$$

## C. Generalization of invariance to $n$th order

The method for preceeding to the fifth and higher orders is now apparent. Let $K^{(n)}$ denote the $n$th new Hamiltonian, where $n \geqslant 1$. In this notation, $K^{(1)}=K(\gamma, J, t)$ as given in Eq. (4.5), $K^{(2)}=\bar{K}(\bar{\gamma}, \bar{J}, t)$ as given in Eq. (4.11), and $K^{(3)}$ $=\widetilde{K}(\tilde{\gamma}, \tilde{J}, t)$ as given in Eq. (4.33). Let the corresponding canonical variables be denoted $J^{(n)}$ and $\gamma^{(n)}$. Now, suppose that we have succeeded in transforming away the $\gamma$ dependence in all terms through the $n / 2$ power of $J^{(n-1)}$. The Hamiltonian then has the form

$$
\begin{align*}
K^{(n-1)}= & \Omega J^{(n-1)}+\sum_{m=4} K_{m o}^{(n-1)}(t)\left[2 J^{(n-1)}\right]^{m / 2} \\
& +\sum_{l}\left[K_{n l}^{(n-2)}(t) \exp \left(i l \gamma^{(n-1)}\right)+\text { c.c. }\right] \\
& \times\left[2 J^{(n-1)}\right]^{(n+1) / 2}+\mathcal{O}\left[\left(J^{(n-1)}\right)^{(n+2) / 2}\right] \tag{4.39}
\end{align*}
$$

The first sum in Eq. (4.39) is over all even integers $m$ less than or equal to $n$, while the second sum is over all integers $l$ less than or equal to $n$ and having the same parity (even or odd) as $n$. A transformation to $n$ th-order variables is made by means of the generating function

$$
\begin{align*}
W= & J^{(n)} \gamma^{(n-1)}+\sum_{l}\left[W_{n l}(t) \exp \left(i l \gamma^{(n-1)}\right)+\text { c.c. }\right] \\
& \times\left(2 J^{(n)}\right)^{(n+1) / 2} . \tag{4.40}
\end{align*}
$$

Solving for the new coordinates from Eq. (4.40), and substituting into Eq. (4.39), the new Hamiltonian becomes

$$
\begin{align*}
K^{(n)}= & \Omega J^{(n)}+\sum_{m=4} K_{m o}^{(n)}(t)\left(2 J^{(n)}\right)^{m / 2} \\
& +\sum_{l}\left[\dot{W}_{n l}+i l \Omega W_{n l}\right. \\
& \left.+K_{n l}^{(n-1)}+\text { c.c. }\right]\left(2 J^{(n)}\right)^{(n+1) / 2} \\
& +\mathcal{O}\left[\left(J^{(n)}\right)^{(n+2) / 2}\right] . \tag{4.41}
\end{align*}
$$

If $l$ is not equal to zero, the corresponding term can be eliminated from the sum in Eq. (4.41) by requiring that $W_{n l}$ satisfy the differential equation

$$
\dot{W}_{n l}+i l \Omega W_{n l}+K_{n l}^{(n-1)}=0
$$

Elimination of the $l=0$ terms would result in secular terms in the transformation that increase linearly with time. ${ }^{11}$ Since $l$ and $n$ have the same parity, it is evident that the transformation given in Eq. (4.40) eliminates all terms of order $n$ when $n$ is odd, and eliminates all terms except that with $l=0$ when $n$ is even.

At this point, two primary objectives of this document have been met. An explicit representation of a Hamiltonian formulation of the lines of force has been displayed. In addition, a method of repeated canonical transformations to the Hamiltonian has been formulated and applied as a means of establishing approximate flux surfaces. Theoretically, the transformation procedure may be carried out to any desired order; however, in practice, its implementation may require computer assistance through an algebraic manipulator. To examine the existence of approximate flux surfaces, it is necessary to briefly discuss the generating functions and associated small denominators.

## V. RESONANT DENOMINATORS

In the canonical transformations, each generating function contains potentially resonant denominators. The action is written in terms of these generating functions, and thus will also contain potentially resonant terms. In the generating function $W=W(\gamma, \bar{J}, t)$ written out in Eq. (4.6), resonances occur when the quantity $\bar{\Omega} T$ satisfies either of the following conditions:

$$
\begin{align*}
& \bar{\Omega} T=m 2 \pi  \tag{5.1a}\\
& \bar{\Omega} T=m 2 \pi / 3 \tag{5.1b}
\end{align*}
$$

In Eqs. (5.1a) and (5.1b), $m$ is any integer. In the generating function $\widetilde{W}=\widetilde{W}(\bar{\gamma}, \tilde{J}, t)$ written in Eq. (4.29), resonances occur if

$$
\begin{align*}
& \bar{\Omega} T=m \pi,  \tag{5.2a}\\
& \bar{\Omega} T=m \pi / 2,  \tag{5.2b}\\
& \bar{\Omega} T=m \pi / 3 . \tag{5.2c}
\end{align*}
$$

We can predict that the next-order generating function will have a vanishing denominator if

$$
\begin{equation*}
\bar{\Omega} T=m 2 \pi / l \tag{5.3}
\end{equation*}
$$

where $l=1,3,5,7$. Generalization to higher order is now apparent.

Vanishing denominators is inherent in the method of expanding in powers of $\rho$, but does not preclude the existence of toroidal surfaces. It is possible to have a configuration which exhibits several new magnetic axes that encircle the general system of toroidal surfaces. The appearance of the small denominators found in Eqs. (5.1) and (5.2) is associated with the fact that the lower-order term in the expansion of the pressure in powers of $\rho$ has been taken to be quadratic; in the general case, the expansion can start with terms of still higher order. To achieve minimal regions of islands and stochastic field lines in a plasma confinement configuration, the equilibrium fields should be constructed such that the numerators corresponding to arbitrarily small denominators in the generating function vanish. In effect, such fields lead to optimal confinement configurations. The ability to attain these fields computationally and experimentally are matters yet to be investigated.

We briefly mention developments of expansion procedures to at least stave off the singularity to higher order in the expansion. The methods are part of the concept of renormalization. The resonances we find can be put off to higher order by renormalizing the pressure such that the expansion procedure begins at a higher power of $\rho$. This method has been applied to magnetic fields in a vacuum ${ }^{14}$ (where a flux function was renormalized as opposed to the pressure). Another type of renormalization is that of accelerated convergence. ${ }^{18}$ In this procedure, the expansions are developed in terms of special functions, instead of a single parameter, which permit more rapid convergence. In Hamiltonian systems, renormalization techniques yield solutions that converge in certain regions of phase space to actual solutions for motion taken over finite but long periods of time. ${ }^{19}$ Furthermore, the solutions can in some cases closely approximate the motion within a prescribed course graining of the phase space for arbitrarily long times. This latter result is due to the actual convergence of certain so-called KAM series solutions. In summary, renormalization techniques may be applicable for treating the potential resonances appearing in the series solutions.

## VI. DISCUSSION AND CONCLUSIONS

A method has been devised to investigate the existence of magnetic surfaces and MHD plasma equilibria in 3-D toroidal geometry. Expanding the contravariant components of the magnetic field and scalar pressure in distance $\rho$ from the magnetic axis, a 1-D Hamiltonian for the lines of force was written out explicitly. A method of repeated canonical transformation was then formulated and applied to displace the coordinate dependence in the Hamiltonian to higher order in the expansion parameter. The result of this procedure was the identification of an adiabatic invariant, which was shown to correspond to pressure in the equilibrium problem. The invariant, contained in part in Eq. (4.38), is valid through fourth order in $\rho$. Arising in each successive canonical transformation was found a series of potentially resonant denominators. These potential resonances were identified, and their meaning discussed.

With the procedure outlined in Sec. IV C, an invariant to the Hamiltonian could in principle be obtained through
any desired order in $\rho$. Each canonical transformation effectively determines the solution of another coefficient $\eta_{i}$ in the pressure series expansion. An exact solution to the equilibrium equations [Eqs. (1.4) and (1.5)] using the expansion series [Eqs. (2.1)-(2.4)] entails, first, finding iterated solutions for $a_{n}, b_{n}, c_{n}$, and $\eta_{n}$, and, second, showing that each series converges. Establishing an exact solution appears to be a very arduous task. In principle, arriving at iterated solutions is possible although the complexity of their representations grows rapidly as $n$ increases. ${ }^{7,15}$ The existence of small denominators in the expansion coefficients however, places series convergence in jeopardy. Resonances will eventually occur in the series expansions if the quantity $\bar{\Omega} T / 2 \pi$ is a rational number [see Eq. (5.3)]. Only if $\bar{\Omega} T / 2 \pi$ is sufficiently irrational is there hope for series convergence. ${ }^{4,20}$ From Sec. III A, we recall that $\bar{\Omega} T$ is defined to be

$$
\bar{\Omega} T=\int_{0}^{T} d t \Omega(t)
$$

where $\Omega(t)=\sigma(t)^{-2}$, and $\sigma$ is governed by Eq. (4.2). An investigation into the evaluation of $\bar{\Omega} T / 2 \pi$ is currently under way, and the results will be reported in a later publication.

With series convergence in doubt, it behooves us to seek an alternative interpretation of these solutions. One possible interpretation is to classify them as asymptotic solutions. However, by the very definition of asymptotic solution, it is necessary to have already established the existence of exact solutions. ${ }^{21}$ A more practical use of the results of our analysis would be in defining a concept of approximate solution. Some justification for this statement is that the static, ideal MHD equilibrium model, described by Eqs. (1.1)-(1.3), is, at best, a crude approximation of the experimental plasma. We define an approximate solution to be a solution for which given some fixed number $M$, each series, truncated at order $N$, has the property that the ratio of the sum of the $N+1$ through $N+M$ terms to the $N$ th term vanish in the limit as $\rho \rightarrow 0$. Investigation of approximate solutions using the results of this analysis are also currently under study. The utility of this approximate-solution concept must be evaluated by how well an experimental plasma, near MHD equilibrium, conforms to this approximate state.

What has been accomplished in a global sense by this analysis is an explicit identification of criteria (via the resonant denominators) necessary to construct approximate flux surfaces. Freedom to satisfy these criteria, and freedom to create optimal configurations possessing minimal regions of islands and stochasticity, lies in the specification of free functions contained in the expressions for the pressure and magnetic field components. [The explicit appearance of free functions is contained, for example, in Eqs. (2.5)-(2.7).] The specification of these free functions will ultimately determine idealized pressure profiles, as well as idealized outer boundaries. To determine these relationships, the canonical transformation procedure must be carried out to such an order that the addition of one more order has negligible effect on the equilibrium configuration. With each transformation, there exists an increasing amount of algebra. Application of an algebraic manipulator will be necessary. An alternative transformation procedure, utilizing Lie trans-
forms, may serve to reduce the complexity of the transformation equations.
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## APPENDIX A: EXPLICIT REPRESENTATIONS OF THE HAMILTONIANS

In this appendix, we list the Hamiltonians that appear in the text. Explicit representations are made for the quadratic, cubic, and quartic parts.

The constituents of the first Hamitonian are the expansion coefficients of the mangetic field components [see Eq. (2.39)]. From the governing equilibrium equations, the expansion coefficients $b_{n}$ and $c_{n}$ have the following structure ${ }^{15}$ :

$$
\begin{aligned}
& b_{n}(\theta, s)=\sum_{l=l_{0}}^{n+2} b_{n l c}(s) \cos l \theta+b_{n l s}(s) \sin l \theta \\
& c_{n}(\theta, s)=\sum_{l=l_{0}}^{n} c_{n l c}(s) \cos l \theta+c_{n l s}(s) \sin l \theta
\end{aligned}
$$

In the summations, $l_{0}=0(1)$ if $n$ is even (odd). For the zeroth harmonic $l_{0}=0$, we drop the subscript $c$. Thus $b_{0}(\theta, s)$ is written as

$$
b_{0}(\theta, s)=b_{00}(s)+b_{02 c}(s) \cos 2 \theta+b_{02 s}(s) \sin 2 \theta
$$

The $b_{n n+2 c}$ and $b_{n n+2 s}$ coefficients are arbitrary periodic functions of $s$; they may be evaluated by specifying the shape of the outer boundary. The coefficients $c_{n / c}$ and $c_{n / s}$ are functions of $b_{n l c}, b_{n l s} \tau, k, j$, and $c_{0}$.

The Hamiltonian $H(x, \bar{p}, t)$ appears in Eq. (3.4). It can be written as
$H(x, \bar{p}, t)=H_{2}(x, \bar{p}, t)+H_{3}(x, \bar{p}, t)+H_{4}(x, \bar{p}, t)+\cdots$,
where

$$
\begin{equation*}
H_{n}(x, \bar{p}, t)=\frac{1}{n} c_{0}^{-n / 2} \sum_{t=0}^{n} h_{n l}\left(t \bar{p}^{t} x^{n-t} .\right. \tag{A1}
\end{equation*}
$$

The functions $h_{n l}$ are
$h_{20}=b_{00}-b_{02 c}$,
$h_{21}=2 b_{02 s}$,
$h_{22}=b_{00}+b_{02 c}$,
$h_{30}=b_{11 s}-b_{13 s}$,
$h_{31}=-3 b_{13 c}+b_{11 c}+2 k\left(b_{02 c}-b_{00}\right)$,
$h_{32}=3 b_{13 s}+b_{11 s}-4 k b_{02 s}$,
$h_{33}=b_{13 c}+b_{11 c}-2 k\left(b_{00}+b_{02 c}\right)$,
$h_{40}=b_{24 c}-b_{22 c}+b_{20}+\left(1 / c_{0}\right)\left(b_{02 c}-b_{00}\right)\left(c_{20}-c_{22 c}\right)$,
$h_{41}=-4 b_{24 s}+2 b_{22 s}+\frac{7}{3} k b_{13 s}-\frac{7}{3} k b_{11 s}$
$+\left(2 / c_{0}\right)\left[c_{22 s}\left(b_{02 c}-b_{00}\right)+b_{02 s}\left(c_{22 c}-c_{20}\right)\right]$,
$h_{42}=-3 b_{24 c}+2 b_{20}+7 k b_{13 c}-\frac{7}{3} k b_{11 c}$

$$
\begin{aligned}
& +\frac{14}{3} k^{2}\left(b_{00}-b_{02 c}\right)+\left(2 / c_{0}\right)\left(c_{22 c} b_{02 c}\right. \\
& \left.-2 c_{22 s} b_{02 s}-c_{20} b_{00}\right), \\
h_{43}= & 4 b_{24 \mathrm{~s}}+2 b_{22 s}-7 k b_{13 s}-\frac{7}{3} k b_{11 s}+\frac{28}{3} k^{2} b_{02 s} \\
& -\left(2 / c_{0}\right)\left[c_{22 s}\left(b_{02 c}+b_{00}\right)+b_{02 s}\left(c_{20}+c_{22 c}\right)\right], \\
h_{44}= & b_{24 c}+b_{22 c}+b_{20}-\frac{7}{3} k\left(b_{13 c}+b_{11 c}\right) \\
& -\left(1 / c_{0}\right)\left(c_{20}+c_{22 c}\right)\left(b_{00}+b_{02 c}\right)+\frac{14}{3} k^{2}\left(b_{00}+b_{02 c}\right) .
\end{aligned}
$$

The Hamiltonian $K(X, P, t)$ appears in Eq. (4.3). It is written as
where the constants $\alpha_{n l m}$ have the following values:
$\alpha_{300}=-\frac{1}{24}$,
$\alpha_{301}=\frac{1}{4}$,
$\alpha_{302}=-\frac{1}{2}$,
$\alpha_{310}=\frac{1}{4}$,

$$
\alpha_{311}=-1,
$$

$$
\begin{aligned}
& \alpha_{311}=-1 \\
& \alpha_{321}=1,
\end{aligned}
$$

$$
\alpha_{312}=1,
$$

$\alpha_{320}=-\frac{1}{2}$,
$\alpha_{321}=1$,
$\alpha_{330}=\frac{1}{3}$,
$\alpha_{400}=\frac{1}{64}$,
$\alpha_{401}-\frac{1}{8}$,

$$
\alpha_{410}=-\frac{1}{8},
$$

$$
\alpha_{420}=\frac{3}{8},
$$

$$
\alpha_{411}=\frac{3}{7},
$$

$$
\begin{aligned}
& \alpha_{402}=\frac{3}{8}, \\
& \alpha_{412}=-\frac{3}{2}, \\
& \alpha_{422}=\frac{3}{2},
\end{aligned}
$$

$\alpha_{430}=-\frac{1}{2}$,

$$
\alpha_{431}=1 \text {, }
$$

$$
\alpha_{440}=\frac{1}{4} .
$$

The Hamiltonian $K(\gamma, J, t)$ appears in Eq. (4.5). It is written as

$$
\begin{equation*}
K(\gamma, J, t)=K_{2}(J, t)+K_{3}(\gamma, J, t)+K_{4}(\gamma, J, t)+\cdots, \tag{A4}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{2}(J, t)=\Omega J,  \tag{A5a}\\
& K_{3}(\gamma, J, t)=\left\{\frac{1}{24}\left[k_{33}-3 k_{31}+i\left(k_{30}-3 k_{32}\right)\right] e^{3 i \gamma}\right. \\
&+\frac{1}{8}\left[k_{33}+k_{31}-i\left(k_{30}+k_{32}\right)\right] e^{i \gamma} \\
&+ \text { c.c. }\}(2 J)^{3 / 2},  \tag{A5b}\\
& K_{4}(\gamma, J, t)=\left\{\left[\frac{1}{64}\left(k_{44}-6 k_{42}+k_{40}\right)+(i / 16)\right.\right. \\
&\left.\times\left(k_{41}-k_{43}\right)\right] e^{4 i \gamma} \\
&+\left[\frac{1}{8}\left(k_{44}-k_{40}\right)-(i / 8)\left(k_{43}+k_{41}\right)\right] e^{2 i \gamma} \\
&\left.+\frac{3}{64}\left(k_{44}+2 k_{42}+k_{40}\right)+\text { c.c. }\right\}(2 J)^{2} . \tag{A5c}
\end{align*}
$$

In Eqs. (A5b) and (A5c), c.c. stands for the complex conjugate of all preceding terms.

The Hamiltonian $\bar{K}(\bar{\gamma}, \bar{J}, t)$ appears in Eq. (4.28). It is written as

$$
\begin{align*}
\bar{K}(\bar{\gamma}, \bar{J}, t)= & \Omega \bar{J}+\left[\bar{K}_{46}(t) e^{6 i \bar{\gamma}}+\bar{K}_{44}(t) e^{4 \bar{\gamma}}+\bar{K}_{42}(t) e^{2 i \bar{\gamma}}\right. \\
& \left.+\bar{K}_{40}(t)+\text { c.c. }\right](2 \bar{J})^{2}+\cdots, \tag{A6}
\end{align*}
$$

where

$$
\begin{aligned}
\bar{K}_{46}= & 3\left[\operatorname{Re} K_{33} \operatorname{Re} 3 i W_{3}-\operatorname{Im} K_{33} \operatorname{Im} 3 i W_{3}\right. \\
& \left.+i\left(\operatorname{Re} K_{33} \operatorname{Im} 3 i W_{3}+\operatorname{Re} 3 i W_{3} \operatorname{Im} K_{33}\right)\right], \\
\bar{K}_{44}= & 3\left[\operatorname{Re} K_{33} \operatorname{Re} i W_{1}+\operatorname{Re} K_{31} \operatorname{Re} 3 i W_{3}\right. \\
& -\operatorname{Im} K_{33} \operatorname{Im} i W_{1}-\operatorname{Im} K_{31} \operatorname{Im} 3 i W_{3}
\end{aligned}
$$

$K(X, P, t)=K_{2}(X, P, t)+K_{3}(X, P, t)+K_{4}(X, P, t)+\cdots$, where

$$
K_{n}=\sum_{l=0}^{n} k_{n l}(t) P^{\prime} X^{n-l}
$$

The functions $k_{n t}$ are

$$
\begin{align*}
k_{20}= & \Omega / 2, \quad k_{21}=0, \quad k_{22}=\Omega / 2, \\
k_{n l}= & \Omega^{l-n / 2} \sum_{m=0}^{n-1} \alpha_{n l m} h_{n n-m} h_{22}^{m-n / 2}  \tag{A3}\\
& \times\left(2 h_{21}-\dot{h}_{22} / h_{22}+\dot{\Omega} / \Omega\right)^{n-l-m}, \quad n>3,
\end{align*}
$$

$$
\alpha_{303}=\frac{1}{3},
$$

$$
\begin{array}{ll}
\alpha_{403}=-\frac{1}{2}, & \alpha_{404}=\frac{1}{4} \\
\alpha_{413}=1,
\end{array}
$$

$$
\begin{aligned}
& +i\left(\operatorname{Re} K_{33} \operatorname{Im} i W_{1}+\operatorname{Re} K_{31} \operatorname{Im} 3 i W_{3}\right. \\
& \left.\left.+\operatorname{Re} 3 i W_{3} \operatorname{Im} K_{31}+\operatorname{Re} i W_{1} \operatorname{Im} K_{33}\right)\right]+K_{44}, \\
\bar{K}_{42}= & 3\left[\operatorname{Re} K_{33} \operatorname{Re} i W_{1}+\operatorname{Re} K_{31} \operatorname{Re} 3 i W_{3}\right. \\
& +\operatorname{Re} K_{31} \operatorname{Re} i W_{1}+\operatorname{Im} K_{33} \operatorname{Im} i W_{1} \\
& +\operatorname{Im} K_{31} \operatorname{Im} 3 i W_{3}-\operatorname{Im} K_{31} \operatorname{Im} i W_{1} \\
& -i\left(\operatorname{Re} K_{33} \operatorname{Im} i W_{1}+\operatorname{Re} 3 i W_{3} \operatorname{Im} K_{31}\right. \\
& -\operatorname{Re} K_{31} \operatorname{Im} 3 i W_{3}-\operatorname{Re} i W_{1} \operatorname{Im} K_{33} \\
& \left.\left.-\operatorname{Re} K_{31} \operatorname{Im} i W_{1}-\operatorname{Re} i W_{1} \operatorname{Im} K_{31}\right)\right]+K_{42}, \\
\bar{K}_{40}= & 3\left[\operatorname{Re} K_{33} \operatorname{Re} 3 i W_{3}+\operatorname{Im} K_{33} \operatorname{Im} 3 i W_{3}\right. \\
& \left.+\operatorname{Re} K_{31} \operatorname{Re} i W_{1}+\operatorname{Im} K_{31} \operatorname{Im} i W_{1}\right]+K_{40} .
\end{aligned}
$$

In the above expressions, $K_{n I}$ contains the terms in $K_{n}(\gamma, J, t)$ multiplying $e^{i l \gamma}$. Here, Re and Im denote the real and imaginary part, respectively.

Finally, $\tilde{K}(\tilde{\gamma}, \tilde{J}, t)$ is the Hamiltonian appearing in Eq. (4.37). It is written as

$$
\begin{equation*}
\widetilde{K}(\tilde{\gamma}, \widetilde{J}, t)=\Omega \tilde{J}+\bar{K}_{40}(t)(2 \tilde{J})^{2}+\cdots . \tag{A7}
\end{equation*}
$$

## APPENDIX B: TRANSFORMATION OF A QUADRATIC HAMILTONIAN

The objective of this appendix is to find a canonical transformation which takes the Hamiltonian

$$
\begin{equation*}
H(x, \bar{p}, t)=\frac{1}{2} f(t) \bar{p}^{2}+g(t) \bar{p} x+\frac{1}{2} h(t) x^{2} \tag{B1}
\end{equation*}
$$

into

$$
\begin{equation*}
K(X, P, t)=\left(1 / 2 \sigma^{2}\right)\left(X^{2}+P^{2}\right) . \tag{B2}
\end{equation*}
$$

In Eq. (B2), $\sigma$ is a function of time. Hamilton's equations, for the respective Hamiltonians, read

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{x} \\
\dot{\bar{p}}
\end{array}\right]=\left[\begin{array}{cc}
g & f \\
-h & -g
\end{array}\right]\left[\begin{array}{l}
x \\
\vec{p}
\end{array}\right]}  \tag{B3}\\
& {\left[\begin{array}{l}
\dot{X} \\
\dot{P}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 / \sigma^{2} \\
-1 / \sigma^{2} & 0
\end{array}\right]\left[\begin{array}{l}
X \\
P
\end{array}\right] .} \tag{B4}
\end{align*}
$$

The transformation equation from $(x, \bar{p}, t)$ to $(X, P, t)$ is written as

$$
\left[\begin{array}{l}
X  \tag{B5}\\
P
\end{array}\right]=\left[\begin{array}{ll}
y_{1} & y_{2} \\
y_{3} & y_{4}
\end{array}\right]\left[\begin{array}{l}
x \\
\bar{p}
\end{array}\right]
$$

Taking the time derivative of Eq. (B5), and substituting from Eqs. (B3) and (B4), the governing equations for the transformation functions $y_{i}$ are obtained. They are

$$
\begin{align*}
{\left[\begin{array}{ll}
\dot{y}_{1} & \dot{y}_{2} \\
\dot{y}_{3} & \dot{y}_{4}
\end{array}\right]=} & -\left[\begin{array}{ll}
y_{1} & y_{2} \\
y_{3} & y_{4}
\end{array}\right]\left[\begin{array}{cc}
g & f \\
-h & -f
\end{array}\right] \\
& +\left[\begin{array}{cc}
0 & 1 / \sigma^{2} \\
-1 / \sigma^{2} & 0
\end{array}\right]\left[\begin{array}{ll}
y_{1} & y_{2} \\
y_{3} & y_{4}
\end{array}\right] \tag{B6}
\end{align*}
$$

A solution of this set of equations is

$$
\left[\begin{array}{ll}
y_{1} & y_{2}  \tag{B7}\\
y_{3} & y_{4}
\end{array}\right]=\left[\begin{array}{c}
f^{-1 / 2} \sigma^{-1} \\
\sigma f^{-1 / 2}(g-\dot{f} / 2 f-\dot{\sigma})
\end{array}\right]\left[\begin{array}{c}
0 \\
\sqrt{f} \sigma
\end{array}\right]
$$

where $\sigma$ satisfies

$$
\begin{equation*}
\ddot{\sigma}+\left(f h-g^{2}-\dot{g}+\frac{1}{2} \frac{\ddot{f}}{f}-\frac{3}{4} \frac{\dot{f}^{2}}{f^{2}}+\frac{\dot{f}}{f} g\right) \sigma=\frac{1}{\sigma^{3}} \tag{B8}
\end{equation*}
$$

Solutions to Eq. (B8) are discussed in Ref. 16. The transformation defined by Eqs. (B5) and (B7) is canonical as the Poisson bracket of $X, P$ is unity.

## APPENDIX C: INVERSION OF CANONICAL COORDINATES

In this appendix, we invert Eqs. (4.7) and (4.8) to obtain $\bar{J}=\bar{J}(\gamma, J, t)$ and $\gamma=\gamma(\bar{\gamma}, \bar{J}, t)$. Equation (4.7), which reads

$$
\begin{equation*}
J=\bar{J}+\left[3 i W_{3}(t) e^{3 i \gamma}+i W_{1} e^{i \gamma}+\text { c.c. }\right](2 \bar{J})^{3 / 2} \tag{C1}
\end{equation*}
$$

is inverted as follows. First, $\bar{J}$ is expanded in half-powers of $J$ beginning with the first power of $J$ :

$$
\begin{equation*}
\bar{J}=J+\lambda_{1}(2 J)^{3 / 2}+\lambda_{2}(2 J)^{2}+\lambda_{3}(2 J)^{5 / 2}+\cdots \tag{C2}
\end{equation*}
$$

Then substituting Eq. (C2) into Eq. (C1) and collecting terms in equal powers of $J$, we have

$$
\begin{align*}
\bar{J}(\gamma, J, t)= & J-2 \bar{\sigma}_{2}(2 J)^{3 / 2}+12 \bar{\sigma}_{2}^{2}(2 J)^{2} \\
& -84 \bar{\sigma}_{2}^{3}(2 J)^{5 / 2}+\cdots \tag{C3}
\end{align*}
$$

where $\bar{\sigma}_{2}$ is defined to be

$$
\begin{equation*}
\bar{\sigma}_{2}=\operatorname{Re}\left(3 i W_{3} e^{3 i \gamma}+i W_{1} e^{i \gamma}\right) \tag{C4}
\end{equation*}
$$

Thus, the inversion of Eq. (4.7) has been completed. The inversion of Eq. (4.8) is somewhat more involved.

Equation (4.8) is written

$$
\begin{equation*}
\bar{\gamma}=\gamma+3\left[W_{3}(t) e^{3 i \gamma}+W_{1} e^{i \gamma}+\text { c.c. }\right](2 \bar{J})^{1 / 2} \tag{C5}
\end{equation*}
$$

Now $\gamma$ is expanded formally in powers of $(2 \bar{J})^{1 / 2}$ :

$$
\begin{equation*}
\gamma=\bar{\gamma}+\phi_{1}(2 \bar{J})^{1 / 2}+\phi_{2}(2 \bar{J})+\phi_{3}(2 \bar{J})^{3 / 2}+\cdots \tag{C6}
\end{equation*}
$$

In Eq. (C6) the $\phi_{i}$ ' $s$ are functions of $\bar{\gamma}$ and $t$. Equation (C6) is substituted into Eq. (C5), with each of the exponentials expanded in a power series. Terms are then gathered in equal powers of $\bar{J}$. The results through order $\bar{J}^{3 / 2}$ are

$$
\begin{aligned}
& \phi_{1}=-6 \sigma_{1}, \\
& \phi_{2}=-36 \sigma_{1} \sigma_{2} \\
& \phi_{3}=108 \sigma_{1} \sigma_{3}+216 \sigma_{1} \sigma_{2}^{2},
\end{aligned}
$$

where $\sigma_{k}=\operatorname{Re}\left[(3 i)^{k-1} W_{3} e^{3 i \bar{\gamma}}+i^{k-1} W_{1} e^{i \bar{\gamma}}\right]$.

[^24] 89.
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#### Abstract

It is shown that the plane rotations allowed for $d$-dimensional discrete lattices are independent of the dimension $d$ and given by the $n$-fold rotations $C_{n}$ with $n=2,3,4$, and 6 . The formalism is then applied to formulate the general analytical expressions of the Bravais lattices for three dimensions.


## I. INTRODUCTION

Let $V^{(d)}$ be a $d$-dimensional vector space. Then it has been shown by the author ${ }^{1}$ that a plane rotation in $V^{(d)}$ can be described by an infinitesimal plane rotation $\omega$ in a form which is free from the dimension $d$. Using this form, we shall first show that the allowed plane rotations for a discrete latice $L^{(d)}$ (or a group of vectors) in $V^{(d)}$ are limited to the $n$ fold rotations with $n=2,3,4$, and 6 . This is a well-known result for $d=2$ or 3 . The proof is based on the eigenvalue problem of a projective symmetry operator which defines a lattice vector on the plane of rotation from an arbitrary lattice vector in $L^{(d)}$. We shall then show that the eigenvalue problem plays the essential role in providing the general analytical expressions for the well-known 14 Bravais lattices in $V^{(3)}$ in a straightforward manner. There exist many methods of constructing the Bravais lattices; however, the geometrical methods discussed by many workers ${ }^{2}$ and the matrix algebraic method introduced by Seitz ${ }^{3}$ are far more involved than the simple nature of the concept warrants.

## II. THE ALLOWED PLANE ROTATIONS FOR $L^{(0)}$

A plane rotation in a $d$-dimensional vector space $V^{(d)}$ is described by an infinitesimal plane rotation $\omega$ through an angle $\alpha$ as follows ${ }^{1}$ :

$$
\begin{align*}
R(\alpha \omega) & =\exp (\alpha \omega) \\
& =E+\omega \sin \alpha+\omega^{2}(1-\cos \alpha) \tag{1}
\end{align*}
$$

where $E$ is the unit tensor and $\omega$ is a skew-symmetric tensor which satisfies

$$
\begin{equation*}
\omega^{3}+\omega=0 \tag{2}
\end{equation*}
$$

This is the reduced characteristic equation of $\omega$ with three distinct roots, so that one can introduce three projection operators. ${ }^{1}$ For the present purpose we need only two projection operators defined by

$$
\begin{equation*}
-\omega^{2}, \quad 1+\omega^{2} \tag{3}
\end{equation*}
$$

which are mutually orthogonal. Let $x$ be an arbitrary vector in $V^{(d)}$. Then the projections of $x$ onto and normal to the $\omega$ plane are given by

$$
\begin{equation*}
x_{\|}=-\omega^{2} \cdot x, \quad x_{1}=\left(1+\omega^{2}\right) \cdot x \tag{4}
\end{equation*}
$$

respectively. If one can express these projection operators in terms of the symmetry operations of a given lattice, one can find the lattice vectors lying on the $\omega$ plane or perpendicular to the $\omega$ plane from an arbitrary lattice vector.

Let $L^{(d)}$ be a discrete lattice in $V^{(d)}$, and let us write for a plane rotation which leaves $L^{(d)}$ invariant as follows:

$$
\begin{equation*}
C_{n}=\exp (2 \pi \omega / n) \tag{5}
\end{equation*}
$$

where $n$ is simply a parameter to be determined. On account of the periodicity, however, one may assume $n>1$, excluding the trivial case of $n=1$. Then from (2) the symmetry operation of $L^{(d)}$ which is linear in the projection operator $-\omega^{2}$ is given by

$$
\begin{align*}
& P \equiv\left(2 E-C_{n}-C_{n}^{-1}\right)=-p_{n} \omega^{2} \\
& p_{n}=2[1-\cos (2 \pi / n)] \tag{6}
\end{align*}
$$

It satisfies a projective eigenvalue problem

$$
\begin{equation*}
p^{2}=p_{n} P \tag{7}
\end{equation*}
$$

where $p_{n}$ is the nonzero eigenvalue of $P$ and plays the essential role in the present argument. Let $t$ be an arbitrary vector belonging to $L^{(d)}$. Then there exists another lattice vector given by $t_{\|}=P t$ which is on the $\omega$ plane and satisfies

$$
\begin{equation*}
P t_{\|}=p_{n} t_{\|} \tag{8}
\end{equation*}
$$

Since there exists a minimum lattice vector on the $\omega$ plane for a discrete lattice one concludes that the eigenvalue $p_{n}$ is an integer. By definition of $p_{n}$ given in (6), its values are limited to

$$
\begin{equation*}
p_{6}=1, \quad p_{4}=2, \quad p_{3}=3, \quad p_{2}=4 \tag{9}
\end{equation*}
$$

corresponding to $n=6,4,3$, and 2 . Q.E.D.
Now according to Wulf's theorem ${ }^{4,5}$ any proper or improper rotation in $V^{(d)}$ is given by a product of an even or odd number $(\leqslant d)$ of reflections in $V^{(d)}$. Since a product of two reflections defines a plane rotation one can state that any proper rotation in $V^{(d)}$ can be given by a product of a number ( $\leqslant d / 2$ ) of plane rotations. The above result provides a certain limitation on the proper rotations allowed for $L^{(d)}$ as well as on the angle between two allowed hyperplanes of reflections in $L^{(d)}$. In the next section we shall show that the above formalism is also very effective in providing the general analytical expressions for the Bravais lattices in three dimensions.

## III. THE ANALYTICAL EXPRESSIONS FOR THE BRAVAIS LATTICES IN $V^{(3)}$

Using the general formalism introduced in the previous section we shall now determine the possible symmetries and the lattice types allowed for $L^{(3)}$. For this purpose we intro-
duce a coordinate system on $L^{(3)}$. Let $C_{n} \in L^{(3)}$; then by the projective symmetry operation $P$ given in (6) we can introduce two linearly independent lattice vectors $b_{1}, b_{2}$ on the $\omega$ plane. A lattice vector $b_{3}$ normal to the plane is brought out by another projective symmetry operation $H$

$$
\begin{equation*}
H \equiv E+C_{n}+\cdots+C_{n}^{n-1}=n\left(1+\omega^{2}\right), \tag{10}
\end{equation*}
$$

which satisfies $H^{2}=n H$. We may choose $\mathrm{b}_{1}, \mathrm{~b}_{2}, \mathrm{~b}_{3}$ to be the shortest in each direction and express a lattice vector $\mathbf{t} \in L^{(3)}$ by

$$
\begin{equation*}
t=x \mathbf{b}_{1}+y \mathbf{b}_{2}+z \mathbf{b}_{3}=(x, y, z) \quad \text { (Mod integers) } \tag{11}
\end{equation*}
$$

The parallelepiped defined by $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$ may be simply called the Bravais parallelepiped (BP). Then the lattice $L^{(3)}$ is completely characterized by additional lattice points, if any, on the faces or inside of the BP.

When $n>2$, we may choose $b_{1}$ to be one of the shortest on the $\omega$ plane and let $b_{2}=C_{n} b_{1}$. Then the face $\left(b_{1}, b_{2}\right)$ becomes primitive since both $b_{1}$ and $b_{2}$ are the shortest on the plane. In this coordinate system, the rotation $C_{n}(n>2)$ is represented by

$$
\begin{equation*}
C_{n}(x, y, z)=\left(-y, x+\left(2-p_{n}\right) y, z\right) . \tag{12}
\end{equation*}
$$

Then, from the requirement that $t-C_{n} t$ is also a lattice vector for any $t \in L^{(3)}$ we obtain a general expression for $t$ when $n>2$,

$$
\begin{equation*}
t=\left(-m / p_{n}, m / p_{n}, z\right) \quad \text { (Mod integers) }, \tag{13}
\end{equation*}
$$

where $m$ is an integer bounded by $0 \leqslant|m|<p_{n}$ and $z$ will be specified shortly. The symmetry of the $x, y$ components in (13) combined with the inherent inversion symmetry $i$ of any lattice $L^{(3)}$ show that there exists a binary axis of rotation $C_{2}{ }^{\prime}$ about the lattice vector $b_{1}+b_{2}$ and hence about $b_{1}$ and $b_{2}$ as well. When $n=2$, the above argument fails so that there may or may not exist $C_{2}{ }^{\prime}$ perpendicular to $C_{2}\left(\| b_{3}\right)$. Thus, we arrive at the well-known conclusion that the point symmetry of $L^{(3)}$ is classified by

$$
\begin{equation*}
C_{i}, C_{2 i}, D_{n i}=D_{n} \times C_{i} \quad(n=2,3,4,6), \quad O_{i}=0 \times C_{i} \tag{14}
\end{equation*}
$$

The cubic system follows by augmenting the $D_{2 i}$ system with a $C_{3}$ axis of rotation. The notations for the improper point groups are introduced by the author for convenience in describing the extensions of the proper point groups. ${ }^{6}$

We shall next construct the lattice types belonging to $D_{n i}(n>2)$ based on (13). By definition, the third basis vector $\mathbf{a}_{3}$ which forms a primitive unit cell with $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ is given by the lattice vector $t$ with the smallest $z$ component in (13). Thus, for $m=0$ we have

$$
\begin{equation*}
a_{3}=b_{3}, \tag{15a}
\end{equation*}
$$

i.e., the BP is primitive. When $m \neq 0$, the $z$ component cannot be zero since the face $\left(b_{1}, b_{2}\right)$ is primitive. Thus,

$$
\begin{equation*}
a_{3}=\left(-m / p_{n}, m / p_{n}, 1 / p_{n}\right), \quad 0<|m|<p_{n}, \tag{15b}
\end{equation*}
$$

$p_{n}$ being a prime for $n>2$. This means that all extra lattice points are inside of the BP and given by $l \mathrm{a}_{3}$, where $l$ is an integer bounded by $0<l<p_{n}$. Thus, the hexagonal lattice belonging to $D_{6 i}$ has only a primitive BP since $p_{6}=1$, while the tetragonal lattice belonging to $D_{4 i}$ has a body-centered BP with $m=1, p_{4}=2$ in addition to the primitive BP. In the
case of the lattice belonging to $D_{3 i}$ we have a double-centered hexagonal BP which contains two extra lattice points given by

$$
\begin{equation*}
\mathbf{a}_{3}=\left(\frac{2}{3}, \frac{1}{3}, \frac{1}{3}\right), \quad 2 \mathbf{a}_{3}=\left(\frac{1}{3}, \frac{2}{3}, \frac{2}{3}\right), \tag{16}
\end{equation*}
$$

corresponding to $m=1$ and $p_{3}=3$. The lattice with $m=2$ is equivalent to the above under the $C_{3}$ rotation about $b_{3}$. The primitive rhombohedral lattice is defined by $a_{3}, C_{3} a_{3}, C_{3}{ }^{2} a_{3}$.

For the $D_{2 i}$ system we choose all three basis vectors in the directions of the three orthogonal $C_{2}$ axes. Then the possible lattice vectors are given by

$$
\begin{equation*}
\mathbf{t}=\left(m_{1} / 2, m_{2} / 2, m_{3} / 2\right) \quad \text { (Mod integers) }, \tag{17}
\end{equation*}
$$

where $m_{i}=0$ or $\pm 1$ with the condition that $\left|m_{1}\right|+\left|m_{2}\right|+\left|m_{3}\right| \neq 1$, since each basis vector is the shortest in its own direction. Obviously, the condition should apply for the sums and differences of the coexisting t's for any one type of the BP. Thus, the only allowed lattice types are (i) primitive, (ii) single-face centered, (iii) all-face centered, and (iv) body centered. In the special case when the three basis vectors become equivalent, the $D_{2 i}$ system becomes the cubic system and thus we have only three types of the BP: primitive, all-face centered, and body centered. Now for the $C_{2 i}$ system the face $\left(b_{1}, b_{2}\right)$ perpendicular to the $C_{2}$ axis can always be chosen to be primitive such that there remain only two lattice types: primitive and single-face centered. Finally, for the $C_{i}$ system, the BP is always chosen to be primitive.

It should be noted here that any one of the lattice types given above cannot be obtained from the other belonging to the same symmetry system by means of a continuous deformation without going through the modification of the symmetry of the system during the process. Thus, we have constructed all the 14 Bravais lattices.

## IV. CONCLUDING REMARKS

Based on the plane rotation expressed in a form (1) which is independent of the dimension $d$ of the space we have shown that the allowed plane rotations for discrete lattices $L^{(d)}$ are given by the $n$-fold rotation $C_{n}$ 's limited to $n=2,3$, 4, and 6. The formalism is then used to construct the general analytical expression (15) for the Bravais lattices belonging to the $D_{3 i}, D_{4 i}$, and $D_{6 i}$ systems and (17) for the $D_{2 i}$ system. The present method of constructing the Bravais lattices is straightforward and much simpler than any other existing methods, geometrical ${ }^{2}$ or matrix algebraic. ${ }^{3}$ The construction of the general Bravais lattices for $L^{(d)}$ based on the present approach requires further investigation. ${ }^{7}$
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#### Abstract

Dislocation continuity is derived from the Bilby-Kondo theory of dislocations using exterior calculus. Dislocation density is represented by the torsion vector-valued two-form. Burgers vectors are associated with the vector part of the torsion while dislocation lines are associated with the two-form part. The exterior derivative of the torsion is shown to vanish when the crystal curvature vanishes. This implies two simultaneous continuity conditions: Burgers vector conservation and continuity of dislocation lines. On the other hand, dislocation continuity is violated when the curvature does not vanish. Since this can occur on grain boundaries it is inferred that grain boundaries are regions where crystal curvature is concentrated.


## I. INTRODUCTION

Continuity is a well-established feature of dislocations. It involves both the dislocation line and the Burgers vector. That is, dislocation lines can never end in the crystal. They either form closed loops or end at the crystal boundary or grain boundaries. At the same time, Burgers vectors are conserved inside the crystal so that at a node the sum of ingoing Burgers vectors equals the sum of outgoing Burgers vectors.

Any viable theory of dislocations should account for continuity. Bilby ${ }^{1}$ and, independently, Kondo ${ }^{2}$ developed a theory for dislocations which associates dislocation density with the geometry of the crystal. According to their theory, a continuous distribution of dislocations can be represented by a geometric object, torsion. (Torsion can be related to a closure failure of a parallelogram constructed from basis vectors.) Expressing torsion as a tensor, Bilby and Smith ${ }^{3}$ were able to account for conservation of Burgers vectors by manipulation of tensor indices.

In this paper both aspects of dislocation continuity are deduced from the Bilby-Kondo theory by using exterior calculus. Torsion is expressed as a vector-valued two-form. Burgers vectors are associated with the vector part of the torsion while dislocation lines are linked to the two-form part. It is shown that the exterior derivative of the torsion vector-valued two-form vanishes provided the total curvature of the crystal vanishes. Consequently, two simultaneous continuities are induced: the vector part of the torsion, i.e., Burgers vector, is conserved, and the two-form part is a continuous structure so that dislocation lines never end in the crystal.

Furthermore, at grain boundaries continuity can be violated, i.e., dislocation lines can end within the crystal at grain boundaries. In this case the exterior derivative of torsion should not vanish. This generates a geometrical interpretation of grain boundaries which is discussed further.

## II. DEFINITIONS AND FRAMEWORK

This section follows the treatment on exterior calculus presented by Misner, Wheeler, and Thorne. ${ }^{4}$ It is not intended as a complete account, but rather as a brief summary of
some of the pertinent concepts used in the analysis.
The conventions used in this paper are such that all indices, upper and lower, run from one to three. Repeated indices are summed over. A comma denotes differentiation. Indices surrounded by square brackets indicate antisymmetric components.

At each point in the crystal we assume linearly independent basis vectors $\mathrm{e}_{\alpha}$ and corresponding basis one-forms $\mathbf{d} x^{\alpha}$. A general one-form $\mathbf{C}$ has components with respect to the basis one-form, i.e., $\mathrm{C}=\boldsymbol{x} \mathbf{d} x$. A one-form can be visualized as a pattern of surfaces which do not necessarily mesh together. ${ }^{4}$ The net number of these surfaces passing through a closed loop, then, will not be zero. This implies that $\mathbf{d \sigma} \neq 0$, where $d$ represents the exterior derivative, discussed below. This can be linked to the Stokes theorem. ${ }^{4}$ Conversely, if the net number of one-form surfaces passing through a closed loop is zero, then $d \sigma=0$.

The tensor product between basis vectors or basis oneforms or both can be constructed and used as a basis from which to build general tensors, e.g.,

$$
\begin{equation*}
\mathbf{S}=S_{\gamma \delta}^{\alpha \beta}=\mathbf{e}_{\alpha} \otimes \mathbf{e}_{\beta} \otimes \mathbf{d} x^{\gamma} \otimes \mathbf{d} x^{\delta} . \tag{1}
\end{equation*}
$$

The wedge product between $p$ one-forms, called a $p$ form, is constructed from the antisymmetrized tensor product of one-forms. A basis p-form is defined as

$$
\begin{align*}
& \mathrm{d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \cdots \wedge \mathrm{~d} x^{p} \\
& \quad=(1 / p!) \delta_{\alpha_{1} \alpha_{2} \cdots \alpha_{p}}^{12 \cdots p} \mathrm{~d} x^{\alpha_{1}} \otimes \mathrm{~d} x^{\alpha_{2}} \otimes \cdots \otimes \mathrm{~d} x^{\alpha_{p}}, \tag{2}
\end{align*}
$$

where $\delta_{\alpha_{1} \alpha_{2} \cdots \alpha_{p}}^{12 \cdots p}$ is the alternating tensor.
The highest value $p$ can assume is equal to the dimension of the space under consideration; so that in three dimensions $p=0,1,2,3$. (A zero-form is a function.) A general $p$-form can be expressed in terms of its components along a basis $p$ form; for example, a general two-form $\rho$ can be written as

$$
\begin{equation*}
\rho=\rho_{\alpha \beta} \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta} \tag{3}
\end{equation*}
$$

A $p$-form can be envisioned as the intersection of $p$ families of surfaces which form cells, each with a given orientation. For example, a two-form can be thought of as a tubular honeycomblike structure. ${ }^{4}$ The cells of a general $p$-form do not necessarily mesh together. Consequently the net number
of cells emerging from a closed $p$-surface encompassing the $p$-form is nonzero. Cells have been created or destroyed within the $p$-surface. In this case the exterior derivative of the $p$-form is nonvanishing. On the other hand, a vanishing exterior derivative implies that the cells of the $p$-form blend smoothly into one another. No cells are created or destroyed within an encompassing $p$-surface.

Tensor-valued $p$-forms can be defined. They are $p$-forms which have a tensor associated with each cell. For example, torsion can be described as a vector-valued two-form. In this case a vector is attached to each of the tubes of the honeycomblike two-form structure.

The exterior derivative d operates on a $p$-form to create a $(p+1)$-form. For example, if $f$ represents a zero-form, i.e., a function, then $\mathrm{d} f$ is the gradient one-form of the function

$$
\begin{equation*}
\mathrm{d} f=f_{, \alpha} \mathrm{d} x^{\alpha} \tag{4}
\end{equation*}
$$

Acting on a $p$ form $\alpha$, where $\alpha=\alpha_{\alpha \beta \gamma} \ldots \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta} \wedge \ldots, \mathrm{d}$ produces the $(p+1)$-form d $\alpha$ such that

$$
\begin{align*}
\mathbf{d} \alpha & =\mathbf{d} \alpha_{\alpha \beta \gamma \ldots} \mathbf{d} x^{\alpha} \wedge \mathbf{d} x^{\beta} \wedge \ldots \\
& =\alpha_{\alpha \beta \gamma \ldots, \lambda} \mathbf{d} x^{\lambda} \wedge \mathbf{d} x^{\alpha} \wedge \mathbf{d} x^{\beta} \wedge \ldots \tag{5}
\end{align*}
$$

The exterior derivative acting twice on a $p$-form produces a vanishing form. For example, $\mathrm{d}\left(\mathrm{d} x^{\alpha}\right)=0$.

Acting on a basis vector $e_{\alpha}$, $d$ produces the vector-valued one-form connection

$$
\begin{equation*}
\mathbf{d} \mathbf{e}_{\alpha}=\mathbf{e}_{\beta} \omega_{\alpha}^{\beta}, \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\omega}_{\alpha}^{\beta}=\Gamma_{\alpha \lambda}^{\beta} \mathbf{d} x^{\lambda} . \tag{7}
\end{equation*}
$$

The components of $\omega^{\beta}{ }_{\alpha}$, namely $\Gamma^{\alpha}{ }_{\beta \gamma}$, depend on the torsion components $C^{\alpha}{ }_{B \gamma}$ as well as on the metric $g_{\alpha \beta}$; i.e.,

$$
\begin{equation*}
C_{\beta \gamma}^{\alpha}=\Gamma_{\beta \gamma}^{\alpha}-\Gamma_{\gamma \beta}^{\alpha} \tag{8}
\end{equation*}
$$

and

$$
\begin{align*}
\Gamma_{\beta \gamma}^{\alpha}= & \frac{1}{2} g^{\alpha \lambda}\left(g_{\lambda \beta, \gamma}+g_{\lambda \gamma, \beta}-g_{\beta \gamma, \lambda}\right) \\
& +\frac{1}{2}\left(C_{\beta \gamma}^{\alpha}+C_{\beta \gamma}^{\alpha}+C_{\gamma \beta}^{\alpha}\right) . \tag{9}
\end{align*}
$$

## III. CONDITION FOR WHICH THE EXTERIOR DERIVATIVE OF TORSION VANISHES

The density of a continuous distribution of dislocations can be represented by the torsion vector-valued two-form $\mathbf{C}$, where

$$
\begin{equation*}
\mathbf{C}=C^{\alpha}{ }_{\beta \gamma} \mathbf{e}_{\alpha} \mathbf{d} x^{\beta} \wedge \mathbf{d} x^{\gamma} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{\beta \gamma}^{\alpha}=\Gamma_{\beta \gamma}^{\alpha}-\Gamma_{\gamma \beta}^{\alpha} . \tag{8}
\end{equation*}
$$

The vector part of $\mathbf{C}$ is associated with Burgers vectors. The two-form part of C is associated with dislocation lines which run parallel to the tubes of this honeycomblike structure.

We now deduce the condition for which $\mathbf{d C}=0$ :
$\mathbf{d C}=C^{\alpha}{ }_{\beta \gamma, \mu} \mathrm{e}_{\alpha} \mathbf{d} x^{\lambda} \wedge d x^{\beta} \wedge d x^{\gamma}+C^{\alpha}{ }_{\beta \gamma} \mathrm{de}_{\alpha} \wedge \mathbf{d} x^{\beta} \wedge \mathrm{d} x^{\gamma}$.

Inserting (6) into (11) gives

$$
\begin{equation*}
\mathrm{dC}=\left(C_{\beta_{\gamma, \lambda}}^{\alpha}+C_{\beta \gamma}^{\sigma} \Gamma_{\sigma \lambda}^{\alpha}\right) \mathbf{e}_{\alpha} \mathbf{d} x^{\lambda} \wedge \mathbf{d} x^{\beta} \wedge \mathbf{d} x^{\gamma} \tag{12}
\end{equation*}
$$

The components of dC, namely $C^{\alpha}{ }_{[\beta \gamma, \lambda]}+C_{[\beta \gamma}^{\sigma} \Gamma^{\alpha}{ }_{\sigma / \lambda]}$, vanish if the crystal has the property of absolute parallelism so that the total curvature $R^{\alpha}{ }_{\beta \gamma \delta}$ vanishes. (The slashes around the subscript $\sigma$ mean that this subscript is not included in the antisymmetrization.) This is because

$$
\begin{equation*}
C_{[\beta \gamma, \lambda]}^{\alpha}+C_{[\beta \gamma}^{\sigma} \Gamma_{/ \sigma / \lambda]}^{\alpha}=-R_{[\beta \gamma \lambda]}^{\alpha}, \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\beta \gamma \lambda}^{\alpha}=\Gamma_{\beta \lambda, \gamma}^{\alpha}-\Gamma_{\beta \gamma, \lambda}^{\alpha}+\Gamma_{\sigma \gamma}^{\alpha} \Gamma_{\beta \lambda}^{\sigma}-\Gamma_{\sigma \lambda}^{\alpha} \Gamma_{\beta \gamma}^{\sigma} \tag{14}
\end{equation*}
$$

The identity (13) can be obtained by considering the vectorial torsion two-form $\boldsymbol{\Theta}^{\mu}$, where

$$
\begin{equation*}
\boldsymbol{\Theta}^{\mu}=\omega_{\nu}^{\mu} \wedge \mathrm{d} x^{\nu}=-\frac{1}{2} C_{\alpha \beta}^{\mu}{ }_{\alpha \beta} x^{\alpha} \wedge d x^{\beta} . \tag{15}
\end{equation*}
$$

As pointed out by Trautman ${ }^{5}$

$$
\begin{equation*}
\mathbf{d} \boldsymbol{\theta}^{\mu}=\mathbf{R}_{\gamma}^{\mu} \wedge \mathbf{d} x^{\gamma}-\boldsymbol{\omega}^{\mu}{ }_{\gamma} \wedge \boldsymbol{\theta}^{\gamma} \tag{16}
\end{equation*}
$$

Here, $\mathbf{R}^{\mu}{ }_{\gamma}$ is the tensorial curvature two-form

$$
\begin{equation*}
\mathbf{R}_{\gamma}^{\mu}=\mathrm{d} \omega_{\gamma}^{\mu}+\omega_{\lambda}^{\mu} \wedge \omega_{\gamma}^{\lambda}=\frac{1}{2}{R^{\mu}}_{\gamma \alpha \beta} \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta} \tag{17}
\end{equation*}
$$

Then from (15)-(17)

$$
\begin{align*}
&-\frac{1}{2} C^{\mu}{ }_{\alpha \beta, \gamma} \mathrm{d} x^{\gamma} \wedge \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta} \\
&=\frac{1}{2} R^{\mu}{ }_{\alpha \beta \gamma} \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta} \wedge \mathrm{d} x^{\gamma} \\
& \quad+\frac{1}{2} C^{\sigma}{ }_{\alpha \beta} \Gamma^{\mu}{ }_{\sigma \gamma} \mathrm{d} x^{\gamma} \wedge \mathrm{d} x^{\alpha} \wedge \mathrm{d} x^{\beta} \tag{18}
\end{align*}
$$

which reduces to (13).

## IV. DISCUSSION

When the curvature $R^{\alpha}{ }_{\beta \gamma \delta}$ vanishes,
$\mathrm{dC}=0$.
Since a vector and a two-form are associated with $C$, the vanishing of its exterior derivative implies simultaneous conservation for both these elements. Therefore the Burgers vector is conserved so that at a node the ingoing Burgers vector is equal to the sum of outgoing Burgers vectors. Furthermore, the tubes of the two-form part of $\mathbf{C}$ must merge smoothly into one another so that the net number of tubes that pass through an arbitrary closed two-surface (e.g., the edges of a box) is zero. Since dislocation lines run along the tubes of the two-form, this implies that they must either end at the boundary of the crystal or form closed loops.

Continuity in other areas of physics can also be represented as the vanishing of the exterior derivative of a geometric object. For example, in electromagnetism, in any reference frame, magnetic field lines never end. This can be expressed as $\mathbf{d F}=0$, where

$$
\begin{equation*}
\mathbf{F}=F_{a b} \mathrm{~d} x^{a} \wedge \mathrm{~d} x^{b}=A_{a, b} \mathrm{~d} x^{a} \wedge \mathrm{~d} x^{b} \tag{20}
\end{equation*}
$$

is the Faraday two-form and $A_{a}$ are the components of the electromagnetic potential one-form. (Latin indices run from $0,1,2,3$.)

On the other hand, electric lines can end on charges. This can be expressed as

$$
\begin{equation*}
\mathbf{d}^{*} \mathbf{F}=4 \pi^{*} \mathbf{J} \tag{21}
\end{equation*}
$$

where *F is the Maxwell two-form dual to $\mathbf{F}$ and $* J$ is the charge three-form.

Similarly, in hydrodynamics, vortex lines cannot end in the fluid. They either end at the boundary or form closed
loops. This can be expressed as

$$
\begin{equation*}
\mathbf{d} \omega=0 \tag{22}
\end{equation*}
$$

where $\omega$ represents the vorticity two-form

$$
\begin{equation*}
\omega=\omega_{\mu v} \mathrm{~d} x^{\mu} \wedge \mathrm{d} x^{\nu}=v_{\mu, v} \mathrm{~d} x^{\mu} \wedge \mathrm{d} x^{\nu} \tag{23}
\end{equation*}
$$

and $v_{\mu}$ represents the components of the velocity one-form.
Dislocation continuity can be violated when the crystal contains grains, i.e., dislocation lines can end on grain boundaries within the crystal. Accordingly, the exterior derivative of torsion should not vanish. The general equation

$$
\begin{equation*}
\mathrm{dC}=-R_{\beta \gamma \delta}^{\alpha} \mathrm{e}_{\alpha} \mathrm{d} x^{\beta} \wedge \mathrm{d} x^{\gamma} \wedge \mathrm{d} x^{\delta} \tag{24}
\end{equation*}
$$

implies that grain boundaries can be represented by $R^{\alpha}{ }_{[\beta \gamma \delta]}$.
Correspondingly, we can treat the crystal as divided into grains which are curvature-free except on their boundaries.

Regge calculus may prove useful in considerations involving grain boundaries. Regge calculus replaces an $n$-dimensional continuously curved, Riemannian manifold with $n$-dimensional blocks. All the curvature is concentrated on the skeletal ( $n$-2)-dimensional hinges of these blocks. ${ }^{4}$
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#### Abstract

We derive the exact solution of a single-band time-dependent Schrödinger equation for an electron in an idealized one-dimensional periodic solid in the presence of a constant uniform electric field. We show that all wave functions are necessarily periodic in time. This result is the fully quantum-mechanical analog of the well-known Bloch oscillations predicted by quasiclassical dynamics. Our method of solution consists of mapping the electron Schrödinger equation to the exactly solvable problem of a quantum planar rotor in the eikonal limit subject to an arbitrary angular and time-dependent external potential. The time periodicity of the electron wave functions is due to the fact that all of the rotor wave functions have the form of solitary wave packets.


## I. INTRODUCTION

One of the remarkable results in Bloch's seminal article ${ }^{1}$ of 1928 on the quantum theory of electrons in solids is that a weak static, uniform electric field can give rise to periodic electron oscillations, frequently referred to as "Bloch oscillations." The simplest system to consider is that of an idealized one-dimensional solid of lattice spacing $a$. The period of the oscillations is given by

$$
\begin{equation*}
\tau=h /(e \mathscr{C} a) \tag{1}
\end{equation*}
$$

where $h$ is Planck's constant, $-e$ is the charge of the electron, and $\mathscr{E}$ is the magnitude of the electric field. A simple qualitative explanation of this seemingly enigmatic phenomenon is given in most textbooks on solid-state physics. ${ }^{2}$ The effect of the one-dimensional periodic electron-lattice potential is to replace the parabolic energy spectrum of a free electron by an infinite sequence of nondegenerate energy bands $E_{l}(k)$, labeled by the band index $l(=1,2,3, \ldots)$, where each function $E_{l}(k)$ is periodic in the wave vector $k$ with period $2 \pi / a$. Because of the energy gap separating successive bands, an electron initially occupying a given band $l$ can be expected to remain in that band if one introduces a sufficiently weak, ${ }^{3}$ static uniform field $\mathscr{E}=\mathscr{E} \hat{x}$. In the formalism of "quasiclassical dynamics," ${ }^{2}$ the equation of motion of the electron is given by $d(\hbar k) / d t=-e \mathscr{B}$. The energy of the electron at time $t$ is then given by $E_{l}\left[k_{0}-(e \mathscr{E} t / \hbar)\right]$ and its velocity by $v(t)=(1 / \hbar) E_{l}^{\prime}\left[k_{0}-(e \mathscr{E} t / \hbar)\right]$, where $k_{0}$ is the initial wave vector. These are periodic functions of time with period $\tau$ given by (1). In addition, $v(t)$ is alternately positive and negative, suggesting a periodic spatial motion of the electron. In recent years with the advent of semiconductor superlattices, which provide a controlled one-dimensional periodic environment, the subject of Bloch oscillations has been transformed to one of great theoretical and technological importance in semiconductor physics. A specific theoretical proposal for the experimental observation of Bloch oscillations in semiconductor superlattices was made by Esaki and Tsu, ${ }^{4}$ whereby the oscillations would give rise to a negative differential conductance. Confirming experimental observations were reported several years later by Esaki and Chang. ${ }^{5}$

In this article we provide the exact solution of the singleband time-dependent Schrödinger equation for an electron subject to an arbitrary spatially periodic one-dimensional potential in the presence of a uniform electric field. The basic picture of quasiclassical dynamics is corroborated in that all wave functions are indeed found to be periodic in time with period $\tau$. Our method of solution consists of mapping this problem, formulated in Sec. II, to another exactly solvable problem, which is treated in Sec. III, that of a time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=\left[-i \hbar \omega_{0} \frac{\partial}{\partial \phi}+V(\phi, t)\right] \Psi \tag{2}
\end{equation*}
$$

where $\omega_{0}=2 \pi / \tau$. This equation describes a planar "pseudorotor" subject to an arbitrary angular and time-dependent external potential. ${ }^{6}$ The appellation pseudorotor is appropriate because the Hamiltonian includes a term which is only linear in $L_{z}=-i \hbar \partial / \partial \phi$, the component of the angular momentum operator normal to the plane of the rotor. Now the key property of the solutions of (2) is that they satisfy the identity

$$
\begin{equation*}
|\Psi(\phi, t)|^{2}=\left|\Psi\left(\phi-\omega_{0} t, 0\right)\right|^{2} . \tag{3}
\end{equation*}
$$

That is, $\Psi$ describes a solitary wave packet, one which preserves its shape given $a n y^{7}$ initial shape, and rotates with uniform angular velocity $\omega_{0}$. This is the quantum analog of the result that the angular velocity of the classical pseudorotor is a constant of the motion with value $\omega_{0}$ (see Sec. III below). The absence of any spatial spreading for all solutions of (2) is tied to the fact that, as discussed in Sec. III, Eq. (2) can be viewed as the Schrödinger equation for a bona fide rotor in the eikonal limit, that is, a rotor with an infinitely large moment of inertia and thus a constant angular velocity. The classical and quantum versions of the pseudorotor share the property that there is only one possible outcome for a position measurement which follows an earlier such measurement. The notion of the eikonal limit for a single nonrelativistic particle is discussed in some detail in Sec. IV.

In Sec. V A we apply the results derived for the pseudorotor to the problem of the single-band Schrödinger equation for an electron in an arbitrary, spatially periodic poten-
tial with an external electric field. The time periodicity of all electron wave functions is a direct consequence of the periodic solitary wave character of the pseudorotor wave functions. A number of special cases are considered in detail. For any nonzero value of $\mathscr{E}$, interband transitions which are strictly excluded in the single-band treatment are in principle open and have the potentiality of modifying the Bloch oscillations in some as yet unknown fashion. That is, the phenomenon of Bloch oscillations should be regarded then as an idealized phenomenon, valid only in an asymptotic sense for $\mathscr{E} \rightarrow 0$ and which will require ammendment in some form for any nonzero value of $\mathscr{E}$. (Analogous remarks have been made by Avron and $\mathrm{Zak}^{8}$ concerning the related controversial problem of the existence of Stark ladders ${ }^{9,10}$ for the one-dimensional solid in a uniform $\mathscr{E}$ field.) An exact formulation of the problem, involving all bands, is given in Sec. V B in terms of an infinite system of coupled linear partial differential equations of first order. This formulation, which utilizes a complete set of Wannier functions as basis states, may provide a potentially useful alternative to the traditional formulation based on the crystal momentum representation. ${ }^{11}$ The subject of interband transitions has proved to be one of the most difficult yet intriguing questions of traditional solid-state physics.

Finally, in the Appendix we provide an alternate method for solving the single-band Schrödinger equation for the special case of nearest-neighbor overlap. The mathematical problem consists of solving an infinite system of first-order differential equations of tridiagonal form. The method employed in the Appendix consists of converting the set of differential equations to a system of coupled algebraic equations and solving the latter using a generating function method.

## II. FORMULATION

We shall adopt as our one-electron Hamiltonian

$$
\begin{equation*}
H(x, t)=H_{0}(x, t)+e \mathscr{E} x \tag{4}
\end{equation*}
$$

where we require that $H_{0}$ be a Hermitian operator and spatially periodic with period $a, H_{0}(x+a, t)=H_{0}(x, t)$. For any problem of physical relevance $H_{0}$ can be taken to be time independent, of the form $H_{0}=-\left(\hbar^{2} / 2 M\right)\left(\partial^{2} / \partial x^{2}\right)+V_{L}(x)$, where $V_{L}(x)=V_{L}(x+a)$ is the static electron-lattice interaction and $M$ is the electron mass, but the more general form (4) can be treated with no additional difficulty. Now the solutions of the time-dependent Schrödinger equation $i \hbar \partial \psi /$ $\partial t=H \psi$ can be expanded in terms of a complete set of orthonormal functions termed Wannier functions. Associated with each value of the band index $l$ one defines a function $\phi_{l}(x)$. A doubly infinite set of functions $\left\{|n, l\rangle \equiv \phi_{l}(x-n a)\right\}$ is called a set of Wannier functions if

$$
\begin{equation*}
\left\langle n, l \mid n^{\prime}, l^{\prime}\right\rangle=\int_{-\infty}^{\infty} d x \phi_{l}^{*}(x-n a) \phi_{l},\left(x-n^{\prime} a\right)=\delta_{l l^{\prime}}, \delta_{n n^{\prime}} \tag{5}
\end{equation*}
$$

The single-band approximation consists of replacing the Hamiltonian (4) by a new operator $\widetilde{H}_{l}$ defined as

$$
\begin{equation*}
\widetilde{H}_{l}=\sum_{m, n=-\infty}^{\infty}\langle m, l| H|n, l\rangle|m, l\rangle\langle n, l| \tag{6}
\end{equation*}
$$

i.e., $\widetilde{H}_{l}$ consists of that portion of the spectral representation of $H$ corresponding to a single band $l$. In the following we suppose that all wave functions of the system for an initial time $t=0$ are expandable exclusively in terms of the Wannier functions for the single band $l$. Then the Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\widetilde{H}_{l} \psi \tag{7}
\end{equation*}
$$

insures that the wave functions for any later time can also be so expanded, that is,

$$
\begin{equation*}
\psi(x, t)=\sum_{n=-\infty}^{\infty} f_{n}(t) \phi_{l}(x-n a) \tag{8}
\end{equation*}
$$

Henceforth we shall suppress the band index. Because of the spatial periodicity of $H_{0}$ its matrix elements formed with the Wannier functions are of the Toeplitz form

$$
\begin{equation*}
\langle n| H_{0}|m\rangle=\langle n-m| H_{0}|0\rangle=\langle 0| H_{0}|m-n\rangle \tag{9}
\end{equation*}
$$

Furthermore, the matrix elements of the operator $x$ can be expressed as

$$
\begin{align*}
\langle n| x|m\rangle & =n a \delta_{m, n}+\langle n-m| x|0\rangle \\
& =n a \delta_{m, n}+\langle 0| x|m-n\rangle \tag{10}
\end{align*}
$$

Alternately, we may rewrite (9) and (10) as

$$
\begin{equation*}
\langle n| H|m\rangle=n e \mathscr{C} a \delta_{n, m}+\langle 0| H|m-n\rangle \tag{11}
\end{equation*}
$$

The time-dependent Schrödinger equation (7) is then easily shown to be equivalent to the infinite system of coupled homogeneous equations

$$
\begin{equation*}
i \hbar \frac{d f_{n}}{d t}-n e \mathscr{E} a f_{n}=\sum_{n^{\prime}}\langle 0| H\left|n^{\prime}\right\rangle f_{n^{\prime}+n} \tag{12}
\end{equation*}
$$

These equations serve as the starting point for the remainder of this work.

To solve these equations we define the generating function

$$
\begin{equation*}
\Psi(\phi, t)=(2 \pi)^{-1 / 2} \sum_{n=-\infty}^{\infty} f_{n}(t) e^{i n \phi} \quad(0 \leqslant \phi<2 \pi) \tag{13}
\end{equation*}
$$

Multiplying (12) by $e^{i n \phi}$ and summing over all integers $n$ one obtains

$$
i \hbar \frac{\partial \Psi}{\partial t}(\phi, t)=\left[\omega_{0} L_{z}+V(\phi, t)\right] \Psi(\phi, t)
$$

where $L_{z}=-i \hbar \partial / \partial \phi$,

$$
\begin{equation*}
V(\phi, t)=\sum_{n=-\infty}^{\infty} e^{-i n \phi}\langle 0| H|n\rangle \tag{14}
\end{equation*}
$$

and $\omega_{0}=2 \pi / \tau$ with $\tau$ defined by (1). Note carefully that $V(\phi, t)$ is a real periodic function of $\phi$ with period $2 \pi$. The time dependence of $V$ originates in any time dependence assumed for $H_{0}$.

The generating function (13) is thus seen to satisfy the time-dependent Schrödinger equation describing the pseudorotor defined in Sec. I. Now the key point is that (2) can be solved in closed form [see Eq. (24)], giving $\Psi(\phi, t)$ in terms of $\Psi(\phi, 0)$, because $V(\phi, t)$ is a local potential. The details are provided in the following section. Specifying initial values $f_{n}(0)$ provides $\Psi(\phi, 0)$, whereas the inverse relations

$$
\begin{equation*}
f_{n}(t)=(2 \pi)^{-1 / 2} \int_{0}^{2 \pi} d \phi e^{-i n \phi} \Psi(\phi, t) \tag{15}
\end{equation*}
$$

yield the values of $f_{n}(t)$ for any later time.

## III. PLANAR PSEUDOROTOR

In this section we first examine the classical planar pseudorotor. This is followed by the derivation of the solution of the time-dependent Schrödinger equation (2) of the quantum pseudorotor.

Consider the time-dependent classical Hamiltonian

$$
\begin{equation*}
H\left(\phi, L_{z}, t\right)=\omega_{0} L_{z}+V(\phi, t) \tag{16}
\end{equation*}
$$

where $\omega_{0}$ is an arbitrary constant, $V$ is an arbitrary real function of its variables subject only to the requirement that $V(\phi+2 \pi, t)=V(\phi, t)$, and $\phi$ and $L_{z}$ arestandard canonically conjugate variables. To appreciate the specialized character of (16) note that the angular velocity of the classical system is a constant of the motion $\omega_{0}$; one of the pair of Hamilton equations is $\dot{\phi}=\partial H / \partial L_{z}=\omega_{0}$. However, because of the term $V(\phi, t)$ the angular momentum $L_{z}$ is not a conserved quantity. Now the term $\omega_{0} L_{z}$ of (16) can be expressed as $\left(L_{z}+I \omega_{0}\right)^{2} /(2 I)-I \omega_{0}{ }^{2} / 2$, when $I \rightarrow \infty$, enabling us to interpret (16) as the Hamiltonian for a bona fide rotor but with arbitrarily large moment of inertia, having a constant angular velocity $\dot{\phi}=\omega_{0}+\left(L_{z} / I\right) \rightarrow \omega_{0}$ in this limit. One might expect then that there will be a close connection between the properties of the classical and quantum versions of this anomalous rotor.

A formal hint of this is provided by the following. The Hamilton-Jacobi equation for the system (16) is given by

$$
\begin{equation*}
\frac{\partial S}{\partial t}+\omega_{0} \frac{\partial S}{\partial \phi}+V(\phi, t)=0 \tag{17}
\end{equation*}
$$

where $S(\phi, t)$ is Hamilton's principal function. Introducing the function

$$
\begin{equation*}
\tilde{S}(\phi, t)=-i \hbar \ln \Psi(\phi, t) \tag{18}
\end{equation*}
$$

and using (2), one finds that $\tilde{S}$ also satisfies the classical equation of (17). This anomalous circumstance is, of course, due to the fact that the Hamiltonian (16) is linear in $L_{z}$. The physical consequences of this mathematical equivalence will become clear in the next paragraph.

To solve (17) we use Lagrange's method. ${ }^{12}$ The subsidiary equations are

$$
\begin{equation*}
d t=\left(1 / \omega_{0}\right) d \phi=-d S / V(\phi, t) \tag{19}
\end{equation*}
$$

with independent solutions

$$
\begin{align*}
& u_{1}=\phi-\omega_{0} t=C_{1}  \tag{20}\\
& u_{2}=S+\int_{0}^{t} d t^{\prime} V\left(C_{1}+\omega_{0} t^{\prime}, t^{\prime}\right)=C_{2} \tag{21}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are arbitrary integration constants. The general solution of (17) can then be written as
$S(\phi, t)=F\left(\phi-\omega_{0} t\right)-\int_{0}^{t} d t^{\prime} V\left(\phi-\omega_{0} t+\omega_{0} t^{\prime}, t^{\prime}\right)$,
where $F(y)$ is any periodic complex function of the variable $y$ with period $2 \pi$. Alternately we may rewrite (22) as
$S(\phi, t)=S\left(\phi-\omega_{0} t, 0\right)-\int_{0}^{t} d t^{\prime} V\left(\phi-\omega_{0} t^{\prime}, t-t^{\prime}\right)$,
and the wave function as

$$
\begin{align*}
\Psi(\phi, t)= & \Psi\left(\phi-\omega_{0} t, 0\right) \\
& \times \exp \left[-\frac{i}{\hbar} \int_{0}^{t} d t^{\prime} V\left(\phi-\omega_{0} t^{\prime}, t-t^{\prime}\right)\right] \tag{24}
\end{align*}
$$

Recalling that $V$ is real, it follows that

$$
\begin{equation*}
|\Psi(\phi, t)|^{2}=\left|\Psi\left(\phi-\omega_{0} t, 0\right)\right|^{2} \tag{3}
\end{equation*}
$$

and in particular $|\Psi|^{2}$ is independent of $V$. This confirms the statement made in the Introduction that $\Psi$ describes a solitary wave packet, one which preserves any given initial shape, rotating with uniform angular velocity $\omega_{0}$.

To emphasize the similarity between the classical and quantum versions of the pseudorotor, suppose in particular that a measurement performed at the instant $t=0$ revealed that the quantum pseudorotor was at some angle $\phi_{0}$. Then we have $|\Psi(\phi, t)|^{2}=\delta\left(\phi-\omega_{0} t-\phi_{0}\right)$ for all $t>0$. In this instance the angular momentum as calculated for both the classical and quantum versions of (16) is given by

$$
\begin{equation*}
L_{z}(t)=L_{z}(0)-\int_{0}^{t} d t \frac{\partial}{\partial \phi_{0}} V\left(\phi_{0}+\omega_{0} \tau, \tau\right) \tag{25}
\end{equation*}
$$

Before closing this section we examine the question of whether $\Psi(\phi, t)$ can be periodic in time with period $\tau$. The quantity $|\Psi(\phi, t)|$ does in fact exhibit this property, as is easily seen using (3) and the fact that $\Psi(\phi, 0)$ is periodic in $\phi$ with period $2 \pi$. In general this is not the case for the phase of $\Psi$, denoted by $\xi$, where $\Psi=|\Psi| e^{i \xi}$. Referring to (24) we have
$\xi(\phi, t)=\xi\left(\phi-\omega_{0} t, 0\right)-\frac{1}{\hbar} \int_{0}^{t} d t^{\prime} V\left(\phi-\omega_{0} t^{\prime}, t-t^{\prime}\right)$.

Considering the times $t$ and $t+\tau$ one finds that
$\xi(\phi, t+\tau)-\xi(\phi, t)=-\frac{1}{\hbar} \int_{0}^{t} d t^{\prime} V\left(\phi+\omega_{0} t^{\prime}, t+t^{\prime}\right)$.

The right-hand side (rhs) of (27) will in general vary with $t$ so that $\xi$, and therefore $\Psi$, will not be periodic in time with period $\tau$. An obvious exception ${ }^{13}$ is the set of all time-independent potentials $V(\phi)$. For such potentials the rhs of (27) will vanish if we impose the single constraint ${ }^{14}$

$$
\begin{equation*}
\int_{0}^{2 \pi} d \theta V(\theta)=0 \tag{28}
\end{equation*}
$$

## IV. EIKONAL LIMIT

The material of this section, albeit of peripheral interest to the problem of Bloch oscillations, is presented in order to provide a deeper understanding of the conditions for the existence of only solitary wave-packet solutions of the Schrödinger equation.

We consider the one-particle nonrelativistic Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+V \psi \tag{29}
\end{equation*}
$$

with $V$ being an arbitrary real function of $\mathbf{r}$ and $t$. For our purposes it will be convenient to express $\psi$ as

$$
\begin{equation*}
\psi(\mathbf{r}, t)=F(\mathbf{r} ; t) \exp [(i / \hbar) S(\mathbf{r} ; t)] \tag{30}
\end{equation*}
$$

where $F$ and $S$ are real functions of their arguments. Defining the quantity

$$
\begin{equation*}
\rho=F^{2} \tag{31}
\end{equation*}
$$

the Schrödinger equation is equivalent to the pair of equations

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\nabla \cdot\left(\rho \frac{1}{m} \nabla S\right)=0  \tag{32}\\
& \frac{\partial S}{\partial t}+\frac{1}{2 m}(\nabla S)^{2}+V-\frac{\hbar^{2}}{2 m} \frac{1}{F} \nabla^{2} F=0 \tag{33}
\end{align*}
$$

Writing the phase $S$ of the wave function as

$$
\begin{equation*}
S(\mathbf{r}, t)=m \mathbf{v}_{0} \cdot \mathbf{r}-E_{0} t+\tilde{S}(\mathbf{r}, t) \tag{34}
\end{equation*}
$$

where $v_{0}$ is a constant vector and $E_{0}=\frac{1}{2} m v_{0}^{2}$, these equations become
$\frac{\partial \rho}{\partial t}+\nabla_{0} \cdot \nabla \rho+\nabla \cdot\left(\rho \frac{1}{m} \nabla \tilde{S}\right)=0$,
$\frac{\partial \tilde{S}}{\partial t}+\nabla_{0} \cdot \nabla \tilde{S}+V+(2 m)^{-1}\left[(\nabla \tilde{S})^{2}-\frac{\hbar^{2}}{F} \nabla^{2} F\right]=0$.
Suppose now that in the large mass limit $(m \rightarrow \infty$, whereas $\hbar$ and $\mathbf{v}_{0}$ remain constant)

$$
\begin{equation*}
\lim _{m \rightarrow \infty}(1 / m) \nabla \tilde{S}=0 \tag{37}
\end{equation*}
$$

Equations (35) and (36) reduce to

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+v_{0} \frac{\partial \rho}{\partial z}=0  \tag{38}\\
& \frac{\partial \tilde{S}}{\partial t}+v_{0} \frac{\partial \tilde{S}}{\partial z}+V=0 \tag{39}
\end{align*}
$$

where we have chosen the direction of $v_{0}$ as defining the $z$ axis. We shall refer to this particular limit as the eikonal limit, for in essence Eq. (39) is the primary equation of the eikonal approximation ${ }^{15}$ of scattering theory. The term involving $\hbar^{2}$ in (36) no longer appears in (39). Nevertheless, the eikonal limit is quite distinct from the classical limit ( $h \rightarrow 0$ ). The pair of equations ( 35 ) and (36), with $\hbar$ set equal to zero, are quite distinct from (38) and (39). Inspecting (17) and (23) it is evident that the general solutions of (38) and (39) are given by

$$
\begin{align*}
S(x, y, z ; t)= & S\left(x, y, z-v_{0} ; ; 0\right) \\
& -\int_{0}^{t} d t^{\prime} V\left(x, y, z-v_{0} t^{\prime} ; t-t^{\prime}\right) \tag{40}
\end{align*}
$$

and

$$
\begin{equation*}
\rho(x, y, z ; t)=\rho\left(x, y, z-v_{0} t ; 0\right) \tag{41}
\end{equation*}
$$

Thus in the eikonal limit the probability density behaves as a solitary wave and does not disperse in space with the passage of time. In particular, if the particle is found to be at a point $\mathbf{r}_{0}$ at $t=0$ then a later position measurement will necessarily show that the particle is located at the point $r_{0}+v_{0} t$. In summary, in the eikonal limit all solutions of the Schrödinger equation (29) behave as solitary waves. For certain selected potentials $V$ it is possible to find solitary wave solutions of (29), but these constitute an extremely small subclass of all possible solutions for that potential. ${ }^{7}$

## V. ELECTRON WAVE FUNCTIONS

## A. Solution of the single-band problem

The amplitude $f_{n}(t)$ has been found in preceding sections to be given by Eqs. (15) and (24). In the present section we shall suppose, first, that the one-electron Hamiltonian (4), and thus also $V$ in (24), is time independent and, second, that $\langle 0| H|0\rangle=0$ so that (28) is satisfied. ${ }^{14}$ These assumptions result in $\Psi(\phi, t)$, and hence $f_{n}(t)$ and the wave function $\psi(x, t)$ of (8), being periodic in $t$ with period $\tau$. An explicit expression for $f_{n}(t)$ in terms of the set of initial values $\left\{f_{n}(0)\right\}$ is obtained upon combining (13), (15), and (24), the result being given by

$$
\begin{align*}
f_{n}(t)= & (2 \pi)^{-1} \sum_{t=-\infty}^{\infty} f_{l}(0) e^{-i l \omega_{0} t} \int_{0}^{2 \pi} d \phi \\
& \times \exp -i\left[(n-l) \phi+\frac{1}{\hbar} \int_{0}^{t} d t^{\prime} V\left(\phi-\omega_{0} t^{\prime}\right)\right] . \tag{42}
\end{align*}
$$

In the remainder of this section we shall consider a case of special interest, where $f_{n}(0)=\delta_{n, 0}$, so that (42) reduces to

$$
\begin{align*}
f_{n}(t)= & (2 \pi)^{-1} \int_{0}^{2 \pi} d \phi \\
& \times \exp -i\left[n \phi+\frac{1}{\hbar} \int_{0}^{t} d t^{\prime} V\left(\phi-\omega_{0} t^{\prime}\right)\right] \tag{43}
\end{align*}
$$

If the electric field is turned off, i.e., $\omega_{0} \rightarrow 0$, Eq. (43) reduces to

$$
\begin{equation*}
f_{n}(t)=(2 \pi)^{-1} \int_{0}^{2 \pi} d \phi \exp -i\left[n \phi+\frac{1}{\hbar} V(\phi) t\right], \tag{44}
\end{equation*}
$$

and, by contrast to (43), $f_{n}$ is no longer a periodic function of $t$. Of particular interest is the behavior of (44) for large times. Suppose that the matrix elements $\langle 0| H|n\rangle(n \neq 0)$ are pure imaginary. The potential function $V(\phi)$ of (14) is then a real, odd function of $\phi$. Suppose further that $V(\phi)$ has a single extremum within $(0, \pi)$ for an angle $\phi_{0}$ and that $V^{\prime \prime}\left(\phi_{0}\right)$ is nonzero. Using the method of stationary phase one finds that

$$
\begin{align*}
f_{n}(t) \sim & {\left[(2 / \pi)\left(\hbar / t\left|V^{\prime \prime}\left(\phi_{0}\right)\right|\right)\right]^{1 / 2} } \\
& \times \cos \left[n \phi_{0}+(1 / \hbar) V\left(\phi_{0}\right) t+(\pi / 4) \operatorname{sgn} V^{\prime \prime}\left(\phi_{0}\right)\right] . \tag{45}
\end{align*}
$$

Thus, in the absence of an electric field, $f_{n}(t)$ exhibits damped oscillatory behavior for large $t$ with an amplitude which decreases to zero as $t^{-1 / 2}$. This result for the singleband Schrödinger equation is the analog of the usual dispersion of a quantum wave packet for a free particle.

Returning to the result, Eq. (43), in the presence of an electric field, we specialize to the choice

$$
\begin{equation*}
V(\phi)=2 V_{1} \sin \phi \quad\left(V_{1}^{*}=V_{1}\right), \tag{46}
\end{equation*}
$$

which corresponds to the selection

$$
\begin{equation*}
\langle 0| H|n\rangle=i V_{1}\left(\delta_{n, 1}-\delta_{n,-1}\right) \tag{47}
\end{equation*}
$$

in (14), i.e., only nearest-neighbor overlap of Wannier functions. Equation (43) can then be rewritten as

$$
\begin{align*}
f_{n}(t)= & (2 \pi)^{-1} e^{-(1 / 2) i n \omega_{0} t} \\
& \times \int_{0}^{2 \pi} d \phi \exp -i[n \phi+\alpha(t) \sin \phi] \tag{48}
\end{align*}
$$

where $\alpha(t)=\left(4 V_{1} / \hbar \omega_{0}\right) \sin \left(\frac{1}{2} \omega_{0} t\right)$. Now the factor $\exp (-i \alpha$
$\times \sin \phi)$ will be recognized as a generating function of Bessel functions of integral order

$$
\begin{equation*}
\exp (-i \alpha \sin \phi)=\sum_{m=-\infty}^{\infty}(-1)^{m} e^{i m \phi} J_{m}(\alpha) . \tag{49}
\end{equation*}
$$

We thus arrive at the final result

$$
\begin{equation*}
\left.f_{n}(t)=(-1)^{n} e^{-(1 / 2) i n \omega_{0} t} J_{n}\left(14 V_{1} / \hbar \omega_{0}\right) \sin \frac{1}{2} \omega_{0} t\right) . \tag{50}
\end{equation*}
$$

Noting that $J_{-n}(x)=(-1)^{n} J_{n}(x)=J_{n}(-x)$ one verifies at once that $f_{-n}=(-1)^{n} f_{n}$ and that $f_{n}$ is periodic in $t$ with period $\tau$. In particular, $f_{n}(P \tau)=\delta_{n, 0}$ for any integer value of P.

If the electric field is reduced to zero, (50) becomes

$$
\begin{equation*}
f_{n}(t)=(-1)^{n} J_{n}\left(2 V_{1} t / \hbar\right), \tag{51}
\end{equation*}
$$

an expression valid for all $t$. For an arbitrary fixed value of $t$ considered in the limit $n \rightarrow \infty$, Eq. (51) reduces to

$$
\begin{equation*}
f_{n}(t) \sim(-1)^{n}(1 / n!)\left(V_{1} t / n\right)^{n} \quad(n \rightarrow \infty) . \tag{52}
\end{equation*}
$$

Another limiting case is that of fixed $n$ and $t \rightarrow \infty$ for which Eq. (51) adopts the asymptotic form

$$
\begin{equation*}
f_{n}(t) \sim\left(\pi V_{1} t / \hbar\right)^{-1 / 2} \cos \left[t\left(2 V_{1} / \hbar\right)+\frac{1}{2} n \pi-\frac{1}{4} \pi\right] . \tag{53}
\end{equation*}
$$

This result of course agrees with (45) for the present choice (46) for $V(\phi)$.

## B. Formulation of the exact problem

In this subsection we drop the single-band restriction of Sec. II and consider the exact time-dependent Schrödinger equation based on the Hamiltonian $H$ of Eq. (4). Employing the complete set of Wannier functions, the wave function can be expanded as

$$
\begin{equation*}
\psi(x, t)=\sum_{l=1}^{\infty} \sum_{n=-\infty}^{\infty} f_{n, l}(t)|n, l\rangle . \tag{54}
\end{equation*}
$$

Using the orthonormality property, Eq. (5), of the Wannier functions, one can immediately generalize (11) to read
$\langle n, l| H\left|n^{\prime}, l^{\prime}\right\rangle=n e \mathscr{C} a \delta_{l l^{\prime}}, \delta_{n n^{\prime}}+\langle 0, l| H\left|n^{\prime}-n, l^{\prime}\right\rangle$.

For each band $l$ we define a generating function

$$
\begin{equation*}
\Psi_{l}(\phi, t)=(2 \pi)^{-1 / 2} \sum_{n=-\infty}^{\infty} f_{n, l}(t) e^{i n \phi} . \tag{56}
\end{equation*}
$$

It is then a simple exercise to verify that the exact timedependent Schrödinger equation based on the Hamiltonian (4) is equivalent to the following system of coupled partial differential equations:

$$
\begin{equation*}
\frac{\partial \Psi_{l}}{\partial \phi}-\frac{1}{\omega_{0}} \frac{\partial \Psi_{l}}{\partial t}=\frac{1}{\hbar \omega_{0}} \sum_{l=1}^{\infty} V_{l l},(\phi) \Psi_{l} \cdot(\phi, t), \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{l},(\phi)=\sum_{n=-\infty}^{\infty} e^{-i n \phi}\langle 0, l| H\left|n, l^{\prime}\right\rangle \tag{58}
\end{equation*}
$$

As imposing as this system of equations may appear, it may prove to be a useful starting point for the treatment of the exact problem. In particular, it is likely that progress can be made by adopting an approximation such as retaining nonzero choices only for $V_{l l}(\phi)$ and $V_{l, t \pm 1}(\phi)$. We will pursue this matter in a later publication. The conventional ap-
proach to interband transitions, based on the crystal momentum representation, ${ }^{11}$ has a long and venerable history, yet some of the underlying issues (e.g., Stark ladders) remain a topic of considerable controversy. ${ }^{8-10}$ A new approach, based on Eq. (57), is worth careful study, and hopefully it may provide new insights.

By including interband coupling terms, the notion of strictly periodic oscillations (i.e., without damping) must break down. This is also suggested by the above formalism. In particular, $\Psi_{l}$ can no longer have the form of a solitary wave. To support this statement, note that if $\Psi_{1}$ were a solitary wave then $\int_{0}^{2 \pi} d \phi\left|\Psi_{i}\right|^{2}$ would be time independent, whereas only the weaker normalization condition

$$
\begin{equation*}
\sum_{l=1}^{\infty} \int_{0}^{2 \pi} d \phi\left|\Psi_{l}\right|^{2}=1 \tag{59}
\end{equation*}
$$

is in effect.

## VI. SUMMARY

In this article we have derived the exact solution of the single-band time-dependent Schrödinger equation for an electron in a spatially periodic one-dimensional potential in the presence of a uniform electric field. All solutions of this restricted Schrödinger equation are periodic in time with period given by (1). Our result provides a fully quantummechanical derivation of the phenomenon of Bloch oscillations which is traditionally derived using the formalism of quasiclassical dynamics. What makes this problem solvable is the fact that the restricted Schrödinger equation, in essence the infinite system of coupled equations (12), can be mapped to the exact problem of a quantum planar rotor considered in the eikonal limit. In this particular limit all eigenfunctions of the rotor have the form of solitary wave packets. An immediate consequence of this unique form is that all of the electron wave functions for the original problem are periodic in time. Once one removes the restriction to a single band, the electron wave functions are no longer strictly periodic in time. The mapping procedure gives rise to the imposing system of coupled partial differential equations (57). A fully quantum-mechanical treatment of the resulting modifications of Bloch oscillations remains as an interesting open problem in mathematical physics.
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## APPENDIX: LAPLACE TRANSFORM METHOD

The general result for $f_{n}(t)$, Eq. (42), was derived by exploiting a mapping of the system of coupled equations (12), which are equivalent to the single-band Schrödinger equation, to the problem of a pseudorotor in an external potential. For the special case where one includes only nearestneighbor overlap of Wannier functions, i.e., the matrix
elements $\langle 0| H|n\rangle$ are given by (47), we can obtain the closedform solution, Eq. (50), using an alternate method based on Laplace transforms.

Our starting point is the reduced version of the system of equations of (12)

$$
\begin{align*}
\frac{d f_{n}}{d t} & =-i n \omega_{0} f_{n}+\frac{V_{1}}{\hbar}\left(f_{n+1}-f_{n-1}\right),  \tag{A1}\\
f_{n}(0) & =\delta_{n, 0} \tag{A2}
\end{align*}
$$

Multiplying (A1) by $e^{-s t}$ and integrating over all positive times and employing (A2), one obtains

$$
\begin{equation*}
s F_{n}=\delta_{n, 0}-i n \omega_{0} F_{n}-\left(V_{1} / \hbar\right)\left(F_{n+1}-F_{n-1}\right), \tag{A3}
\end{equation*}
$$

where $F_{n}(s)$ denotes the Laplace transform of $f_{n}(t)$. To extract an explicit expression for $F_{n}$ from (A3) we define the generating function

$$
\begin{equation*}
G(y ; s)=\sum_{n=-\infty}^{\infty} F_{n}(s) y^{n} . \tag{A4}
\end{equation*}
$$

More specifically, we show that the function $G$ satisfies a simple, solvable first-order differential equation in the independent variable $y$. Once $G$ is determined, the coefficient of $y^{n}$ of its Laurent expansion is the desired quantity $F_{n}(s)$. Finally, calculation of the inverse Laplace transform of $F_{n}$ yields the site amplitude $f_{n}(t)$.

Multiplying (A3) by $\boldsymbol{y}^{\boldsymbol{n}}$ and summing over all integer values of $n$, one obtains the inhomogeneous differential equation

$$
\begin{equation*}
-i \omega_{0} y \frac{d G}{d y}=-1+\left[s+\frac{V_{1}}{\hbar}\left(y-y^{-1}\right)\right] G . \tag{A5}
\end{equation*}
$$

The solution of (A5) is given by

$$
\begin{equation*}
G=\frac{-i}{\omega_{0}} G_{H} \int d y\left(y G_{H}\right)^{-1}, \tag{A6}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{H}=y^{i\left(s / \omega_{0}\right)} \exp \left[i\left(V_{1} / \hbar \omega_{0}\right)\left(y+y^{-1}\right)\right] \tag{A7}
\end{equation*}
$$

is the homogeneous solution of (A5). Now the exponential term in (A7) is precisely a generating function of Bessel functions of integer order, namely

$$
\begin{equation*}
\exp \left[\frac{1}{2} i z\left(y+y^{-1}\right)\right]=\sum_{n=-\infty}^{\infty}(i y)^{n} J_{n}(z) \tag{A8}
\end{equation*}
$$

Combining (A6)-(A8), one obtains the final result for $\boldsymbol{G}$

$$
\begin{align*}
G(y ; s)= & \sum_{n=-\infty}^{\infty}(i y)^{n} \\
& \times\left\{\sum_{m=-\infty}^{\infty}\left(s-i m \omega_{0}\right)^{-1} J_{m}(\beta) J_{n+m}(\beta)\right\}, \tag{A9}
\end{align*}
$$

where

$$
\begin{equation*}
\beta=2 V_{1} /\left(\hbar \omega_{0}\right) . \tag{A10}
\end{equation*}
$$

Comparison of (A4) and (A9) provides an explicit formula for $F_{n}(s)$, namely
$F_{n}(s)=i^{n} \sum_{m=-\infty}^{\infty}\left(s-i m \omega_{0}\right)^{-1} J_{m}\left(\beta W_{n+m}(\beta)\right.$.
Because of the very simple $s$ dependence in (A11), the inverse transform $f_{n}(t)$ is immediate with the result

$$
\begin{equation*}
f_{n}(t)=i^{n} \sum_{m=-\infty}^{\infty} J_{m}(\beta) J_{n+m}(\beta) e^{i m \omega_{0} t} \tag{A12}
\end{equation*}
$$

The imposing-looking series (A13) can be written in closed form using Graf's addition formula ${ }^{16}$

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} J_{m}(\alpha) J_{n+m}(\beta) e^{i m \gamma}=e^{i n \sigma} J_{n}(\tau) \tag{A13}
\end{equation*}
$$

where the quantities $\alpha, \beta, \gamma, \sigma, \tau$ are any complex numbers subject to the single relation

$$
\begin{equation*}
\beta=\alpha e^{-i \gamma}+\tau e^{i \sigma} \tag{A14}
\end{equation*}
$$

The final result is identical to (50).
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Utilizing a 15 -term recursion relation that describes exactly the composite nearest neighbor degeneracy for simple indistinguishable particles on a $2 \times N$ lattice, the adsorption isotherm is calculated and it is shown analytically that coverage as a function of the gas phase pressure exhibits no discontinuity, i.e., that no phase transition can occur.

## I. INTRODUCTION

In a recent article, ${ }^{1}$ we uitlized a set theoretic argument to develop a recursion that yields exactly the composite nearest neighbor degeneracy for simple, indistinguishable particles distributed on a rectangular $2 \times N$ lattice space (see Fig. 1). Specifically, we have shown that $A\left[N, q, n_{11}, n_{00}\right]$, the number of unique ways $q$ indistinguishable particles can be arranged on a rectangular $2 \times N$ lattice to form $n_{11}$ occupied nearest neighbor pairs and $n_{00}$ vacant nearest neighbor pairs (as well as $n_{01}$, the number of mixed nearest neighbor pairs), satisfies the recursion

$$
\begin{align*}
A[N & \left.+3, q+3, n_{11}+4, n_{00}+4\right] \\
= & A\left[N+2, q+3, n_{11}+4, n_{00}+1\right] \\
& +A\left[N+2, q+2, n_{11}+4, n_{00}+4\right] \\
& +A\left[N+2, q+2, n_{11}+3, n_{00}+3\right] \\
& +A\left[N+1, q+2, n_{11}+4, n_{00}+1\right] \\
& -A\left[N+1, q+2, n_{11}+3, n_{00}\right] \\
& +A\left[N+2, q+1, n_{11}+1, n_{00}+4\right] \\
& +A\left[N+1, q+1, n_{11}+3, n_{00}+3\right] \\
& -A\left[N+1, q+1, n_{11}+1, n_{00}+1\right] \\
& +A\left[N+1, q, n_{11}+1, n_{00}+4\right] \\
& -A\left[N+1, q, n_{11}, n_{00}+3\right] \\
& -A\left[N, q, n_{11}+3, n_{00}+3\right] \\
& +(3) A\left[N, q, n_{11}+2, n_{00}+2\right] \\
& -(3) A\left[N, q, n_{11}+1, n_{00}+1\right] \\
& +A\left[N, q, n_{11}, n_{00}\right], \tag{1}
\end{align*}
$$

where the nonzero, initial values for $A$ are shown in Table I.
The purpose of the present paper is to exploit this relationship to calculate the exact adsorption isotherm and to determine if a phase transition in the coverage is possible for such a system. The present calculation is concerned with a system in which each site has three nearest neighbors as opposed to a one-dimensional system where there are two nearest neighbors per site.

## II. CALCULATION OF THE VARIOUS PARTITION FUNCTIONS

We first form the polynomials

$$
\begin{equation*}
f_{N, q}(x, y)=\sum_{n_{11}, n_{00}} A\left[N, q, n_{11}, n_{00}\right] x^{n_{11}} y^{n_{00}}, \tag{2}
\end{equation*}
$$

where the sum is over all permissible values of $n_{11}$ and $n_{00}$, and where

```
\(x \equiv \exp \left[-V_{11} / k T\right], \quad y \equiv \exp \left[-V_{00} / k T\right]\),
```

in which $V_{11}$ and $V_{00}$ are the interaction potentials for occupied and vacant nearest neighbor pairs, respectively. Substituting Eq. (1) into Eq. (2) yields the canonical partition function (generating function)

$$
\begin{align*}
& f_{N+3, q+3}(x, y) \\
&= y^{3} f_{N+2, q+3}(x, y)+[1+x y] f_{N+2, q+2}(x, y) \\
&+x^{3} f_{N+2, q+1}(x, y)+y^{3}[1-x y] f_{N+1, q+2}(x, y) \\
&+x y\left[1-x^{2} y^{2}\right] f_{N+1, q+1}(x, y) \\
&+x^{3}[1-x y] f_{N+1, q}(x, y)-x y[1-x y]^{3} f_{N, q}(x, y) \tag{3}
\end{align*}
$$

with the initial conditions

$$
\begin{align*}
& f_{N, 0}= y^{3} f_{N-1,0}, \quad N \geqslant 2, \\
& f_{N, 1}= y^{3} f_{N-1,1}+2 f_{N-1,0}, \quad N \geqslant 3, \\
& f_{N, 2}= y^{3} f_{N-1,2}+[1+x y] f_{N-1,1} \\
&+y^{3}[1-x y] f_{N-2,1}+x y f_{N-2,0}, \quad N \geqslant 3, \\
& f_{1,0}=y, \quad f_{2,1}=4 y^{2},  \tag{4}\\
& f_{2,2}= 2[1+2 x y], \quad f_{3,1}=2 y^{4}[1+2 y] \\
& f_{33}= 2\left[1+2 x y^{2}+2 x y+3 x^{2} y^{2}+2 x^{2} y\right] \\
& f_{34}= 4 x^{3}+4 x^{2}+2 y x^{4}+4 y x^{3}+y x^{2} \\
& f_{35}= 2 x^{4}[1+2 x], \quad f_{36}=x^{7}
\end{align*}
$$

In Eqs. (3) and (4) we adopt the convention that $f_{N, q}(x, y)$ $=0$ if $q<0$ or if $q>2 N$.

The grand canonical partition (bivariate generating) function is now written


FIG. 1. An arrangement of seven particles on a $2 \times 8$ lattice, giving rise to three occupied nearest neighbors, 13 mixed neighbors, and six vacant nearest neighbors.

$$
\begin{equation*}
g_{N}(x, y, z) \equiv \sum_{q=0}^{2 N} f_{N, q}(x, y) z^{q} \tag{5}
\end{equation*}
$$

where

## $z \equiv m \exp [\mu / k T]$,

in which $\mu$ is the chemical potential, $m$ is the adsorbed particle partition function

$$
m=m(x) m(y) m(z) \exp \left[-V_{0} / k T\right]
$$

and $V_{0}$ is the interaction potential between the particle and the surface. It should be mentioned that in the Langmuir model for adsorption, $m(x), m(y)$, and $m(z)$ are single-particle harmonic oscillator partition functions.

Now $g_{N}(x, y, z)$ can be found by substituting Eq. (3) into Eq. (5):

$$
\begin{align*}
g_{N}(x, y, z)= & {\left[y^{3}+z(1+x y)+x^{3} z^{2}\right] g_{N-1}(x, y, z) } \\
& +\left[y^{3}(1-x y) z+x y\left(1-x^{2} y^{2}\right) z^{2}\right. \\
& \left.+x^{3} z^{3}(1-x y)\right] g_{N-2}(x, y, z) \\
& -\left[x y(1-x y)^{3} z^{3}\right] g_{N-3}(x, y, z) \tag{6}
\end{align*}
$$

where the initial conditions are
$g_{1}(x, y, z)=y+2 z+x z^{2}$,
$g_{2}(x, y, z)=y^{4}+4 y^{2} z+2 z^{2}(1+2 x y)+4 x^{2} z^{3}+x^{4} z^{4}$,
$g_{3}(x, y, z)=y^{7}+2 y^{4}[1+2 y] z$

$$
\begin{align*}
& +\left[4 y^{3}+4 y^{2}+2 x y^{4}+4 x y^{3}+x y^{2}\right] z^{2} \\
& +2\left[1+2 x y^{2}+2 x y+3 x^{2} y^{2}+2 x^{2} y\right] z^{3} \\
& +\left[4 x^{3}+4 x^{2}+2 x^{4} y+4 x^{3} y+x^{2} y\right] z^{4} \\
& +2 x^{4}[1+2 x] z^{5}+x^{7} z^{6} \tag{7c}
\end{align*}
$$

To obtain an explicit relation for $g_{N}(x, y, z)$, the grand canonical partition function, we first form the polynomials

$$
\begin{align*}
h(x, y, z, \eta) & \equiv \sum_{N+1}^{\infty} g_{N}(x, y, z) \eta^{N} \\
& =\eta\left\{\frac{a_{0}+a_{1} \eta+a_{2} \eta^{2}}{b_{0}+b_{1} \eta+b_{2} \eta^{2}+b_{3} \eta^{3}}\right\}=\eta \frac{r(\eta)}{s(\eta)}, \tag{8}
\end{align*}
$$

in which
$a_{0}=y+2 z+x z^{2}$,
$a_{1}=z\left[y^{2}(4-x)-y\left(1+2 y^{2}\right)\right]+z^{2}\left[y\left(2 x-x^{3}\right)-x y^{3}\right]$
$+z^{3}\left[x^{2}(4-y)-x\left(1+2 x^{2}\right)\right]$,
$a_{3}=z^{3}\left[4 x y^{2}+4 x^{2} y+2 x^{2} y^{2}-4 x^{2} y^{3}-4 x^{3} y^{2}-4 x y-x^{3} y\right.$
$\left.-x y^{3}+x^{4} y^{2}+x^{2} y^{4}+2 x^{3} y^{3}\right]$,

TABLE I. The initial conditions for the recursion expressed in Eq. (1).

| $N$ | 9 | $n_{11}$ | $n_{00}$ | A |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 2 |
| 1 | 2 | 1 | 0 | 1 |
| 2 | 0 | 0 | 4 | 1 |
| 2 | 1 | 0 | 2 | 4 |
| 2 | 2 | 0 | 0 | 2 |
| 2 | 2 | 1 | 1 | 4 |
| 2 | 3 | 2 | 0 | 4 |
| 2 | 4 | 4 | 0 | 1 |
| 3 | 0 | 0 | 7 | 1 |
| 3 | 1 | 0 | 4 | 2 |
| 3 | 1 | 0 | 5 | 4 |
| 3 | 2 | 0 | 2 | 4 |
| 3 | 2 | 0 | 3 | 4 |
| 3 | 2 | 1 | 2 | 1 |
| 3 | 2 | 1 | 3 | 4 |
| 3 | 2 | 1 | 4 | 2 |
| 3 | 3 | 0 | 0 | 2 |
| 3 | 3 | 1 | 1 | 4 |
| 3 | 3 | 1 | 2 | 4 |
| 3 | 3 | 2 | 1 | 4 |
| 3 | 3 | 2 | 2 | 6 |
| 3 | 4 | 2 | 0 | 4 |
| 3 | 4 | 2 | 1 | 1 |
| 3 | 4 | 3 | 0 | 4 |
| 3 | 4 | 3 | 1 | 4 |
| 3 | 4 | 4 | 1 | 2 |
| 3 | 5 | 4 | 0 | 2 |
| 3 | 5 | 5 | 0 | 4 |
| 3 | 6 | 7 | 0 | 1 |

and

$$
\begin{align*}
& b_{0}=1  \tag{10a}\\
& b_{1}=-\left[y^{3}+z(1+x y)+z^{2} x^{3}\right],  \tag{10b}\\
& b_{2}=-[z(1-x y)]\left[y^{3}+x y z(1+x y)+z^{2} x^{3}\right],  \tag{10c}\\
& b_{3}=x y z^{3}(1-x y)^{3}, \tag{10d}
\end{align*}
$$

and $\eta(\eta)$ is a quadratic function of $\eta$, while $s(\eta)$ is a cubic function of $\eta$. From

$$
\begin{equation*}
g_{N}(x, y, z)=\left.\frac{1}{N!} \frac{\partial^{N} h}{\partial \eta^{N}}\right|_{\eta=0} \tag{11}
\end{equation*}
$$

and using a partial fraction expansion of $h(x, y, z, \eta)$ we obtain

$$
\begin{equation*}
g_{N}(x, y, z)=\sum_{j=1}^{3} k_{j} R_{j}^{N} \tag{12}
\end{equation*}
$$

where the $k_{j}$ 's are given by

$$
\begin{equation*}
k_{j}=r\left(R_{j}\right) / s^{\prime}\left(R_{j}\right) \tag{13}
\end{equation*}
$$

and the $R_{j}$ 's are the reciprocals of the roots of the cubic [see Eq. (8)]

$$
\begin{equation*}
s(\eta)=b_{0}+b_{1} \eta+b_{2} \eta^{2}+b_{3} \eta^{3}=0 \tag{14}
\end{equation*}
$$

If $\eta_{1}$ is the smallest root of $s(\eta)$, then, as $N \rightarrow \infty$, Eq. (12) becomes

$$
\begin{equation*}
g_{N}(x, y, z) \simeq k_{1} R_{1}^{N} \tag{15}
\end{equation*}
$$

where $R_{1} \equiv \eta_{1}^{-1}$.
This explicit expression for the grand canonical partition function can now be used to treat adsorption and the question of whether or not a phase transition occurs.

## III. ADSORPTION

We first determine the expectation of $\theta$, the coverage, i.e.,

$$
\begin{equation*}
\langle\theta\rangle_{N}=\langle q\rangle_{N} / 2 N, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle q\rangle_{N} \equiv\left\{\sum_{q=0}^{2 N} q f_{N, q}(x, y) z^{q}\right\} \div\left\{\sum_{q=0}^{2 N} f_{N, q}(x, y) z^{q}\right\}, \tag{17}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sum_{q=0}^{2 N} q f_{N, q}(x, y) z^{q}=2 N\langle\theta\rangle_{N} g_{N}(x, y, z) . \tag{18}
\end{equation*}
$$

Utilizing Eqs. (6), (7), and (15) and assuming that $y \equiv 1$ and that, as $N \rightarrow \infty$,

$$
\langle\theta\rangle_{N}=\langle\theta\rangle_{N-1}=\langle\theta\rangle_{N-2}=\cdots=\langle\theta\rangle,
$$

we find that

$$
\begin{equation*}
\langle\theta\rangle=\frac{3-\left[3+2 z(1+x)+x^{3} z^{2}\right] \eta_{1}-z(1-x)[2+x z(1+x)] \eta_{1}^{2}}{4-2\left[1+(1+x) z+x^{3} z^{2}\right] \eta_{1}-2 x(1-x)^{3} z^{3} \eta_{1}^{3}} . \tag{19}
\end{equation*}
$$

To facilitate the graphical representation of Eq. (19), we first show that $\langle\theta\rangle=\frac{1}{2}$ when $z=x^{-3 / 2}$. To do so we set $\langle\theta\rangle=\frac{1}{2}$ in Eq. (19), utilize Eq. (14) for $\eta_{1}$, and obtain

$$
\begin{equation*}
\left(1-x^{3} z^{2}\right) \eta_{1}\left[1+z(1-x) \eta_{1}\right]=0 . \tag{20}
\end{equation*}
$$

Thus, either

$$
\begin{equation*}
1-x^{3} z^{2}=0 \tag{21a}
\end{equation*}
$$

and/or

$$
\begin{equation*}
\eta_{1}=0 \tag{21b}
\end{equation*}
$$

and/or

$$
\begin{equation*}
\left[1+z(1-x) \eta_{1}\right]=0 . \tag{21c}
\end{equation*}
$$

But $\eta_{1}=0$ cannot satisfy Eq. (14). Furthermore, it can be shown that

$$
\eta_{1}=1 / z(x-1)
$$

cannot be a root of Eq. (14). It follows that $\langle\theta\rangle=\frac{1}{2}$ at $z=x^{-3 / 2}$, i.e., at $u \equiv z x^{3 / 2}=1$. The exponent ( $\frac{3}{2}$ indicates a coordination number of 3 for a $2 \times N$ lattice space (see Ref. 2). In Fig. 2, we plot $\langle\theta\rangle$ vs $\ln u$ for selected values of $x$.

If we define

$$
\gamma \equiv\langle\theta\rangle-\frac{1}{2}
$$

and express $\gamma$ in terms of $u$ and $x$, we obtain

$$
\begin{equation*}
\gamma(u, x)=\frac{1-\left[2+x^{-3 / 2}(1+x) u\right] \eta_{1}-x^{-3 / 2}(1-x)\left[2+x^{-1 / 2}(1+x)\right] u \eta_{1}^{2}+(1-x)^{3} x^{-7 / 2} u^{3} \eta_{1}^{3}}{4-2\left[1+(1+x) x^{-3 / 2} u+u^{2}\right] \eta_{1}-2(1-x) x^{-7 / 2} u^{3} \eta^{3}} . \tag{22}
\end{equation*}
$$

Using Eq. (10) and Eq. (14) one can show that

$$
\begin{equation*}
\eta(1 / u)=u^{2} \eta(u) . \tag{23}
\end{equation*}
$$

Combining Eqs. (22), (23), and (14), it follows that

$$
\begin{equation*}
\gamma(u, x)=-\gamma(1 / u, x) \tag{24a}
\end{equation*}
$$

or equivalently that

$$
\begin{equation*}
\gamma[\ln u, x]=-\gamma[-\ln u, x] . \tag{24b}
\end{equation*}
$$

Thus we see that $\gamma$ is an antisymmetric function of $\ln u$. An examination of Eq. (22) shows that for all $x>0, \gamma$ has a nonzero first derivative and thus exhibits an inflection point at $\ln u=0$ (i.e., $u=1$ ). This implies that the maximum slope of $\gamma$ (and hence $(\theta)$ ) vs $u$ occurs at $u=1$.

The question of whether the system under discussion can exhibit a phase transition of coverage versus gas phase pressure resolves itself into a determination of $(d\langle\theta\rangle$ / $d u)_{u=1}$, the slope of the curve $\langle\theta\rangle$ vs $u$ at $u=1$, i.e., at $\langle\theta\rangle=\frac{1}{2}$.


FIG. 2. The coverage as a function of $\ln u \equiv \ln \left(z x^{3 / 2}\right)$, for various values of $\boldsymbol{x}$.

We now show that there can be no singularity in $(d\langle\theta\rangle /$ $d u)_{u=1}$ and that it can never be negative.

First, we determine $\left.\left(d \eta_{j} / d u\right)\right|_{u=1}$ by considering Eq. (14) with $u=z x^{3 / 2}$ in the coefficients, we obtain
$\left.\frac{d \eta_{j}}{d u}\right|_{u=1}=-\eta_{j}$.
It follows from Eq. (19) that

$$
\begin{equation*}
\left.\frac{d(\theta)}{d u}\right|_{u=1}=\frac{\eta_{1}+x^{-3 / 2}(1-x) \eta_{1}^{2}}{3-2\left[2+x^{-1 / 2}+x^{-3 / 2}\right] \eta_{1}-x^{-2}(1-x)\left(1+x^{1 / 2}\right)^{2} \eta_{1}} \tag{26}
\end{equation*}
$$

As $x \rightarrow \pm \infty$, for $u=z x^{3 / 2}=1$, Eq. (14) becomes
$(\eta-1)^{2}=0$,
i.e., $\eta \rightarrow 1$. Thus, we can assume $\eta$ to be expressed as a power series in $x^{-1}$. When this is done, it is seen that the numerator and denominator cannot be negative and that the denominator cannot vanish.

## IV. CONCLUSION

On the basis of a recursion that yields exactly the composite nearest neighbor degeneracy for a $2 \times N$ lattice space, we have determined the canonical, grand-canonical, and su-per-grand-canonical partition functions. Utilizing these partition functions we have determined the ensemble average coverage as a function of the interaction potentials and the gas phase pressure. In addition we have shown that this sys-
tem does not exhibit a first-order phase transition in the coverage as a function of the gas phase pressure.
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A sequence of Fibonacci graphs is defined. A special case of Fibonacci graphs, i.e., those with identical matching polynomials, is discussed and conditions under which they appear are given. The appearance of Fibonacci graphs with identical matching polynomials may have some implications in statistical physics.

## I. INTRODUCTION

The matching polynomial of a graph $G, \alpha(G)$, is a combinatorial mathematical structure defined by ${ }^{\prime}$

$$
\begin{equation*}
\alpha(G)=\alpha(G ; x)=\sum_{k=0}^{[N / 2]}(-1)^{k} p(G ; k) x^{N-2 k} \tag{1}
\end{equation*}
$$

where $N$ is the number of vertices in $G$ and $p(G, k)$ is the number of ways in which one can select $k$ nonadjacent edges in $\boldsymbol{G}$. By definition $p(G, 0)=1$ for all $G$.

Recently, the matching polynomial has found many applications in diverse branches of science; viz., statistical physics, ${ }^{2-5}$ thermodynamics, ${ }^{6}$ pure mathematics, ${ }^{1,7-9}$ molecular physics, and chemistry. ${ }^{10-14}$ This warrants further studies on the structure of the matching polynomial.

In this paper we wish to present a sequence of families of graphs, all of which contain cycles and also possess the following properties: (1) each family has identical matching polynomial, and (2) each sequence of graphs consisting of one graph from each family represents what we will call a sequence of Fibonacci graphs.

## II. FIBONACCI GRAPHS WITH IDENTICAL MATCHING POLYNOMIALS

Let $L_{i}$ denote the matching polynomial of a linear chain of $i$ vertices (or its characteristic polynomial since both polynomials are identical for chains). The recurrence relation ${ }^{15}$

$$
\begin{equation*}
L_{i}=x L_{i-1}-L_{i-2} \tag{2}
\end{equation*}
$$

can be used to calculate the matching polynomials of linear chains starting with $L_{0}=1$ and $L_{1}=X$.

Let $H$ be a graph with $|H|$ vertices, and let $v$ be a fixed vertex of $H$. Then $G_{n j}(H, v)$ denotes a graph with $n+j+|H|$ vertices obtained in the following way: Take a graph $H$ and a cycle of $n+j$ vertices and connect any $n$ vertices out of these $n+j$ with the vertex $v$. The graphs $G_{n, j}(H, v)$ have a particularly interesting feature: The matching polynomial for fixed $n$ and $j$ is always the same regardless of the positions of the $n$ vertices which we choose to connect with $v$.

Definition: Let $G_{1}, G_{2}, \ldots, G_{n}$ be a sequence of graphs. If, for the $k$ matchings, $p\left(G_{i}, k\right)$ 's, the recursion

$$
\begin{equation*}
p\left(G_{i}, k\right)+p\left(G_{i+1}, k\right)=p\left(G_{i+2}, k+1\right) \tag{3}
\end{equation*}
$$

holds, we call the sequence $G_{1}, G_{2}, \ldots, G_{n}$ a sequence of Fibonacci graphs. Hosoya ${ }^{16}$ seems to be among the first who studied such sequences. He discussed the graphical aspects of the Fibonacci numbers in terms of his topological index.

Proposition 1: Let $H$ be a graph, $v \in V(H)$ and $G \in G_{n, j}(H, v)$. Then
$\alpha(G)=\alpha(H) \cdot\left(L_{n+j}-L_{n+j-2}\right)-n \cdot \alpha(\bar{H}) L_{n+j-1}$,
where $\bar{H}$ is a graph obtained from $H$ by omitting vertex $v$ and adjacent edges.

Proof: We will make use of Heilbronner's formula ${ }^{17}$

$$
\begin{equation*}
\alpha(G)=\alpha(G-e)-\alpha(G-(e)) \tag{5}
\end{equation*}
$$

where $G-e$ is a graph $G$ without an edge $e$ and $G-(e)$ is a graph $G$ without an edge $e$ and all edges adjacent to it. By means of this formula we can perform a simple and straightforward calculation of $\alpha(G)$. By removing an edge $e$, connecting the vertex $v$ to the perimeter of $G$, we obtain
$\alpha(G)=\alpha\left(G_{1}\right)-L_{n+j-1} \cdot \alpha(\bar{H})$,
where $G_{1} \in G_{n-1, j+1}(H, v)$.
Repeating this calculation $(n-1)$ times we obtain
$\alpha(G)=\alpha\left(G_{n-1}\right)-(n-1) L_{n+j-1} \cdot \alpha(\bar{H})$,
where $G_{n-1} \in G_{1, n+j-1}(H, v)$.
Finally,
$\alpha\left(G_{n-1}\right)=\alpha(H) \cdot \alpha\left(C_{n+j}\right)-L_{n+j-1} \cdot \alpha(\bar{H})$,
where the symbol $C$ stands for a cycle. After using the formula ${ }^{15,17} \alpha\left(C_{i}\right)=L_{i}-L_{i-2}$, Eq. (7) transforms into
$\alpha\left(G_{n-1}\right)=\alpha(H) \cdot\left(L_{n+j}-L_{n+j-2}\right)-L_{n+j-1} \cdot \alpha(\bar{H})$ Q.E.D.

Corollary: Let $G_{n, j}$ belong to $G_{n, j}(H, v)$ for $H=v$. Then
$\alpha\left(G_{n, j}\right)=L_{n+j+1}-n L_{n+j-1}-L_{n+j-3}$.
Proof: If $H=v$, then $\alpha(H)=x$ and we have
$\alpha\left(G_{n, j}\right)=x \cdot\left(L_{n+j}-L_{n+j-2}\right)-n L_{n+j-1}$.
On substituting $x L_{i-1}=L_{i}+L_{i-2}$ [see Eq. (2)] into (8) we obtain the required relationship

$$
\begin{aligned}
\alpha\left(G_{n, j}\right)= & L_{n+j+1}+L_{n+j-1} \\
& -L_{n+j-1}-L_{n+j-3}-n L_{n+j-1}
\end{aligned}
$$

Example: We will calculate the first several matching polynomials for $H=v, n=3$ :

$$
\begin{aligned}
& \alpha\left(G_{3,0}\right)=x^{4}-6 x^{2}+3, \\
& \alpha\left(G_{3,1}\right)=x^{5}-7 x^{3}+8 x, \\
& \alpha\left(G_{3,2}\right)=x^{6}-8 x^{4}+14 x^{2}-3, \\
& \alpha\left(G_{3,3}\right)=x^{7}-9 x^{5}+21 x^{3}-11 x, \\
& \alpha\left(G_{3,4}\right)=x^{8}-10 x^{6}+29 x^{4}-25 x^{2}+3, \\
& \alpha\left(G_{3,5}\right)=x^{9}-11 x^{7}+38 x^{5}-46 x^{3}+14 x, \\
& \alpha\left(G_{3,6}\right)=x^{10}-12 x^{8}+48 x^{6}-75 x^{4}+39 x^{2}-3 .
\end{aligned}
$$

From the above we see that the coefficients fulfill the Fibonacci recursion (3), i.e., these graphs form a sequence of Fibonacci graphs.

The following is again generally true.
Proposition 2: Let $G_{1}$ be a graph, and $v_{1}$ and $v_{2}$ two isolated vertices. Let $e=\{i, i+1\}$ be an edge of $G_{1}$, let $G_{2}$ be a graph obtained by removing the edge $e$ from $G_{1}$ and inserting edges $\left\{i, v_{1}\right\},\left\{v_{1}, i+1\right\}$, and let $G_{3}$ be a graph obtained by removing the edge $e$ from $G_{1}$ and inserting a triplet of edges $\left\{i, v_{1}\right\},\left\{v_{1}, v_{2}\right\},\left\{v_{2}, i+1\right\}$. Then the graphs $G_{1}, G_{2}, G_{3}$ form a sequence of Fibonacci graphs.

Proof: Let $M_{1}$ be the set of all (unordered) $k$-tuples of nonadjacent edges in $G_{1}$ [the cardinality of $M_{1}$ is $p\left(G_{1}, k\right)$ ], let $\boldsymbol{M}_{2}$ be the set of all $(k+1)$-tuples of nonadjacent edges in $\boldsymbol{G}_{2}$ [the cardinality of $M_{2}$ is $p\left(G_{2}, k\right)$ ], and let $M_{3}$ be the set of all ( $k+1$ )-tuples of nonadjacent edges in $G_{3}$ [the cardinality of $M_{3}$ is $\left.p\left(G_{3}, k\right)\right]$. Let us split the set $M_{3}$ into five subsets: $M_{31}$ (with those elements of $M_{3}$ which contain edges $\left\{i, v_{1}\right\}$ and $\left.\left(v_{2}, i+1\right\}\right), M_{32}$ (with those elements of $M_{3}$ which contain edge $\left\{v_{1}, v_{2}\right\}$ ), $M_{33}$ (with those elements of $M_{3}$ which contain edge $\left\{i, v_{1}\right\}$ and not edge $\left\{v_{2}, i+1\right\}$ ), $M_{34}$ (with those elements of $M_{3}$ which contain edge $\left\{v_{2}, i+1\right\}$ and not edge $\left\{i, v_{1}\right.$ ), and finally $M_{35}$ (with the remaining elements of $M_{3}$ ).

Let us take a $(k+1)$-tuple from $M_{31}$. This does not contain any edge adjacent to $i$ or $i+1$ other than edges $\left\{i, v_{1}\right\}$ and $\left\{v_{2}, i+1\right\}$, so that by removing edges $\left\{i, v_{1}\right\}$ and $\left\{v_{2}, i+1\right\}$, and adding edge $\{i, i+1\}$ we obtain an element of $M_{1}$. Conversely, let us take an element from $M_{1}$ which contains the edge $\{i, i+1\}$. By removing it and adding edges $\left\{i, v_{1}\right\}$ and $\left\{v_{2}, i+1\right\}$, we produce an element of $M_{31}$. Similarly, by removing edge $\left\{v_{1}, v_{2}\right\}$ from an element of $M_{32}$, we obtain an element of $M_{1}$ which does not contain edge $\{i, i+1\}$ and vice versa, so that there is a $1-1$ correspondence between $M_{31} \cup M_{32}$ and $M_{1}$. By an analogous procedure it is easy to show that there is also a 1-1 correspondence between $M_{33} \cup M_{34} \cup M_{35}$ and $M_{2}$.
Q.E.D.

From Propositions 1 and 2 the following corollary follows by computation.

Corollary: Let $H$ be a graph, $v \in V(H)$ and $G_{1} \in G_{n, i}(H, v)$; $i=1, \ldots, k$, where $k \geq 3$ and $n$ are arbitrary integers. Then the graphs $G_{i}$ form a sequence of Fibonacci graphs.

## III.REMARK OF THE FIBONACCI GRAPHS WITHOUT IDENTICAL MATCHING POLYNOMIALS

We now ask what will happen if we consider linear chains instead of centered cycles? The family of graphs thus obtained does not have the same matching polynomial (see
the example below), but again forms a sequence of Fibonacci graphs (see Proposition 3).

Example: Two graphs $G_{1}$ and $G_{2}$ obtained by connecting a vertex with four vertices of $L_{5}$ have different matching polynomials:

$\mathrm{G}_{1}$

$G_{2}$
$\alpha\left(G_{1}\right)=\alpha(\nabla)-\alpha(\nabla)$
$=a(\sqrt{ })-\left(L_{4}-x^{2}\right)$,

$$
\alpha\left(\sigma_{2}\right)=\alpha(W)-\alpha(\nabla)
$$

$$
=\alpha(\Downarrow)-\left(L_{4}-L_{2}\right)
$$

Proposition 3: Let $H$ be a graph, $v \in V(H)$, and $v_{1}$ and $v_{2}$ two isolated vertices. Let $G_{1}=H, G_{2}$ be obtained from $H$ adding an edge $\left\{v, v_{1}\right\}$, and let $G_{3}$ be obtained from $H$ by adding edges $\left\{v, v_{1}\right\}$ and $\left\{v_{1}, v_{2}\right\}$. Then the graphs $G_{1}, G_{2}, G_{3}$ form a sequence of Fibonacci graphs.

Proof: Let us take a $(k+1)$-tuple of nonadjacent edges from $G_{3}$ containing the edge $\left\{v_{1}, v_{2}\right\}=e$. By removing the edge $e$ we obtain a $k$-tuple of nonadjacent edges, none of which is adjacent to $v_{1}$, i.e., a $k$-tuple of nonadjacent edges from $G_{1}$ [conversely taking a $k$-tuple of nonadjacent edges from $G_{1}$ and adding $e$ to it, we obtain a $(k+1)$-tuple from $G_{3}$ ].

Let us now take a $(k+1)$-tuple of nonadjacent edges from $G_{3}$ that does not contain $e$. But this is also a $(k+1)$ tuple of nonadjacent edges from $G_{2}$. Thus, the set of all $(k+1)$-tuples of nonadjacent edges from $G_{3}$ is of the same cardinality as the union of the set of all $k$-tuples of nonadjacent edges from $G_{1}$ and ( $k+1$ )-tuples of nonadjacent edges from $G_{2}$.

## IV. CONCLUSION

If we define in a certain intuitive sense the subtraction of a subgraph from a graph, we can sum up Proposition 2, its Corollary, and Proposition 3 in the following way: Whenever we have a sequence of graphs $G_{1}, G_{2}, \ldots, G_{n}$ such that there exists for any three graphs $G_{i}, G_{i+1}, G_{i+2}$ a common subgraph (it can be $G_{i}$ ), whereby subtraction of the subgraph leads to a 3 -tuple of either centered cycles (their lengths differing by 1 ) or linear chains (their lengths also differing by 1 ), then the sequence $G_{1}, G_{2}, \ldots, G_{n}$ is a sequence of Fibonacci graphs.

We also point out that the recursion formula for the Fibonacci numbers is related to a recursion formula recently
introduced ${ }^{18}$ for a topological function $\sigma(G)$, defined as the cardinality of the graph topology of $G$, and equal to the number of stable sets of $G$. In addition, the function $\sigma(G)$ is quite sensitive to the details of graph structure, particularly to the extents of branching and cyclization. In this respect it is similar to Hosoya's topological index, ${ }^{6}$ which is equal to the number of stable edge sets of $G$; i.e., it is $\sigma$ of the line graphs of $\boldsymbol{G}$.
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